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Abstract—Intent analysis is capturing the attention of both
the industry and academia due to its commercial and non-
commercial significance. The rapid growth of unstructured data
of micro-blogging platforms, such as Twitter and Facebook, are
amongst the important sources for intent analysis. However, the
social media data are often noisy and diverse, thus making the
task very challenging. Further, the intent analysis frequently
suffers from lack of sufficient data because the labeled datasets
are often manually annotated. Recently, BERT (Bidirectional
Encoder Representation from Transformers), a state-of-the-art
language representation model, has attracted attention for ac-
curate language modelling. In this paper, we investigate the
application of BERT for its suitability for intent analysis. We
study the fine-tuning of the BERT model through inductive
transfer learning and investigate methods to overcome the
challenges due to limited data availability by proposing a novel
semantic data augmentation approach. This technique generates
synthetic sentences while preserving the label-compatibility using
the semantic meaning of the sentences, to improve the intent
classification accuracy. Thus, based on the considerations for fine-
tuning and data augmentation, a systematic and novel step-by-
step methodology is presented for applying the linguistic model
BERT for intent classification with limited data available. Our
results show that the pre-trained language can be effectively used
with noisy social media data to achieve state-of-the-art accuracy
in intent analysis under low labeled-data regime. Moreover,
our results also confirm that the proposed text augmentation
technique is effective in eliminating noisy synthetic sentences,
thereby achieving further performance improvements.

Index Terms—intent classification, low data regime, language
models, augmentation, semantic information, transfer learning

I. INTRODUCTION

Nowadays, the community frequently expresses its wants
and desires on social media platforms such as Twitter and
Facebook. Understanding individual behavior through these
contents, based on tasks such as sentiment analysis and
opinion mining, has been an active area of research globally in
the last decade [1]. The content-based intent analysis, aiming
to identify the behavioral intention of users, falls within the
domain of Natural Language Understanding (NLU). It has

captured the attention of both the industry and academia due
to its commercial and non-commercial significance, including
linking buyers and sellers [2], identifying intentional behavior
of seeking or offering help [3], and detecting malicious intents
regarding sexual assaults [4]. The research being reported is
part of a major project for a Melbourne start-up company
Sportshosts1 for classifying the intent of those international
travelers to attend live team sports as a spectator while
undertaking cultural tourism. For this, the tweets available in
the public domain are being used as a data source to identify
individuals who are interested in cultural tourism. Since the
number of labeled tweets available is limited, any available
method should be able to cope up with this limitation.

Currently, various classifier designs and techniques, incor-
porating the complexities of the automated intent classification
task, have been reported using both heuristic methods and ma-
chine learning strategies. Recently, Hollerit et al. [2] proposed
a binary classification method to identify the commercial intent
of a tweet, applying supervised learning models using word
n-grams and part-of-speech n-grams as features. However, the
method fails to capture the semantic representations of the
words. Pandey et al. [4] presented and evaluated an intent
classification model for twitter posts using semantic features
with the help of a convolutional neural network. However,
the method uses only static word representations, and the
model architecture makes it difficult to disregard the noise
and focus on its relevance [5]. Most of these approaches
[2], [4], [6] leverage bag-of-words representations, or static
embeddings learned from shallow neural networks limiting
these techniques since they suffer from the absence of dynamic
representations of the words in a sentence. The dynamic
representation is crucial as it enables understanding the human
intentions.

In the recent past, word embedding [7] has become popular

1https://www.sportshosts.com/
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among as a de facto starting point for representing the meaning
of words. However, static methods such as Word2Vec [8],
GloVe [9], and FastText [10] generally generate fixed word
representations in a vocabulary, and hence these techniques
cannot easily be adapted to a contextual meaning of a word.
Recent discoveries of dynamic pre-trained representations such
as ELMo, deep contextualized word representation [11], and
BERT (Bidirectional Encoder Representations from Trans-
formers), a language modeling framework [12] produce dy-
namic representations of a word based on the context. They
capture many facets of language relevant for downstream
tasks, such as long-term dependencies, hierarchical relations,
and context to provide superior performance [13], [14]. Deep
learning techniques with superior algorithms and complex
architectures that leverage the contextual meaning of the words
[7], [15], [16] can significantly improve the learning abilities.
However, this performance depends, to a great extent, on the
massive volume of labeled training data plays in making these
deep learning models successful.

In our research that we are working related to cultural
tourism, since we have meager resources to train the model,
pre-trained language models such as BERT can prove to
be suitable candidates for the effective transfer of natural
language understanding into the intent analysis task. It may,
however, be noted that the success of these dynamic rep-
resentation models is heavily dependent on various factors.
For intent analysis, the labeled datasets being often manually
annotated may suffer significantly from a lack of accurately
labeled training data imposing a major challenge in real-world
scenarios. Further, different organizations may be interested in
entirely different intent categories. Moreover, the same orga-
nization may look for a diverse set of intent categories over
time. Additionally, organizations are keen to detect user intent
from social media platforms due to its potential commercial
value. However, social media data being noisy and diverse, it
creates further challenges.

To address the problem of scarce labeled-data, Wang et al.
[6] proposed a graph-based semi-supervised learning approach
by using a tiny portion of labeled-data for model training. The
nodes of the proposed graph are composed of words (intent-
keywords) extracted from the tweets and assumes that tightly
connected instances are likely belonging to the same class.
However, intent keyword extraction limits the model from
differentiating homographs efficiently. Transfer learning has
also been employed to deal with the lack of sufficient labeled
data for model training. For example, Dint et al. [17] proposed
a framework of transfer learning based on CNN to classify
implicit consumption intentions. They introduced a method
to transfer the knowledge learned from a source domain to
a target domain using a mid-level sentence representation
learned using static representations generated from the Col-
lobert and Weston (C&W) model [18]. Similarly, Pedrood and
Purohit [3] introduced a novel approach of transfer learning
using Sparse Coding feature representation to classify help
intents into seeking, offering classes against the rest, during
disasters. They efficiently transferred the knowledge for intent

behavior previously learned from past disaster data. Compared
to the other text classification research, only limited classifier
designs and methods for content-based intent analysis have
been reported in recent years.

However, to the best of our knowledge, no research is
reported to apply the contextualized word representation to
analyze the user intent and that too under limited availability
of labeled data. The work reported in this paper is the
first effort in this direction. In this paper, to overcome the
challenge of capturing the contextual meaning of words and
in particular intent-related information from small-scale noisy
texts, we propose an inductive transfer learning with pre-
trained language models for intent classification. Further, a
novel semantic data augmentation is presented for augmenting
the text data to boost the performance of intent classifica-
tion models by preserving the label compatibility using the
semantic meaning of the sentences. Experiments conducted
with the published tweet dataset [6] reveal that the proposed
method outperforms the current state-of-the-art graph-based
semi-supervised approach to infer the intent categories in a
low labeled data regime.

The rest of this paper is organized as follows. Section II
provides relevant background information related to intent
analysis, language modeling, and transfer learning. Section
III introduces the proposed transfer learning approach and
the mechanism for fine-tuning BERT, and also the novel
semantic data augmentation technique. Section IV presents
various experimental results on fine-tuning the BERT model
with different settings for data augmentation, including the
proposed approach. The main results are also discussed in this
section. Finally, Section VI presents the conclusion.

II. BACKGROUND

In this section, we elaborate on the relevant background
information related to the proposed research. We first discuss
the intent analysis and its unique characteristics. Next, we
present BERT, the state-of-the-art deep bidirectional language
representation model [12], which is an important component
of the language modeling framework. This is followed by
an explanation related to inductive transfer learning and its
significance in the context of pre-trained language models.

A. Intent Analysis

The intent in the simplest term can be defined as a purpose
for action. The intent analysis is the idea of identifying
intentions present in textual content and recognizing a corre-
sponding intent category for every action indicative of intent in
a particular text [19]. Intent classification primarily attempts
to capture a plausible future outcome [19] and is different
from well-known text mining, such as opinion or sentiment
classification, where they approximate the current state. For
example, the sentence “I like the color of iphone7” reflects
a positive sentiment, but no intention exists. In contrast, the
sentence “I want to buy an iphone7” shows a firm buying
intention in the near future. Therefore, verbs and keywords in
a piece of text were considered essential features to identify



the intent. Hence term based intent analysis [2], [6], [20] has
been a popular approach to detect intent.

B. Pre-trained BERT Model

BERT (Bidirectional Encoder Representations from Trans-
formers) is the first fine-tuning based language presentation
model that achieves state-of-the-art performance on a broad
suite of sentence-level and token-level tasks, outperforming
many task-specific architectures [12]. BERT architecture in-
cludes a multi-layer bidirectional Transformer [5] and an
attention mechanism that learns contextual relations between
words (or sub-words) in a text. The Transformer consists of
two separate mechanisms - an encoder that processes the input
and a decoder that generates a prediction for the task. Since
BERT is designed to generate a language model, only the
encoder mechanism is used.

BERT trained bidirectionally on a large corpus of unlabeled
text, including entire Wikipedia and Book Corpus, allows
its models to understand the meaning of a language more
correctly. Thus, it could be used for various target tasks such as
sentiment classification, intent detection effectively. Two pre-
trained BERT models were first introduced, i.e.,“BERTBASE”,
that includes 12-layer bidirectional Transformer encoder block
with 768 hidden units and 12 self-attention heads and also a
“BERTLARGE” consisting of 24-layer bidirectional Transformer
encoder blocks with 1024 hidden units and 16 self-attention
heads.

The processes of the tokenization of an input sentence for
the BERT model involves splitting the input text into a list of
tokens that are available in the vocabulary. To deal with the
words not available in the vocabulary, BERT uses a technique
called byte-pair-encoding (BPE) [21] based WordPiece tok-
enization [22]. The “BERTBASE-uncased” version of the BERT
models convert all the words of an input sentence to lower-
case and uses a vocabulary of 30,522 words.

The input layer representation is a summation of WordPiece
embeddings [22], positional embeddings, and the segment
embedding. Since Transformers do not encode the sequential
nature of an input sentence, positional embedding is used to
introduce a temporal property. Segment embedding is used
to distinguish a sentence pair, and it has no impact on a task
based on a single sentence such as text classification. A special
classification embedding ([CLS]) is prefixed as the first token
of a sentence, and a special token ([SEP]) is appended as
the final token. The final hidden state corresponding to the
[CLS] token is used as the aggregate sequence representation
for classification.

C. Inductive Transfer Learning

Transfer learning refers to the improvement of learning of a
particular task by infusing the knowledge from prior learnings
of a related task. Indeed, transfer learning has been playing
an important role in many NLP applications [8], [23], and the
learning strategy improves the performance on the target task
leveraging the knowledge gained from a different but related
concept or skill [24], [25]. Recently, Universal Language

classifier
dropout
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Y

[CLS] T1 T2 TN

...
pre-trained BERT model

Fig. 1. The architecture of the BERT model extended for multi-class
classification. Ti represents the WordPiece tokens of an input sentence. [CLS]
is the special token introduced for classification tasks. OCLS is the final
hidden state corresponding to [CLS]. Y is the classification probability vector.

Model Fine-tuning (ULMFiT), introduced by Howard and
Ruder [26], was seen as an effective inductive transfer learning
method that can be applied to any task in NLP. However, the
BERT model, with a similar approach, achieved superior state-
of-the-art results [12].

III. PROPOSED APPROACH

We propose to leverage the above-stated transfer learning to
improve the performance of scarcely labeled intent classifica-
tion tasks. To do this, a novel semantic data augmentation
method generates synthetic sentences to tackle the small
labeled data problem while preserving the label compatibility.
Next, we focus on applying, for the first time, fine-tuning of a
pre-trained BERT model for transfer learning and fine-tuning
the model to classify intent using limited labeled data.

A. Semantic Data Augmentation

Due to the limited availability of labeled datasets, a gap
exists between the amount of labeled and unlabeled data,
thereby resulting in a tendency for the model to overfit the
limited labeled data and underfit the unlabeled data.

To address this, we generate additional (i.e., synthetic) data
via the transformation of a specific Tweet. These Available
sentences are augmented without violating their meaning
by applying the back-translation strategy (translating from
English to any other language and then back to English)
[28], which generates new semantically appropriate sentences
that preserve the meaning of the original sentence - thereby
synthesizing more data. While generating synthetic sentences,
it is necessary to ensure that the synthetic sentence preserves
the semantic similarity with the original sentence to reduce
the risks of introducing a label noise.
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Fig. 2. Semantic data augmentation using back translation and sentence similarity filtering based on sentence embeddings extracted from the Sentence-BERT
(SBERT) [27] model

A schematic diagram illustrating the proposed semantic data
augmentation method is shown in Fig. 2. The key components
of this semantic data augmentation architecture are back trans-
lation, sentence embedding, and similarity threshold. These are
discussed next.

1) Back-translation: A new synthetic sentence is obtained
by applying back-translation, which translates a tweet in
English into any target language, langx, and then re-translates
it back into English. The chosen target languages are those
that belong to the Indo-European language family (i.e., same
language family as English.) so that multiple target languages
can be used effectively. For this research, the three target
languages chosen are, namely, German, French, and Italian.

2) Sentence Embedding: While the diversity of words and
sentences is essential, the semantic textual similarity of the
sentences is also crucial to underpinning performance im-
provement, especially if the meaning of the sentence exists
in the downstream segment. The proposed method leverages
the semantic textual similarity (STS) to reduce the distortion
or changes in the meaning of the original sentence. For
this, we use the Sentence-BERT (SBERT), an existing built-
in algorithm with the pre-trained BERT network and which
uses the Siamese and triplet network structures to derive
semantically meaningful sentence embedding [27].

3) Similarity Threshold: Let
So - source sentence
Sbt - synthetic sentence generated using a second language

For data augmentation, we propose to use only those sentences
which are semantically meaningful, by comparing the sentence
embedding of the original sentence ( ~So) with the transformed
example ~Sbt. Sbt is considered a valid sentence (Ŝo) if and
only if cos( ~So, ~Sbt) ≥ T , where T is a chosen threshold value
for semantic similarity.

To determine the similarity threshold level, we propose
a novel method based on the probability density function

of the cosine-similarity scores between Sbt obtained using
all the target languages and corresponding original sentence
So as depicted in Fig. 4. The method uses pth percentile
(πp) to determine a set of candidate threshold values {Tmin,
Tp}, where p ∈ 15, 25, 50. Tp is calculated using Eqn. (1),
whereas the minimum threshold value Tmin, based on the
standard interquartile range (IQR) rule (i.e., 1.5 x IQR rule),
is calculated using Eqn. (2).

Tp =

∫ πp

−∞
f(x) dx (1)

Tmin = T25 − 1.5(T75 − T25) (2)

Since the augmentation dataset is composed of transformed
sentences using multiple languages, a question then arises
whether the different threshold values per target language
might be more effective to identify semantically meaningful
sentences. This approach is cumbersome and may be costly
when we use a large number of target languages. However,
the proposed approach is meaningful only if the behavior of
the target languages are approximately similar to each other.

B. Fine-tuning

An intent classification, viewed as a multi-class classifica-
tion problem with a predefined set of intent categories, can
be accurately modeled using BERT. As shown in Fig 1, each
tweet can be fed into the BERT model after tokenizing the
tweet into WordPiece tokens T = [[CLS], T1, T2, ..., TN ], to
obtain the output O = [Ocls, O1, O2, ..., ON ].

By leveraging the hidden state of its first special token
([CLS]), denoted Ocls ∈ RH , where H is the number of
hidden units in the BERT model, the intent of each sentence
Si is predicted [12] as:

Y i = softmax(WOicls + b) (3)



The only new parameters to be added [12] during the fine-
tuning are for the classification layer W ∈ RK×H and also for
b ∈ RK , where K is the number of classifier labels and H is
the number of hidden units. Further, a dropout layer is added
before the classification layer, with the dropout probability
set to 0.1. This extension of the BERT model for multi-class
classification is shown in Fig. 1.

To train the model, first, the standard Softmax function
is applied to normalize the output of the classification layer
Y ∈ RK into a probability distribution of K probabilities.
Then, the model is fine-tuned simultaneously, by considering
all the parameters of BERT along with the classification
layer weights W for minimizing the negative log-likelihood
objective function.

C. Methodology

Based on the above considerations for fine-tuning and data
augmentation, following systematic and novel step-by-step
methodology is proposed for applying the linguistic model
BERT for intent classification with limited data available.

1) Translate a source sentence (So) to a second language
and then back to English. Multiple target languages can
be used to generate multiple synthetic sentences from a
given So. Let Sbt, be a synthetic sentence generated, and
Ai be a set of Sbt generated by each second language i
for a given set of source sentences.

2) Obtain deep contextualized word representation vector
Seo for each source sentence and Sebt for corresponding
back-translated sentences from Ai using Sentence-BERT
(SBERT), a modification of the pre-trained BERT net-
work that use Siamese and triplet network structures to
derive semantically meaningful sentence.

3) Compute the cosine-similarity C (−1 <= C <= 1)
between the sentence embedding pair (So, Sbt) for all
the sentences in Ai.

The steps 4)-7) below determine the semantic similarity
threshold.

4) Let us propose a hypothesis that the two probability
density distributions being compared are equal. Verify
the equality of the probability density functions of
the semantic similarity scores of synthetic sentences in
each Ai against each other and with reference to the
probability density functions of the semantic similarity
scores of all the back-translated sentences A′ based on
Eqn. 4 below.

A′ =

n⋃
i=1

Ai (4)

5) The null and alternative hypothesis for the Kol-
mogorov–Smirnov Test can be formally stated as

H0 : f(C) = f0(C) for all C
H1 : f(C) 6= f0(C) for at least one C.

Apply the two-sample Kolmogorov-Smirnov test (K-S
test) [29], as it is sensitive to deviations in both loca-

tion and shape of the empirical cumulative distribution
functions of the two samples.

6) If enough evidence is unavailable to identify any differ-
ence between the probability density distributions of the
mixture of all back-translated sentences A′ and back-
translated sentences generated by a target language Ai,
then determine a global threshold value for all the target
languages based on the probability density distribution
of all back-translated sentences as depicted in Fig. 4,
without applying individual threshold values for each
second language.

7) Apply a threshold, T , on C to retain only the back-
translated sentences semantically close to the source sen-
tence. T is a hyper-parameter of the proposed semantic
data augmentation model.

8) Finally, fine-tune the extended BERT model using the
augmented dataset with the optimal values for task-
specific properties of the BERT model (i.e., batch size,
learning rate and the number of epochs) and the semantic
similarity threshold T , identified during hyperparameter
tuning.

IV. EXPERIMENTS

Experiments are next carried out to study the proposed data
augmentation technique to overcome the labeled-data scarcity
and also to evaluate the effectiveness of pre-trained language
models in intent classification. For this, the BERT model is
initially fine-tuned with limited instances from each intent
category for training. Next, the proposed technique for data
augmentation is applied to this limited data set, and results
for with and without data augmentation are compared.

TABLE I
DATA DISTRIBUTION

Intent category Number of tweets

Career 159 (7.46%)
Event 321 (15.07%)
Food 245 (11.50%)
Goods 251 (11.78%)
Travel 187 (8.78%)
Trifle 436 (20.47%)
Non-intent 531 (24.92%)

A. Dataset Studied
As a benchmark, the dataset developed and studied earlier

[6] is considered. This dataset contains 2130 manually anno-
tated tweets across seven intent categories, as shown in Table
I. Table I also shows the distribution of the dataset in these
seven categories. Let
DT - Entire labeled data comprising of 50 instances for

each intent category were randomly sampled
DV - Remaining labeled data left unused (to simulate

limited data scenario)
We perform the hyper-parameter tuning for the BERT model

using the five-fold cross-validation by taking only 10 random
instances from DT to train the model, and DV is used for
validation (similar to [6]).



B. Evaluation of BERT Fine-tuning

To fine-tune, it is recommended to set most of the BERT
model parameters to the original values assigned during pre-
training. However, as the optimal batch size, the learning
rate, and the number of epochs, a range of possible values
working well for specific text mining tasks are reported [12],
[30]. To meet our requirements, we explore the optimal task-
specific hyperparameters for an intent analysis under the
limited availability of labeled data.

To derive the optimal batch size, learning rate, and the num-
ber of training epochs, we run an exhaustive search over the
following task-specific hyperparameters of the extended BERT
model. Apart from the range of possible values recommended
for the hyperparameters [12], we also introduce values for
tiny batch sizes (4 and 8 samples), since we are using a very
small set of labeled-data for fine-tuning. The Adam optimizer
(β1 = 0.9, β2 = 0.999, L2 weight decay of 0.01) [31] with
learning rate warmup over the first 10% of the training steps,
and linear decay of learning rate afterword (similar to [12]) is
used to optimize the objective function. We use accuracy as
the evaluation metric. The hyperparameter settings chosen for
our experiments are:
• Batch size: 4, 8, 16
• Learning rate (Adam): 2e-5, 3e-5, 4e-5, 5e-5
• Number of epochs: 3, 4
To obtain the test set accuracies, the ten-fold cross-

validation is carried out with 10 randomly sampled instances
from DT as training data, and using DV as test data. The
cross-validation prevents the model from overfitting the data.
As the fine-tuning can sometimes be unstable due to the
small training data set, several random restarts for each cross-
validation experiment are performed.

For the experiments, we use the pre-trained BERT mod-
els provided by the PyTorch-Transformers library2. In our
simulation experiments for very small training datasets, we
observed the best performance to be consistently obtained
for the mini-batch sizes 4 and 8. We also observed the
optimization difficulties (a high variance in scores between
the folds) associated with large batch sizes during the k-fold
cross-validation due to overfitting. In contrast, small batch
sizes achieved the best training stability, indicating improved
generalization performance.

C. Ablation Study for Semantic Data Augmentation

For the data augmentation experiment using back-
translation, we randomly chose three target languages: Ger-
man, French, and Italian. We then apply Google translate
API (“googletrans”) to translate the randomly selected ten
instances of each category from DT . After removing the
synthetic sentences that are exactly similar to the original
sentence, the augmented dataset DA is obtained. With this
approach, for each training dataset sample, we generated
three augmented datasets using the target languages chosen.

2https://github.com/huggingface/transformers
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Let each augmented dataset generated using different target
languages be denoted as Di

A, where i ∈ 1, 2, 3,
Sentence-BERT3 is applied to generate sentence embed-

dings for original So and synthetic sentences Sbt in Di
A. To

evaluate the semantic similarity between So and Sbt, we have
chosen the cosine similarity score (cosine of the angle between
two embedding vectors), a widely implemented metric in
information retrieval. The probability density distributions of
the semantic similarity scores for back-translated sentences
in each Di

A and for the mixture of all the back-translated
sentences are shown in Fig.3.

The hypothesis tests between the empirical distribution
function of the mixture of all back-translated sentences and
the distribution of the back-translated sentence generated using
each of the target languages, revealed very high p-values
for each KS test. This indicates weak evidence against the

3https://github.com/UKPLab/sentence-transformers



TABLE II
THE F1 RESULTS OF INDIVIDUAL CATEGORIES, AND MICRO-F1 AND MACRO-F1 OVER THE SEVEN CATEGORIES. THE MACRO-F1 WEIGHTS ALL THE

CATEGORIES EQUALLY, WHEREAS THE MICRO-F1 WEIGHTS INDIVIDUAL TWEETS EQUALLY FAVOURING THE PERFORMANCE OF THE LARGE CLASS

Expt.# Model No. of
back-tran

Threshold Career Event Food Goods Non-
intent

Travel Trifle Micro-F1 Macro-F1

1 Wang’s - - 45.73 27.13 54.63 43.25 35.56 58.64 20.04 42.21 40.71
2 BERT (fine-tuning) - - 42.62 48.80 66.79 47.21 39.32 56.85 41.98 50.75 49.08
3 BERT+back-tr. 1 None 66.99 60.94 83.46 60.26 40.65 71.40 49.36 58.69 61.87
4 BERT+Sem. Aug. 1 Tmin 65.76 61.86 84.20 61.59 48.74 75.20 45.59 60.14 63.28
5 BERT+Sem. Aug. 2 None 68.48 62.00 83.21 58.76 50.05 77.98 46.20 60.42 63.81
6 BERT+Sem. Aug. 2 Tmin 68.30 64.45 84.54 60.48 53.88 74.57 45.22 61.37 64.49
7 BERT+Sem. Aug. 3 None 68.50 61.57 84.28 60.27 47.47 75.07 46.53 59.81 63.38
8 BERT+Sem. Aug. 3 Tmin 69.03 63.33 84.17 59.50 50.28 74.38 46.82 60.65 63.93

null hypothesis, thereby failing to reject the null hypothesis.
Therefore, a global threshold value is applied instead of all
the back-translated sentences generated using different target
languages, as shown in Fig. 4.

For fine-tuning, with the augmented dataset Di
A, we follow

the same model architecture as depicted in Fig. 1. We perform
hyper-parameter tuning with five-fold cross-validation using
Di
A to obtain the optimal batch size, learning rate, number

of training epochs and, additionally, the semantic similarity
threshold of the proposed data augmentation technique. As
depicted in Fig. 5, we obtained the best model performance on
the training dataset for all Di

A when the threshold value was set
to Tmin. For each Di

A, the test accuracies were obtained using
ten-fold cross-validation with ten randomly sample instances
from DT as training data, and DV being used as test data.

To evaluate the effectiveness of our approach, we conduct
several experiments. Table II presents the accuracies obtained
by different strategies. Experiment 1 gives the baseline accura-
cies from Wang et al. [6]. Experiment 2 shows the performance
of intent classification using the model based on BERT, as
depicted in Fig.1, with the same dataset and a similar training
set-up as [6]. Further, Experiments 3, 5, and 7 report the
performance of our models, which were fine-tuned with Di

A

(i = 1, 2, 3 respectively), without applying any semantic
similarity threshold Tp. However, for Experiments 4, 6, and 8,
we apply the optimal semantic similarity threshold obtained
during hyperparameter tuning to eliminate noisy synthetic
sentences. As can be observed in Table II, we achieved 1.41%,
0.68%, and 0.55% average accuracy (Micro-F1) improvement
for Experiment 4, 6, and 8, respectively, which signifies the
effectiveness of the proposed semantic similarity threshold.
This threshold, which controls the amount of noise removed
from the synthetic dataset, contributes to the improvements.
We observe that the highest accuracy with the proposed seman-
tic data augmentation technique is with two back-translations
with the similarity score threshold value of 0.8797 (Tmin).
Fig. 6 shows the performance of our approach with different
threshold values for each Di

A. As can be seen in Fig. 6, the
model trained with semantically augmented training dataset
outperforms the model trained with the full augmented dataset
in terms of average test accuracy. Interestingly, we observe
an overall drop in accuracy when there is an increase in

the number of back-translations from two to three. This is
possibly because the synthetic sentences are not providing
any further diversity and variety to the training data, despite
adding additional target languages, thereby resulting in the
model overfitting the training data.

None Tmin T15 T25 T50
Threshold

65

66

67

68

69

70

71

72

Ac
cu

ra
cy

01 back-translation
02 back-translations
03 back-translations

Fig. 5. Evaluation Accuracy

01 02 03
No. of back-translations

62.0

62.5

63.0

63.5

64.0

64.5

Ma
cro

-F1

back-translation (no threshold)
semantic data augmentation

Fig. 6. Average Test Accuracy

V. DISCUSSION

The effectiveness of the proposed techniques becomes clear
with the results of several experiments reported in the previous
section. We note that the magnitude of the performance gains
using the pre-trained language model is significant, even with
minimal data being used for training. Despite using only ten



TABLE III
EXAMPLE SYNTHETIC SENTENCES AND SEMANTIC SIMILARITY SCORES

(a)
Original sentence I need ice cream to put out fire -.-
Back-tr. (German) I need ice fire extinguished -.- 0.72
Back-tr. (French) I need ice cream to extinguish the

fire -.-
0.96

(b)
Original sentence I need to hit up the mall .
Back-tr. (German) I need the Mall beating. 0.83
Back-tr. (Italian) I have to hit the mall. 0.94

(c)
Original sentence I want to buy i-phone .
Back-tr. (German) I love shopping i-phone. 0.68

(d)
Original sentence. I want chinese buffet for lunch .
Back-tr. (German) I like Chinese buffet for lunch. 0.90

(e)
Original sentence I should really get some sleeeep !
Back-tr. (French) I should really sleep! 0.55
Back-tr. (Italian) I really should get some sleep ’! 0.56

(f)
Original sentence I would like to get a type writer ...
Back-tr. (German) I want to get a typewriter ... 0.79
Back-tr. (Italian) I would like a typewriter ... 0.79

(g)
Original sentence I should slerp with you . Hmm
Back-tr. (German) I want to sleep with you. Hmm 0.37

instances from each intent category as training data, the BERT
model, fine-tuned only with only four epochs, has performed
remarkably well. It resulted in competitive accuracies against
the more sophisticated semi-supervised learning models that
require complex algorithms [6]. The fine-tuned BERT model
obtains a significant absolute accuracy (Macro-F1) improve-
ment of 8.4% over the state-of-the-art semi-supervised learn-
ing accuracy reported by Wang et al. [6]. Several experiments
carried out clearly validate the effectiveness of the proposed
technique. These results suggest that the pre-trained language
models can have satisfactory performance even with noisy
texts, and hence, they can be effectively utilized for other NLP
applications having noisy data.

The examples (a)-(d) in Table III, back-translated sentences
with corresponding semantic similarity scores proclaim that
the proposed approach is more effective compared to the
naı̈ve back-translation. Interestingly, as observed in examples
(a) and (b) in Table III, our approach was able to easily
eliminate the meaningless back-translated sentences generated
with German as the target language, while continuing to retain
the meaningful and diverse synthetic sentences generated
using French and Italian languages. Further, as observed in
examples (c) and (d), the translations are acceptable in a
general context. However, these synthesized sentences express
an opinion rather than an intent [19]. The proposed semantic
data augmentation technique maintains label compatibility in
such situations.

In contrast, examples (e)-(g) in Table III, show valid syn-
thetic sentences, but with low semantic similarity scores due
to repeated sequential letters (e.g., sleeeep), incorrect word
separations (e.g., type writer) and spelling mistakes (e.g.,
slerp) respectively. We may minimize the impact due to this
by introducing pre-processing such as spelling correction and
removing additional letters in a word with repeated sequential
letters.

VI. CONCLUSION

With intent analysis, while the intended action can be
inferred from the text, it may often require some contextual
knowledge. The real-world applications of intent analysis are
very much challenged by the scarcity of labeled data, hindering
its successful application. This paper shows that significant
improvement in the prediction accuracy of intent analysis can
be achieved by transferring knowledge from the pre-trained
language models to the intent analysis model. The pre-trained
language model helps on two fronts: it allows the intent
analysis model to understand the natural language efficiently
and provides relevant knowledge learned from an extensive
collection of unlabeled data that can be effectively used when
the target task lacks enough labeled training data to identify
important patterns. In this paper, we have shown that the use
of BERT language modeling tool and a systematic step by
step approach for the implementation of a novel semantic
data augmentation technique can effectively infer the intent
categories in a low labeled data regime. The proposed text aug-
mentation reduces the noise introduced in synthetic sentences
by maintaining the label-compatibility using the semantic
similarity threshold enforced based on the cosine similarity
score between original and the transformed sentences, thereby
improving the overall accuracy. We are currently focussing
on applying additional real-world datasets generated from
relevant tweets for cultural tourism. The experiments with
these datasets will help achieve further improvements with
the proposed approach. It may be noted that the semantic
similarity filtering technique is generic and can be applied
in conjunction with any other text augmentation methods,
especially when the semantic textual meaning of the specific
task plays a key role in terms of accuracy.

The proposed model overcomes the limited data challenges
from industry (including our project sponsor, SportsHosts)
effectively and enables applying intent analysis successfully
for such industry-related use cases.
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