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Abstract— Robust and accurate modeling of motor vehicle 

accident and injury severities have significant impact on 

transportation safety and economy. The capability to assess 

accident risk based on external driving conditions (e.g., weather, 

road condition, etc.) and driver behavior and characteristics can 

reduce accident occurrences by alerting drivers to alleviated risk.  

In this paper, we propose a novel accident risk assessment 

framework driven by ordinal regression. One challenge of the 

risk assessment problem is that non-accident data are not 

collected by any agency in their study of transportation safety. 

Hence, we also propose a realistic negative data generation 

scheme based on feature weighs derived from multinomial 

logistic regression to overcome this challenge. Experimental 

results on two different real-world datasets from the US National 

Highway Traffic Safety Administration and UK Transport for 

Greater Manchester are used to demonstrate the feasibility and 

robustness of our proposed ordinal regression framework. 

Performance on four ordinal regression algorithms, namely: 

logistic all-threshold, logistic immediate-threshold, ordinal ridge, 

and least absolute deviations are compared. In addition, for US 

dataset, we investigate the effect of random oversampling and 

undersampling on the proposed risk assessment framework. We 

empirically show that bagging with random oversampling using 

logistic all-threshold ordinal regression method has the best 

prediction performance among ordinal regression models. 

Keywords— ordinal regression, injury severity classification, 

machine learning, data generation, accident risks. 

 

I. INTRODUCTION  

With the increase in population and the rise in the number 
of vehicles, the visible and hidden costs happened due to traffic 
accidents and injuries have been increased over the years [1]. 
The capability to model and assess motor vehicle accident and 
injury severities have significant impact on transportation 
safety and economy. Therefore, we propose an accident 
prevention and alerting system to reduce these risks and costs 
by predicting the risks. Moreover, we determine the factors that 
cause accidents and injuries before training the prediction 
model.  Using the prevention and the alerting system, accident-
prone situations and dangerous human driving behaviors will 
be detected. Thus, the risks of accidents and the severity of 
accidents can be reduced by providing real-time warnings to 
the drivers about accident risk. To train a prediction model, a 

system requires both the non-accident training data, as well as 
accident training data. However, in reality, government 
agencies do not collect any non-accident data. Hence, 
generating non-accident data to be used in the training of the 
prediction model is necessary or the system needs to adopt a 
prediction model that can be trained without using the non-
accident data. 

Accident injury severities typically vary from non-fatal 
injury to fatal injury level. An ideal prevent system would 
change the course of the precautions to be taken according to a 
predicted injury severity for a potential fatal injury accident. 
For example, estimating fatal injury as a serious injury instead 
of possible injury provides consistent results; however, 
precautions issued by the system due to incorrect predictions 
would mislead the drivers. To ensure road and driver safety, 
accurate prediction results need to be obtained to alert drivers 
to take precautions. Many studies were done to determine 
accident risks using machine learning algorithms [2-5]. 
However, none of them used ordinal regression algorithms 
which demonstrate better results than conventional machine 
learning algorithms in a classification problem where the class 
order is important. In ordinal regression models, estimated 
output is ordinal, i.e., the classes have an inherent order [6]. In 
the literature, ordinal regression models have been used in 
applications where human assessment plays a significant role 
[7-9]. Some examples of the applications include evaluating 
disease severity in plant [8] and assessing credit-rating 
agencies [9]. 

The contributions of this paper are as follows: 

• The first use of ordinal regression for accident (or 
injury) risk prediction. 

•  A novel ordinal regression-based framework for 
accident (or injury) risk prediction that utilizes negative (non-
accident) data generated based on feature weighs derived from 
multinomial logistic regression.  

The rest of the paper is organized as follows. Section II 
provides a brief review on accident (or injury) predictions and 
ordinal regression methods. Section III describes the proposed 
method in detail. Section IV shows the experimental results 
and discussions. Section V concludes the paper. 
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II. LITERATURE REVIEW 

 
Assessment of injury severity and determination of critical 

factors for motor vehicle accidents using machine learning 
algorithms have been extensively investigated [2-5, 10-12]. 
Jeong et al. [4] addressed certain issues in imbalanced datasets 
with a hybrid method to improve the accuracy performance in 
injury severity classifications. They showed that oversampling 
treatment with bagging has the best accuracy performance in 
decision tree (DT) method. Similarly, Yuan et al. [3] used 
informative negative sampling approach to handle imbalanced 
motor vehicle dataset. They evaluated support vector machine 
(SVM), DT, neural network (NN), and random forest (RF) 
methods for their binary classification problem. Zhu et al. [12] 
proposed a machine learning based framework to detect driver 
injury patterns using NN and RF. They concluded that female 
drivers, truck usage, driver distraction, vehicle rollover and 
dawn/dusk are some contributing factors for severe injury 
levels and fatalities. Aci and Ozden [5] investigated the effect 
of weather on injury severity comparing the results of 
numerous machine learning methods (i.e. k-Nearest Neighbor, 
Naive Bayes, NN, SVM, and DT), and logistic regression. The 
most common machine learning algorithms (DT, SVM, k-NN, 
NN, RF, etc.) are frequently applied in assessing injury 
severity in accidents [3-5, 12]. These researches tried to 
improve the performance of the algorithms classifying accident 
risk problems. Table I shows the natural order from low level 
severity to high level severity for the classes in seven related 
work and the numerous methods used and compared.  

Ordinal regression models are used when the classes 
represent levels of an inherent order [6-9, 13,14]. Xia et al. [13] 
using synthetic data that ranked classes from 1 to 4 and 
benchmark dataset contains 10 ordered classes, compared the 
performance of support vector ordinal regression with 
perceptron and gaussian kernel. Pérez-Ortiz el al. [6] 
conducted a study of a healthcare application using ordinal 
regression. They used kernel discriminant learning ordinal 
regression to investigate whether depression has a spatial 
dependence of prevalence. They had three ordered classes: 
spatial unit with depression, depression could be present and 
no depression. Landschoot et al. [8] converted their continuous 
DON (deoxynivalenol) classes, which is one of the most 
prevalent toxins in wheat samples, into natural ordered and 
partition classes using thresholds. They highlighted that 
predicting and assessing DON values with ordinal regression 
achieves better accuracy.  

To the best of our knowledge, there was no previous study 
on using ordinal regression to classify injury severities and 
risks. As accident classifications are ranked based on 
categories ranging from no injury, possible injury, non-
incapacitating injury, incapacitating injury to fatal injury, 
ordinal regression is a natural approach to deliver better risk 
assessment performance. Table I lists out all the classes used 
for accident classification along with proposed machine 
learning algorithms for some related work. In our paper, we 
compare four different ordinal regression models used in our 
prediction framework (see Section III. B).  

TABLE I.  SUMMARY OF RESEARCH RELATED TO ACCIDENT RISK 

ASSESSMENT 

Studies Class Descriptions Algorithms 

[2] 
Slight Injured 

Killed or Seriously Injured 
Bayesian Networks 

[3] 
Accident 

No Accident 

SVM 

DT 

RF 

Deep NN 

[4] 

Fatal Injury 

Incapacitating Injury 

Non-Incapacitating Injury 

Possible Injury 

No Injury 

Logistic Regression (LR) 

DT 

NN 

Gradient Boosting Model  

Naïve Bayes 

[5] 
Non-Fatal Injury 

Fatal Injury 

k-NN 

Naïve Bayes 

NN 

DT 

SVM 

LR 

[10] 

No Injury 

Possible Injury 

Non-Incapacitating Injury 

Incapacitating Injury 

Fatal Injury 

DT 

SVM 

Hybrid DT-Artificial NN 

(DTANN) 

[11] 

Property Damage Only 

Possible Injury 

Visible Injury 

Fatal Injury 

Multinomial Logit 

k-NN 

SVM 

RF 

k-Means 

Latent Class Clustering 

[12] 

No Injury 

Possible Injury 

Evident Injury 

Fatal Injury 

RF 

NN 

 

III. METHODOLOGY 

A. Overview of Accident Prevention and Alert System 

This section provides an overview of the prevention and 
alerting system framework and details of the prediction model. 
The framework of the prevention and alerting system is shown 
in Fig. 1. The system contains four steps: inputs to the system, 
training models, estimating/predicting accident risks and 
providing outputs (say, precaution messages) to drivers. 

The prevention and alert system take 5 categories of inputs 
to estimate possible injury related accident. The 5 input 
categories are driver information (such as driver’s gender, age), 
GPS data (such as vehicle location), weather information, and 
road information (such as surface type, surface condition, 
traffic lines, light condition) as well as former recorded 
accident datasets as training dataset. The features from these 
categories are used to obtain estimations through our proposed 
prediction model. The system obtains the accident risks 
according to prediction results. Then the system provides alert 
messages to warn drivers to take precaution. The outputs vary 
from safe zone to high crash zone or to signal alleviated 
accident risk. Drivers can take some precautions according to 
these outputs like reducing the speed, keeping a safe following 
distance and etc. This system aims to reduce accident risks and 
severity of the injuries. Therefore, the prediction model plays a 
significant role in the whole system. 



Fig. 1. The framework of the prevention and alerting system 

Our paper focuses on the prediction model. In Fig. 2, the 
framework of the prediction model is given in detail. Negative 
data generator creates negative (non-accident) samples. Then 
random oversampling or undersampling techniques are applied 
to US accident dataset before the training stage. Since the UK 
accident dataset has balanced classes, random oversampling 
and undersampling techniques were not applied. Prediction 
results for binary classification as accident/non accident and 
multiclass classification as from non-fatal injury severity to 
fatal injury severity are obtained using ordinal regression 
models as prediction model. The prediction framework is 
described in detailed in Section III.B. 

B. Proposed Prediction Framework 

The proposed prediction method consists of two steps: 1) 
Creating the missing class and 2) applying ordinal regression 
models. Sections below will provide information about the 
negative data generation process (Step 1) and ordinal 
regression models along with preprocessing techniques (Step 
2). 

1) Negative Data Generator: The data generator (only for 

US dataset) creates negative examples (non-accident data) 

used in training. The method used the combined value ranges 

of significant features in dataset to create sample data on non-

accidental data. The weights of the features reflect the 

importance degree of the related feature. Features with a 

higher weight is important for classification of the dataset. Fig. 

3 describes steps to create non-accident data. The weights of 

the features were obtained using Multinomial Logistic 

Regression (MLR). In the present paper, the negative data 

generation process is mainly used to generate non-accident 

instances. Equation (1) shows the MLR model [15]. 

 

Fig. 2. The framework of the proposed prediction model 

 

                                 (1)  

where α is the constant, β is a vector of regression 
coefficients, x is data and M is class label. 

Random oversampling and undersampling methods are 
used. Random sampling is a technique used to create balanced 
datasets by generating or removing samples randomly with 
current samples. Random oversampling is used by generating 
new samples randomly when a class is underrepresented in 
dataset. On the other hand, in cases where a class is 
overrepresented, random  undersampling is used by removing 
samples randomly from current samples. 

2) Ordinal Regression Models: Ordinal regression models 

developed by McCullagh, uses ordinal nature of data by 

defining various stochastic sorting paradigms [16]. These 

methods resolve the requirement of assigning scores to classes 

instead of ordinality [16]. Ordinal regression is a supervised 

learning problem where the label of the classes has an inherent 

order [13]. Ordinal regression algorithms benefit this order 

information to improve classification performance [7]. Ordinal 

regression implementations occur in areas where human-

source data is significant and where the output variable cannot 

be measured with high sensitivity [7,8]. The accident dataset 

used in the paper presents such characteristics. In this paper, 

ordinal regression methods are divided into two main groups 

as: Threshold-based and Regression based methods. Equation 

(2) shows general ordinal regression model [16]. 
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           (2) 

where γj = p1(x) + … + pj(x), β is a vector of regression 
coefficients and θj = logkj, kj(x) be the odds. 

 

 

Fig. 3. Negative (Non-accident) data generation process 

a) Threshold-based Methods: In threshold-based ordinal 

regression models, threshold values are determined to create 

consecutive intervals between ordered classes [13]. In the 

current study two type threshold-based ordinal regression 
models are used: Logistic All-threshold (AT) and Logistic 

Immediate threshold (IT). Shashua and Levin [17] introduced 

the immediate-threshold model, also called fixed margins, by 

proposing the application of large-margin classifiers for 

ordinal regression models. If the threshold values defined for 

each class are violated, the penalty is imposed. However, the 

immediate threshold method does not guarantee that the 

threshold values will be consecutive. Thus, all-threshold based 

method was introduced to guarantee that the thresholds will be 

ordered by imposing more penalties [18]. The all-threshold 

loss corresponds to a total value of all threshold violation 
penalties. Therefore, solutions in the all-threshold method are 

desired to have the minimum number of crossed thresholds 

[19]. In this paper, α regularization parameter is taken as 50 

for threshold-based methods. 

 

b) Regression-based Methods: Two different regression-

based ordinal regression models are applied to dataset: Ordinal 

Ridge and Least Absolute Deviation (LAD). To estimate the 
regression coefficients without removing the variables in the 

model, Ridge regression and LAD methods are used. Ridge 

regression provides biased estimates and is the best-known 

penalization approach [20]. Ridge regression approximates 

parameter estimates to zero value without making them 

completely zero [8]. The Least Absolute Deviation model, 

also known as a L1 regression, is a statistical optimization 

technique that minimizes the sum of the absolute values of the 

residuals. LAD can be classified as a nonlinear optimization 
problem [21]. This provides a robust estimator. However, 

LAD regression is not robust when the data has outliers in the 

illustrative variables [9]. Ordinal regression methods that are 

based on Support Vector Machines also have high 

computational complexity due to optimization. In LAD 

method, ϵ parameter is taken as 0.001, tolerance value is taken 

0.0001 and regularization parameter is taken as 10 in this 

study. For Ordinal Ridge method, regularization parameter 

and tolerance values are equal to 10 and 0.0001, respectively. 

The performance of the ordinal regression models is compared 

in terms of training and testing time. 

 

IV. EXPERIMENTAL RESULTS 

A. Data Description 

Experiments are performed using two different real-world 
accident datasets. Motor vehicle accident data used for accident 
risk analysis are retrieved from the US National Highway 
Traffic Safety Administration website, particularly the Fatality 
Analysis Reporting System [22] and UK Transport for Greater 
Manchester website [23]. The first dataset contains accident 
records from the year of 2015 to 2016 for top five states where 
highest number of accident records were found in US. The 
states include California, Florida, Georgia, North Carolina and 
Texas.  The original dataset went through data cleaning process 
for missing and incorrect values; the data has 22380 entries and 
17 features related to driving conditions including atmospheric 
condition, accident day, accident hour, accident month, day of 
week, holiday related, light condition, intersection type, age, 
person type, sex, travel speed, vehicle make, driver alcohol 
involvement, surface condition, surface type and traffic lanes. 
The second dataset contains accident records from the year of 
2018 in UK. Data cleaning process for missing and incorrect 
values was applied; the data has 14593 entries and 10 features 
related to driving conditions including atmospheric condition, 
day of week, road type, speed limit, junction detail, junction 
control, pedestrian crossing-human control, pedestrian 
crossing-physical facilities, light condition, weather condition 
and road surface condition. 

The US dataset provides five different injury severities and 
the UK dataset provides three different injury severities as 
classification classes. Table II summarizes the information 
about injury severity levels of accidents. The datasets ranged 
from no apparent/slight injury to fatal injury. Thereby, ordinal 
regression methods are applied to predict the classification 
results for prevention and alerting system. All codes for the 
experiments are written in Python. 

In the US accident dataset, fatal injury and no apparent 
injury classes have the two largest percentage in all injury 
severities, which are 38% and 28.6%, respectively. Slight 
injury severity has the largest percentage (57.4%) in the UK 
dataset. Besides conducting five-class and three-class 
classification experiments with ordinal regression models, for 
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1. Obtain the features weight using Multinomial 
Logistic Regression

2. Determine top 10 important feature according to 
their weights

3. Determine the value ranges for significant features

4. Create new feature values using the values that are 
not represented in current feature.

5. For the less significant features, create new feature 
values by combining the current value ranges.

6. Assign a new class value (-1) for created non-
accident dataset.



US dataset binary classification experiments also carried out by 
generating missing class which contains non-accident 
data/records. The ordered injury severity levels are coded in the 
datasets as 0, 1, 2, 3, and 4, respectively. 

TABLE II.  DESCRIPTION OF INJURY SEVERITY LEVELS IN ACCIDENT 

DATASETS 

US Accident Dataset (2015-2016) UK Accident Dataset (2018) 

Injury severity # of accidents 
Injury 

severity 
# of accidents 

Class 0 
No apparent 

injury 
6405 (28.6 %) Slight 

8381 (57.4 %) 

Class 1 
Possible 

injury 
2697 (12.1 %) Serious  

4541 (31.1 %) 

Class 2 
Suspected 

minor  
2967 (13.3 %) Fatal  

1671 (11.5 %) 

Class 3 
Suspected 

serious  
1812 (8.1 %) 

  

Class 4 Fatal  8499 (38.0 %)   

 

B. Feature Extraction and Negative Data Generation 

For the US dataset, among all 17 driving related features, 
we only picked high impact features for negative sampling to 
create non-accident data. The weights of the features are 
obtained using multinomial logistic regression. Features with a 
higher weight are important on the injury severity of the 
accident. The top five features and their corresponding weights 
are provided in the order in Table III. 

TABLE III.  THE TOP FIVE FEATURES AND CORRESPONDING WEIGHTS 

Non-fatal 

injury 

Possible 

injury 

Minor 

injury 

Major 

injury 

Fatal 

injury 

Light 

cond. 
0.166 

P. 

type 
0.264 Alc. 0.262 Alc. 0.490 Alc. 0.918 

Lane 0.161 
Intsec 

type 
0.213 

P. 

type 
0.259 

P. 

type 
0.442 

Surf 

type 
0.099 

Intsec 

type 
0.064 Sex 0.189 

Surf 

cond 
0.122 

Surf 

type 
0.127 Age 0.013 

Hold 0.016 Lane 0.081 
Surf 

type 
0.099 Sex 0.106 

V. 

make 
0.005 

Acc. 

hour 
0.012 

Surf 

cond 
0.032 

Acc. 

hour 
0.004 

Surf 

cond. 
0.022 

Surf 

cond 
0.002 

 

The most important feature from the minor injury severity 
level to fatal injury is alcohol. Among these levels, surface 
type, surface condition, person type, age, and sex are also 
common. For the accidents that have low injury severities, such 
as non-fatal and possible injury, light condition, intersection 
type, number of traffic lanes are among the important features.  

In Table 3, the important factors are identified for the five 
accident classes. For the non-accident data generation process, 
the top ten features’ combined range of values is examined. For 
instance, surface condition, which is one of the important 
factors, ranges from 1 to 2 values for all classes, in accident 
dataset. Thus, other surface condition values should range 
randomly from 3 to 5 for non-accident class. With this 
information, by using negative sampling surface condition 
values ranged from 3 to 5 in non-accident class. Similar 
approaches are applied to other ten important features to 

generate random values for non-accident class. For other less 
significant features, the values are randomly chosen from the 
combined range value of the five classes. 

After the data generation process, the dataset has 44380 
records with accident and non-accident classes. Non-accident 
class has 22000 entries labeled “-1” and accident class has 
22380 entries labeled “+1”, respectively; specifically, accident 
class was represented as one class that contains all injury 
severity classes. 

C. Performance Metrics 

To examine the performances of the ordinal regression 
models MSE, measuring the average of the squares of the 
errors, is used as performance evaluation criteria. Equation (3) 
shows how to assess MSE.  

 

                                  (3) 

 

where n is the number of sample size in the dataset, yi is the 
actual values and ỹi is the predicted values of the target. MSE 
defined as the average squared difference between the actual 
values and predicted values, where lower difference is 
preferred. 

D. Experimental Results, Comparisons and Discussion 

This section presents the experimental results on the 
accident datasets. Before training-testing and cross validation 
process, data cleaning process and random oversampling 
(ROS), random under sampling (RUS) methods are 
implemented and applied to the datasets. In all experiments, 
10-fold cross-validation is applied to avoid the effect of 
randomness by dividing dataset randomly into 80% for training 
and 20% for testing. Bagging method, also called Bootstrap 
aggregating is an ensemble meta-algorithm, which is proposed 
by [24] to improve the performance of weak classifier. In the 
current study, bagging method is also implemented in both 
datasets. Bagging method not only reduces the variance but 
also avoid overfitting [24]. 

Table IV indicates the results of ordinal regression models 
in accident and non-accident data (i.e. binary classification). 
The values represent the mean MSE scores and standard 
deviation. The best score is marked as bold.   

TABLE IV.  BINARY CLASSIFICATION RESULTS IN ORDINAL REGRESSION 

MODELS 

Dataset 

Methods 

Regression-based Threshold-based 

Ordinal 

Ridge 
LAD Logistic IT Logistic AT 

Non-Accident/ 

Accident 

Dataset 

0.0009 ± 

0.0011 

0.0217 ± 

0.0458 

0.0011 ± 

0.0004 

0.0005 ± 

0.0004a 

a Mean Squared Error ± Standard Deviation 

Logistic AT method has the best MSE score for binary 
classification. Since the Logistic AT is introduced to annihilate 
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MSE y y
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the disadvantages of Logistic IT, getting a better result was 
expected. The worst result belongs to LAD, which also uses 
more time to solve the problem because of the optimization. 

After the binary classification, the experiments are 
conducted using ordinal regression models to determine injury 
severity levels and accident risks. The experiments carried out 
for original datasets, and improved datasets (i.e., after applying 
random oversampling and under sampling). The corresponding 
results are shown in Table V. 

TABLE V.  MULTICLASS CLASSIFICATION RESULTS IN ORDINAL 

REGRESSION MODELS 

US Dataset 

Methods 

Regression-based Threshold-based 

Ordinal 

Ridge 
LAD 

Logistic 

IT 

Logistic 

AT 

No 

Bagging 

Original 
1.265 ± 

0.038 

1.269 ± 

0.034 

2.570 ± 

0.076 

1.338 ± 

0.045 

ROSb 
0.643 ± 

0.015 

0.650 ± 

0.022 

0.845 ± 

0.019 

0.625 ± 

0.016 

RUSc 
1.064 ± 

0.037 

1.062 ± 

0.047 

1.932 ± 

0.101 

1.082 ± 

0.056 

Bagging 

Original 
1.251 ± 

0.033 

1.253 ± 

0.034 

2.507 ± 

0.072 

1.325 ± 

0.043 

ROS 
0.635 ± 

0.015 

0.642 ± 

0.021 

0.835 ± 

0.018 

0.616 ± 

0.017 

RUS 
1.035 ± 

0.035 

1.042 ± 

0.049 

1.886 ± 

0.102 

1.056 ± 

0.056 

Training-Testing 

Time (Secs) 0.097 671.58 3.632 4.120 

UK Dataset 
Ordinal 

Ridge 
LAD 

Logistic 

IT 

Logistic 

AT 

No 

Bagging 
Original 

0.372 ± 

0.025 

0.516 ± 

0.170 

0.438 ± 

0.062 

0.396 ± 

0.022 

Bagging Original 
0.363 ± 

0.022 

0.501 ± 

0.092 

0.426 ± 

0.059 

0.387 ± 

0.023 

Training-Testing 

Time (Secs) 
0.054 1352.7 11.767 11.048 

b ROS: Random Oversampling, c RUS: Random Undersampling 

For all methods, the best scores are obtained in random 
oversampling US dataset with bagging, shown in italic. 
Specifically, Logistic AT method has the best MSE score for 
ROS with bagging. In each variation of US dataset, 
performance of ordinal regression model varies: the best score 
(shown in bold): for original dataset ordinal ridge; the best 
score for ROS dataset is Logistic AT; and LAD has the best 
MSE score for RUS dataset. For UK dataset, ordinal ridge has 
the best MSE score with bagging and no bagging. When 
compare two datasets, UK accident data has the best MSE 
score among all ordinal regression models for all datasets. This 
is mainly because the UK dataset has three-class and feature 
values are not overlapping among classes. In other words, the 
feature values  can better distinguish the classes. These data 
characteristics enabled prediction models to get better results. 
Confusion matrices for ordinal ridge method in both datasets 
are shown in Fig. 4 and Fig. 5. Each row represented the actual 
class and each column represented the predicted class and 
values in the matrices demonstrated the number of instances. 

As a result of ordered classes, they often confused with classes 
adjacent to them. In Fig. 4, class 0 and class 1 are confused 
with 655 number of instances, indicating Ordinal Ridge 
algorithm misclassified these classes. There is a diagonal trend 
in confusion matrices which is desired and expected from 
upper left to lower right. This trend means the classes are 
confused with the adjacent class next to them. Fig. 5 showed 
ordinal ridge classified class 0 and class 2 correctly with high 
accuracy scores. Specifically, class 1 was mostly confused with 
class 2. However, the algorithm classified class 0 well with 
relative low number of instances presented in the confusion 
matrix. Color-coded trend lies down from light orange to lilac, 
as seen in Fig. 4 and Fig. 5. 

Training and testing time are provided in Table V. Ordinal 
ridge is faster comparing with other algorithms. This method 
also provides the best MSE score for both original datasets. 
LAD method is based on optimization technique, so the 
training and testing time are longer than other ordinal 
regression algorithms. Logistic AT and Logistic IT have 
reasonable running time, besides better MSE scores relatively. 
Solution times vary according to different datasets, their size 
and distributions of features, and experiment environment. 

 

 

Fig. 4. Confusion matrix for Ordinal Ridge (US dataset) 

 

Fig. 5. Confusion matrix for Ordinal Ridge (UK dataset) 

 

 



 

Fig. 6. The performance comparison of machine learning algorithms 

Fig. 6. shows the comprehensive comparison between ordinal 

regression algorithms and other methods from literatures for 

both UK fatal accident and US fatal accident datasets. We 

conducted the comparision using k-NN, Decision Tree, 
Logistic Regression, and Linear Support Vector Regression 

algorithms. Most of the studies [4,5,11] in injury severity 

prediction used these algorithms for classification. For 

comparison, only original datasets with no bagging were 

considered. Fig 6 shows that UK dataset achieved better 

results than US dataset with lower mean square errors. This is 

mainly because the UK dataset (3 classes) has less classes than 

US dataset and the data features have more distinguished 

boundary in values among classes. In contrast, the US dataset 

was extracted from the National Highway Traffic Safety 

Administration website and carried out preprocessing and 

cleaning steps. It has 5 injury severity classes and overlapped 
feature values between classes. Decision Tree has the better 

performance with 0.199 and 1.145 mean squared error scores 

for both the UK and the US datasets, respectively. Specifically 

in the UK data, Logistic AT (0.396) and Ordinal Ridge 

(0.372) algorithms performed well than Logistic Regression 

(0.43) and Linear SVR (0.387), and LAD achieved the worst 

performance with 0.516 mean squared error score. In the US 

data, LAD (1.269), Logistic AT (1.338), and Ordinal Ridge 

(1.265) methods outperformed k-NN (3.084) and Linear SVR 

(2.247) methods. K-NN has the worst performance with 3.084 

mean squared error. Logistic AT and Ordinal Ridge 
algorithms achieved better results among other ordinal 

regression algorithms for both datasets.  

V. CONCLUSIONS 

In this paper, we propose a novel accident risk assessment 
framework driven by ordinal regression. One challenge of the 
risk assessment problem is that non-accident data are typically 
not collected by agency in transportation safety. As the system 
needs both accident and non-accident data to train the 
classification model in order to prevent accidents and alert 
driver, we also propose a realistic negative data generation 
scheme based on feature weights derived from multinomial 

logistic regression to overcome this challenge. Thus, the model 
learned the pattern in traffic data properly. Experimental results 
on two real-world datasets from the US National Highway 
Traffic Safety Administration and UK Transport for Greater 
Manchester are used to demonstrate the feasibility and 
robustness of our proposed ordinal regression framework. 
Ordinal regression models played a significant role where class 
category exists in ordinal order. Predicting and assessing 
accident risks with ordinal regression is the main contributions 
of the paper.  

Performance on four ordinal regression algorithms, namely: 
logistic all-threshold, logistic immediate-threshold, ordinal 
ridge, and least absolute deviations are compared. Since the 
prediction results will be used in the prevention and alerting 
system, original datasets should be considered in the 
comparison of ordinal regression performance. In this context, 
the Ordinal Ridge method provided the best MSE score and 
fastest prediction time. Bagging method, also called Bootstrap 
aggregating, which improved the ordinal regression models’ 
performance is also implemented both accident datasets. In 
addition, we investigated the effect of random oversampling 
and undersampling on the proposed risk assessment 
framework. 

We also conducted a comprehensive comparison between 
Ordinal Regression algorithms and other machine learning 
algorithms that are often used in injury severity classification. 
It has demonstrated that ordinal regression algorithms are 
usable when class of an accident dataset is ranked in ordinal 
order. Among ordinal regression algorithms, Logistic AT and 
Ordinal Ridge algorithms performed well.  

The proposed prediction framework can be integrated into 
an accident prevention and alert system to be used by drivers. 
Furthermore, we also identified factors and situations that 
caused accidents and injuries which can contribute to the 
design of autonomous vehicles. For future work, 
spatiotemporal characteristics and driver behavior patterns can 
be examined with more comprehensive data. Moreover, other 
machine learning approaches like neural network will be 
integrated into our current study to ensure a more 
comprehensive comparison before the system integration.  
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