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Abstract - This work presents a sky and ground segmentation 

approach in digital images using the supervised Support Vector 

Machine (SVM) algorithm based on Whiteness and Blueness 

indexes, Local Binary Patterns, and Extended morphological 

profile features. The goal is to separate the image contents in two 

classes, the sky and the ground. The research is divided into two 

stages: first, the best features selected by monolithic classifiers 

using the cross-validation technique. The second stage based on 

combination of classifiers to segment sky and ground: in a first 

approach, the strategy consists in segmentation process without 

dividing the image databases into categories.  The second 

approach carries out segmentation a pre-classification of 

databases into four categories, City, Highway/Road, Sea/ Harbor, 

and Nature/Mountain. We used two bases of 1200 images each, 

containing images with different sky and ground contexts. The 

first approach is generally adopted in the literature. The second 

approach, little cited in the literature, presents promising and 

distinct results for both image bases and allows us to see 

importance of dividing the images into categories, since there is 

alteration of the ground context, which leads to different results 

and greater hit rate. 

Keywords –Shy, Ground, Color index, Segmentation, Classifier. 

I. INTRODUCTION 

The ability of humans to distinguish the sky from the 
ground under different circumstances is very large. However, 
the wide variations of light, brightness and regions make 
difficult to segment the sky and the ground. We propose the 
use of the SVM supervised classifier to numerically evaluate 
the efficiency of different color indexes as whiteness and 
blueness, LBP features and extended morphological profiles in 
the sky/ground segmentation task. Figure 1 exemplifies an 
image with the skyline highlighted. 

 
Fig. 1. Example of an image with the horizon highlighted. 

The authors in [1] explain that the horizon line or simply 
the horizon represents valuable information in aerial images. 
In the case of digital images and videos, the skyline is used for 
different purposes, such as guiding sea and air navigation to 
fly marine vehicles, adjusting flight plans, and make easier 
surveillance to prevent accidents, particularly collisions with 
obstacles. 

According to [2], many studies assume that the horizon in 
the image is a straight line with clear edge features, but this 
assumption is not true under different meteorological and 
environmental conditions. For example, cloudy sky produces a 
weaker contrast and brightness. Then the horizon edge 
features, for example, are difficult to define. 

Since the sky can also present varied brightness and 
climate, the soil can be composed of sea, ice, mountains, 
forests, cities, and thus present different of color and texture 
patterns, the definition of an automatic approach to segment 
the sky and the ground in digital images is a more difficult 
task. 

 In the study of [3] present a sky/ground segmentation for 
images of two different glaciers in Alaska. Robust line 
segments are extracted from the image using the canny edge 
detector. To compare the results, 100 pictures were selected 
and manually labeled, indicating the areas of the foreground 
and background. From the viewpoint of classification, the 
average error rate was less than 2.5% of the amount of image 
pixels. 

The authors in [4] present an approach to avoid obstacles 
based on camera image segmentation in sky and not sky 
regions. The authors used a machine learning process from 
different types of visual features extracted from the images as 
a pixel value in the RGB, HSV and YCbCr color spaces. 

The work presented in [5] presents a method of sky/earth 
detection in maritime images using the Hough transform. The 
images are first filtered by morphological erosion to reduce 
the probability of weak edge detection in the later stages. They 
conclude that the angular deviation is very small, being 0.06 
degrees on average for infrared images and 0.21 degrees to 
visible light images. 

The authors in [6] propose convolutional neural networks 
(CNN) trained to detect sky and non-sky regions, as well as 
the horizon in video frames. The proposed method uses CNN 
to perform sky detection by generating a binary image where 
white pixels are classified as sky and black pixels as ground. 
A base of 13,687 images was built based on video frames 
specifically for this purpose. The authors state that 
convolutional neural networks surpass the existing classifiers 
in the literature. 

The approach proposed by [7] presents the sky 
classification based on whiteness indexes. The features 
computed through eleven whiteness indexes, still little known 
and almost exclusively used in the industry, were used to 
classify the sky and the ground through the SVM supervised 
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classifier. The image bank used in the experiments, with blue, 
rainy, clear, sunny or cloudy sky, totaled 1200 images and was 
divided into four categories of 300 images: city, sea, natural 
landscape and highway images. The authors define some 
whiteness indexes as promising in the sky/ground 
segmentation challenge. The average hit rate for the four 
categories reaches 91, 94%. 

II. PRESENT WORK 

 The work is divided into several modules: A) Dataset 
containing different types of sky and ground, B) Extraction of 
different features, C) Evaluation of the features using the SVM 
classifier; and D) Results and Discussion. 

A. Database 

We built two bases containing 1,200 images each, a base 
with a wide range of sky (cloudy, rainy, varied light) and 
another with different terrestrial contexts, without much 
variation in the sky. Figure 2 depicts some images of the first 
database called Variation Base mentioned in the experiments 
in [23]. The second image base called Web Base was built by 
randomly selecting images on the Web, taking into account 
different soil contexts, as depicted in Figure 3. Both bases 
were divided into four categories, City, Highway/Road, 
Sea/Harbor, and Nature/Mountain and include the respective 
groundtruth images. 

  

City category 
  

Sea/Harbor category 
  

Nature/Mountain category 
  

Highway/Road category 

Fig. 2. Examples of images from the Variation Base. 

  

City category 

  

Sea/Harbor category 

  

Nature/Mountain category 

  

Highway/Road category 

Fig. 3. Examples of images from the Web Base for the City category. 

 

B. Features 
The features used in the sky/ground separation task are 

computed from whiteness and blueness indexes, LBP texture 
and extended morphological profiles. 

• Whiteness indexes: Whiteness is an index that 
measures the relative degree of white. Whiteness indexes are 
applied in some very specific areas such as dentistry [8] and 
[7], industrial applications as whitening of materials such as 
plastic [9].  There are few applications using Whiteness 
indexes to segment images in the literature.  

 
Next, the whiteness indexes published in the literature and 

their formulations are listed. Equations with R, G, B in their 
composition use RGB color space channels. Likewise, 
equations with H, S, I or H, S, L use the HSI or HSL color 
spaces, respectively. 

a) AW
 
[9] , [10] YZWI *3*388.3 −=            (1) 

b) BW
 
[10] , [7]

 
XbZaYWB ** −+=

    (2) 

Where the RGB channels are previously converted to 

XYZ space. And  a and b are observer coefficients: 

 a b 

2º observer 3.440 3.895 

10º observer 3.448 3.904 

 



c) 
SW [9] RBWS −= 2        (3) 

d) TW
 
[9]  GBWT 34 −=           (4) 

e) 
HLW [9] , [11] bLWHL 3−=           (5) 

Where the RGB channels are previously converted to 
XYZ space. And the conversion of XYZ space to Lab one is 
defined as follows: 
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For luminance D65/10º, Xn, Yn, Zn values are 
tabulated as follows: 

08883.1;00000.1;95047.0 === ZnYnXn  

 Each whiteness index is calculated in a 3x3 sliding 
window on each pixel for the two base images. The result 
whiteness images were converted to grayscale ones [0-255]. 

• Blueness indexes: The concept of blue is an index that 
measures the relative degree of blue. These indexes used in 
applications that measure the amount of blue found in the seas 
and oceans [12]. Similarly, the image of each blue index is 
generated by calculating the index in a 3x3 sliding window for 
the two bases, as described below and then converted to  
grayscale one [0-255]. 
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Where BDN  and RDN  represent the pixel numbers of 

Blue and Red channels, respectively. 

SI values range from -1.0 to 1.0.
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[13]

 
3*)12( −

++
=

n

RGB
BI

DBDNDN
B

          (7) 

Where BDN , RDN and 
GDN  represent the pixel 

numbers of Blue, Red and Green channels, respectively. 
And  n is the bit quantization level number.  

c)  YUVB
 
[14]:  the SI Blue Index using the YUV and YCrCb 

color spaces is represented by : SI = U / Cb                       (8) 

d)   TB
 
[15]

 







 

=

else

TbRGse

TbRBse

BT

0

),max(:1

),max(1

        

(9) 

Where Tb is a threshold value to ensure that Blue is not 
too black.

 

e)  BEB [14]
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g)  IB  [16] 
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Where Ri, Gi, Bi are the total number of pixels at each 
intensity and Rj, Gj, Bj are the value of the intensity.

 

• LBP (Local Binary Pattern): As it is a simple but very 
efficient description of texture patterns, we chose to use Local 
Binary Pattern (LBP). The comparison of a center point in its 
bounded window (usually 3x3) with its neighbors generates a 
code to replace the value of the center point [17]. This process 
depends on a threshold according to the equation 13: 
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Where Px corresponds to the center point and P to the 
neighboring point. 

The comparison of a center point with its neighbors is 
performed as follows: 

a. If the center pixel is larger than its neighbor in the circle 
write '1', otherwise write '0'; 

b. Thus, we have a code with 8 numbers '0' or '1', ie an 8-
bit binary number; 

c. Turning this binary number to decimal gives a value 
between 0 and 255; 

d. The descriptor is then composed of these decimal values 
assigned to each pixel forming the new image. 

The representation of the method is shown in figure 4. 

 

Fig. 4. Process of building an LBP code. 

• EMP (Extended Morphological Profile): The Extended 
Morphological Profile by [18] consists in applying opening 
and closing with increasing structuring element sizes to 
generate a feature vector according to equation 14: 

 )(),...,(,),(),...,()( )()1()1()()(
IIIIII nnn

=  
  (14) 

Where 
)()( , nn   are opening and closing with a disk-

shaped structuring element of size n. Then the morphological 
profiles are obtained in each of the primary components p 
according to equation 15: 
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In the last step, the morphological profiles are stacked with 
the spectral response to form the spectral-spatial feature [18]. 

C.  Features Evaluation 

To evaluate the efficiency of the features used in this 
segmentation task, we propose the SVM supervised classifier 
with the following configuration: Radial Basis Function 
(RBF) kernel with values of c = 10 and range = 0.0001 in 
Weka (Waikato Environment for Knowledge Analysis). In the 
first stage of the research, the best features are obtained by the 
creation of monolithic classifiers through the 5-fold cross-
validation technique. Choosing this evaluation method avoids 
overlapping test sets [19]. A classifier for each feature vector 
is thus generated. After individual evaluation, the best features 
(using the F-measure metric) are combined in the same vector. 

The second step consists in combining the output of the 
classifiers described in the first step. The best whiteness 
features are combined through the majority vote, that is, the 
possible combinations between the classifiers evaluated by 
constructing ensembles of classifiers are considered. To fully 
use the information obtained from a group of classifiers, the 
output of each classifier is combined with the others, allowing 
a decision, the one with the most votes is the winner [20]. This 
step is employed in two approaches for later comparison. In 
the first approach, for each base, all images are mixed and 
separated by 60% for training, generating SVM classifiers for 
the best individual features and tested with 40% of the images. 
In the second approach, the same technique is employed, but 
for each category separately (City, Sea/Harbor, 
Nature/Mountain, Highway/Road). All training images are 
divided into two vertical slices. For each slice the sum of the 
sky/ground pixels is divided by the amount of samples. The 
result is the pixel range to be selected to generate the training 
file. For instance, if the number of samples is 400 and the total 
sum of pixels in the sky is 12000, one pixel will be selected 
every 12000/400 = 30 pixels for the training file. 

To assess each whiteness index in our proposal, we have 
used the segmentation metrics true positive and negative rates 
T+, T-,  false positive and negative rates F+, F-, F-Measure FM 
[21] [22]. FM returns 1 for perfect segmentation. The 
formulation is described in equation 16. 
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D. Results and Discussion 

This section presents the results of experiments with 
monolithic classifiers and multiple classifiers. 

• Monolithic Classifier Experiments 

 The experiments described below represent the creation of 
a classifier for each feature vector and the combination of the 
features in the same vector (grouped features) through the 
cross validation technique. 

 Table I depicts the monolithic classifiers created for each 
feature vector considering the best results. 

TABLE I.  BEST RESULTS FOR EACH FEATURE VECTOR  

 F-measure  

 Features 
Base 

Variation  
Base Web 

Whiteness 

indexes 

AW  89,00% 80,75% 

BW  92,00% 82,00% 

HLW  92,50% 77,50% 

SW  92,80% 89,10% 

TW  90,00% 82,25% 

 

 

 

 

 

 

Blueness 

indexes 

BIB
 

43,00% 39,75% 

BEB  91,25% 82,50% 

IB
 

38,50% 34,75% 

SIB
 

45,50% 43,50% 

SB
 

78,50% 62,50% 

TB  38,50% 34,75% 

YUVB  74,00% 67,75% 

LBP 92,20% 88,50% 

Extended Morphological Profile 77,10% 75,15% 

Figure 5 depicts two images in which the best individual 
feature was applied. 

  
(a) City  image (d) Nature image 

  
(b) Groundtruth image (e) Groundtruth image 

  
(c) Segmentation result (f) Segmentation result 

Fig. 5. (a) and (c): original images - (b) and (d): groundtruth images  - (c) and 
(f): Segmentation results. 

 

As explained before, some features (using the F-measure 
metric) are combined in the same vector. 

Table II depicts the best whiteness and blue feature 
combination rates. We can see that the hit rates increase in 
relation to using only the best whiteness index. 

 

 



TABLE II.  COMBINATION OF WHITENESS AND BLUENESS FEATURES 

Image base 
SW + 

BEB  

AW + 
BW + 

HLW   + 
SW + 

TW + 
BEB  

Variation Base 92,10% 89,30% 

Web Base 85,90% 80,70% 

We can observe that the combination of the whiteness and 
blue indices did not exceed the 

SW , which is the best index 

found for both databases.   

Results with LBP alone were lower than the 
SW

 
index. 

However, as depicted in Table III, the combination of LBP 
with the best blue index and the five best white indexes (LBP+

AW + 
BW + 

HLW   + 
SW + 

TW + 
BEB ) brought a better F-measure 

rate in the case of the web database (with 89.40%.). However, 
this same combination generated F-measure rates below 
(87%) the results obtained by means of  

SW  index (91.93%) 

for the Variation Base. 

TABLE III.  COMBINATION OF WHITENESS AND BLUENESS FEATURES 

WITH LBP   

 

 
Base 

LBP + 
SW  

LBP + 
SW + 

BEB  

LBP+
AW

+ 
BW + 

HLW   + 

SW + 
TW  

LBP+
AW

+ 
BW + 

HLW   + 

SW + 
TW + 

BEB  

Variation 

Base 
92,60% 91,93% 91,10% 87,00% 

Web 

Base 
88,90% 85,70% 86,80% 89,40% 

Similarly, the Extended Morphological Profile was 
combined with the whiteness and blue indices. As depicted in 
table IV, the combination the combination (EMP +

AW + 
BW + 

HLW   + 
SW + 

TW + 
BEB ), applied to Variation Base, was more 

interesting since it provides a better result (90.50%). While for 
the Web Base, the results were below expectations (84.60%). 
Again, the 

SW
 
whiteness index remains the best one. 

TABLE IV.  COMBINATION OF WHITENESS AND BLUENESS FEATURES 

WITH EXTENDED MORPHOLOGICAL PROFILE 

 

Base 

EMP  + 
AW + 

BW + 

HLW   + 
SW + 

TW  

EMP  + 
AW + 

BW + 
HLW   + 

SW + 
TW + 

BEB  

Variation  

Base 
88,78% 90,50% 

Web Base 84,60% 83,60% 

• Multiple Classifier Experiments 

In this section, we introduce the idea of creating classifiers 

for the best features. The first approach consists in mixing 

images from the various categories and train the best features 

with 60% of the base and test with the remaining 40%. 

While in the second approach, the same protocol is used, 
this time dividing the images into the four categories: City, 
Highway/Road, Sea/Harbor, and Nature/Mountain. 

First approach - Analysis of results with combination of 

classifiers for each image base 

In this approach, the combination of classifiers considers 
two classes at a time among the total and, in the end, the result 
is defined by the majority vote. For each base, the images 
were mixed and then separated into 60% of the training 
images, generating an SVM classifier for each of the five best 
whiteness features. The training images were divided into two 
slices with 400 pixels of sample. Following, each generated 
classifier was tested with a set of 40% of the images. From the 
results we obtained the majority vote or majority vote. Tables 
V and VI show the experiments performed for the Variation 
Base and Web Base, respectively. 

TABLE V.  COMBINATION OF CLASSIFIERS FOR THE VARIATION BASE    

Whiteness Indexes F-measure 

AW   88,30% 

BW  91,50% 

HLW  91,90% 

SW  92,80% 

TW  89,60% 

Majority Vote 91,11% 

TABLE VI.  COMBINATION OF CLASSIFIERS FOR THE WEB BASE 

Whiteness Indexes F-measure 

AW  85,40% 

BW  87,40% 

HLW  82,60% 

SW  89,10% 

TW  86,60% 

Majority Vote 78,16% 

In the two databases, the result with the majority vote 
shows that the 

SW  whiteness index remains the best. In the 

case of Variation Base, the results were very close while in the 
case of Web Base, the majority vote was much lower.  

Second approach - Analysis of results with pre-classification 

of images into categories 

As explained earlier, in the second approach, the same 
protocol is used, this time dividing the images into the four 
categories previously described. Tables VII to X depicts the 
results using the Variation Base and Web Base for City, 
Highway/Road, Sea/Harbor, and Nature/Mountain categories, 
respectively. 

 

 

 



TABLE VII.  COMBINATION OF CLASSIFIERS FOR THE CITY CATEGORY 

Whiteness Indexes Variation  Base Web Base 

AW  95,40% 85,40% 

BW  96,90% 89,50% 

HLW  96,60% 86,00% 

SW  97,10% 91,31% 

TW  95,90% 86,31% 

Majority Vote 96,42% 87,94% 

TABLE VIII.  COMBINATION OF CLASSIFIERS FOR THE SEA / HARBOR 

CATEGORY 

Whiteness Indexes Variation  Base Web Base 

AW  89,50% 81,80% 

BW  92,00% 80,11% 

HLW  95,00% 77,40% 

SW  93,20% 82,80% 

TW  90,20% 83,70% 

Majority Vote 91,82% 82,24% 

TABLE IX.  COMBINATION OF CLASSIFIERS FOR THE NATURE / 
MOUNTAIN CATEGORY 

Whiteness Indexes Variation  Base Web Base 

AW  83,80% 91,20% 

BW  87,40% 91,80% 

HLW  92,00% 80,00% 

SW  89,40% 92,00% 

TW  85,80% 90,40% 

Majority Vote 87,98% 88,60% 

TABLE X.  COMBINATION OF CLASSIFIERS FOR THE HIGHWAY / ROAD 

CATEGORY 

Whiteness Indexes Variation  Base Web Base 

AW  88,50% 85,30% 

BW  90,10% 84,80% 

HLW  90,20% 87,50% 

SW  91,60% 89,70% 

TW  88,30% 87,00% 

Majority Vote 90,04% 86,43% 

In this approach, we can see that the 
SW  whiteness index 

has lost its supremacy. This whiteness index is the best in the 
case of Nature / Mountain for the Web Base. 

However, while the best results in the City and 
Highway/Road categories remain with the 

SW  whiteness index 

for both databases, in the case of the Sea/Harbor and 
Nature/Mountain categories, other whiteness indexes are more 
interesting. 

The 
HLW whiteness index is more efficient for the 

Sea/Harbor and Nature/Mountain categories, considering the 
Base Variations. 

For the Web Base, the best results are obtained using the 

TW  whiteness index for the category Sea/Harbor and 
SW for 

the category nature / mountain. 

Figures 6, 7, 8 and 9 depict some results.  

  
(a) City  image (Variation Base) (d) City  image (Web Base) 

  
(b) Groundtruth image (e) Groundtruth image 

  
(c) 

SW  result  (f) 
SW  result  

Fig. 6. (a) and (c): original images - (b) and (d): groundtruth images  - (c) and 
(f): Segmentation results with the best index. 

 

 

  
(a) Sea / Harbor image (Variation 

Base) 

(d) Sea / Harbor image (Web Base) 

  
(b) Groundtruth image (e) Groundtruth image 

  

(c) 
HLW result  (f) 

TW
 
result  

Fig. 7. (a) and (c): original images - (b) and (d): groundtruth images  - (c) and 

(f): Segmentation results with the best index. 

 



  
(a) Nature/ Mountain image 

(Variation Base) 

(d) Nature/ Mountain image (Web 

Base) 

  
(b) Groundtruth image (e) Groundtruth image 

  

(c) 
HLW result  (f) 

SW result  

Fig. 8. (a) and (c): original images - (b) and (d): groundtruth images  - (c) and 

(f): Segmentation results with the best index. 

 
 

  
(a) Highway / Road image (Variation 

Base) 
(d) Highway /  image (Web Base) 

  
(b) Groundtruth image (e) Groundtruth image 

  

(c) 
HLW  result  (f) 

SW  result  

Fig. 9. (a) and (c): original images - (b) and (d): groundtruth images  - (c) and 

(f): Segmentation results with the best index. 

III. CONCLUSION  

Due to variations in brightness, the presence of different 
contents such as cities, forests, sea ice, mountains and 
obstacles such as buildings, trees, antennas, defining an 
automatic approach to separate sky and ground in digital 
images represents a difficult task. 

We have proposed a two stage sky/ground segmentation 
approach:  in the first one, generally adopted in the literature, 

the best features are selected by monolithic classifiers using 
the cross-validation technique. In second one, we introduce 
the idea of creating classifiers for the best features and 
segmenting sky and ground with combination (fusion) of 
classifiers, with the option of dividing the databases or not. 

Two databases of 1200 images each composed of City, 
Highway/Road, Sea/Harbor, Nature/Mountain have been 
created to run the experiments. 

The second approach, still little used in the literature, 
aimed to assess the impact of the presence of cities, forests, 
sea ice, mountains on the segmentation rates as well as to 
compute the importance of categorizing the images according 
to different contents. 

 In all numerical evaluations, the segmentation metric F-
measure was used. 

 The results of the experiments proved that 
in the case of the best features selected by monolithic 
classifiers using the cross-validation technique, no 
combination was more successful than the 

SW whiteness 

index, regardless of the content of the images. 

When using classifiers for the best resources and 
combination (fusion) of classifiers, with the option of dividing 
the databases or not, the experimental results proved that 
higher sky/ground segmentation rates can be obtained, 
conditioned to the content of each image.  

The final conclusion of this research was that we observed 
the impact that different contexts of terrain, climate and have 
on the performance of the methods. 

As a future work, we intend to associate deep learning 
techniques to the features mentioned in this work with images 
without pre-processing or pre-processed. 
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