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Abstract—Building an effective and friendly human-machine
dialogue system is one of the major challenges in Artificial
Intelligence. This work proposes a new model named Graph
and Attention Matching Network (AGMN) for response selection
in retrieval-based dialogue system. AGMN model consists of
two parts: cross attention mechanism and knowledge repre-
sentation extractor. Specifically, the cross attention mechanism
is exploited to obtain the dual representation from context
and response words because these representations can provide
the useful matching information for determining whether the
next utterance is suitable response or not. Besides, the domain
knowledge relationships which are extracted from Linux manuals
are incorporated into the word representation by graph attention
mechanism. Experimental results on Ubuntu Dialogue Corpus
showed that both cross attention mechanism and domain knowl-
edge can contribute to the performance of response selection
and the AGMN model proposed in this paper outperforms the
state-of-art approaches.

Index Terms—dialogue system, domain knowledge, graph at-
tention.

I. INTRODUCTION

Recently, building an efficient dialogue system for human
beings and machines is attracting more and more attention
from industry and academia. According to how machine gives
the response, the dialogue system can be divided into two
categories. One is generating the response word by word
freely which is called generative dialogue systems [1] [2] and
the other is retrieving the response from a set of candidate
responses named retrieval-based dialogue systems [3] [4].
Although generative dialogue systems can produce responses
by imitating human beings, they suffer from shortness and
generality of responses [5] [6]. By contrast, retrieval-based
dialogue systems are superior to generative dialogue systems
because they can generate coherent and syntactically responses
and they have mature industry products such as social bot
XiaoIce from Microsoft [7]. And the example is shown in
Table 1. Therefore, in this work, we only focus on the retrieval-
based dialogue systems.

In retrieval-based dialogue systems, a key problem is how
to evaluate the matching degree between the conversation
context which consists of a series of history utterances and

candidate responses. Low et al. [3] performed neural networks
called Dual Encoder (DE) for multi-turn response selection by
encoding all history utterances and candidate responses with
a Long Short-term Memory (LSTM) [8]. The DE evaluates
the matching degree for each candidate response and the
same context based on the context and response encodings.
Recently, some advance models have been applied to retrieval-
based dialogue system by encoding context and response with
the general idea and utilized embedding approaches [9] -
[11]. However, all the above methods fail to keep logical
consistence in long context scenario for selecting a proper
response. Recent research finds that incorporating the domain
knowledge is beneficial for dialogue system in domain specific
conversation scenario.

In this paper, we propose a new architecture of neural net-
work for multi-turn response selection which is an extension
architecture presented by Low et al. [3]. The contributions of
our work are three-folds:

• Our AGMN model is effective for capturing the overall
relationships including not only the semantic relationship-
s but also the utterance relationships between context and
response words.

• We propose a method to incorporate the domain knowl-
edge relationships between domain words into the neural
network for domain specific conversation.

• The empirical evaluations on public multi-turn dialogue
corpus shows that our model outperforms state-of-art
methods for multi-turn response selection.

II. RELATED WORK

Building an intelligent dialogue system can be divided into
two categories. Given the context including all history utter-
ances, the first category applied encoder-decoder architecture
to generate the response freely which named retrieval-based
based systems [12] - [14]. And the other category selects a
response from a set of candidate responses that called retrieval-
based systems [15] [16]. To begin with, researchers assumes
all input information as a single message [17] [18] . Next,
approaches are adopted by researchers that utilize the history
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TABLE I
AN EXAMPLE OF MULTI-TURN DIALOGUE WITH DOMAIN WORDS

(UBUNTU OPERATING SYSTEM RELATED) IN ITALICS.

Context
Utterance 1: Hi, I need to install php4-dev

and php5-dev to solve dependencies.
I’m using 16.04 lts and
I can’t seem to find php4-dev any suggestions.

Utterance 2: What about php5?
Utterance 3: I found that.
Utterance 4: Well apt-cache search did.
Utterance 5: So you solved it.
Utterance 6: Nope I need to install php4-dev.

I can find php5 and php5-dev but not php4-dev.
Response

Better if you upgrade to php5-dev
this is to solve dependencies of pecl solr.

information of the conversation. Dual LSTM model are applied
to encode context and response respectively [3] . A multi-view
matching model [9] improve the response selection for multi-
turn conversation with an utterance view and word view. A
deep neural network [10] that concatenate all utterances as
queries and then match with responses. More recently, an and
sequential matching network [4] and deep attention matching
neural network are proposed by [19].

Another category researches on incorporating knowledge in
conversation system is growing rapidly such as task-oriented
dialogue systems [20] - [22] and open-domain dialogue sys-
tems [23] - [25]. At the beginning, Low et al. [3] incorporated
unstructured domain knowledge into dialogue system. Then,
Xu et al. [26] applied the loosely-structured domain knowledge
into the neural network with a gating mechanism. Recently, the
structured knowledge graph is adopted by Zhou [27] to gen-
erate knowledge-aware responses with graph attentions [28] .
In this paper, we only focus on the retrieval-based method.
Different from previous models, we use the graph attention
mechanism to enhance the domain knowledge relationships
between the words in context and response for multi-turn
response selection.

III. MODEL

We use the dual encoder model as a basic structure of
our model. Attention mechanism encoding at sentence level
is extended in our model for capturing the overall relationship
between context and response. Besides, in our model, we
use graph attention network for incorporating the knowledge
connection of domain words in every utterance. Both the two
components are described detailed in the following sections.
And the architecture of our model is given in Figure 1.

A. Attetion Encoding

As aforementioned in introduction, context and response are
encoded separately with the same RNN network at word level
in the dual encoder model. However, the relationship between
utterances is not incorporated which determines whether the
next utterance is proper or not for the current utterance. So,
we apply cross attention mechanism and the Gated Recurrent

Unit (GRU) architecture to encoding every utterance in the
context and response into utterance vector representation for
determining the response is the suitable or not.

Furthermore, we will describe the mechanism to construct
the utterance vector representation formally. Denote the con-
text c where all utterances are concatenated consisting of a
long sequence of words as c = (c1, c2, . . . , cm) where m
is the word number of the context. And the concatenated
response is denoted as r = (r1, r2, . . . , rn) similarly. Given
the sequence of the context or response, we use the word
embedding matrix e ∈ Rd×|V | to convert the c and r to vector
sequences respectively:

ce = (e (c1) , e (c2) , . . . e (cm)) (1)

re = (e (r1) , e (r2) , . . . e (rn)) (2)

where d is the dimension of the word embedding and |V | is
the vocabulary size. To construct the contextual meanings for
each word, the GRU is used to encode the word embedding
to get the sequence hidden states cs and rs:

csi = GRU(cei , i) (3)

rsj = GRU
(
rej , j

)
(4)

where i is the i-th word in the context and j means the j-th
word in the response similarly.

The word relevance in semantic representation between
the context and response can provide the useful matching
information for determining whether the next utterance is the
suitable response or not. Therefore, we use the cross-attention
mechanism to calculate the word relevant degree which is
denoted as:

eij = (csi )
T
rsj (5)

After that, the word representation including contextual
meaning between context and response is computed by the
word relevant degree. For a word in the context, its relevance
is calculated with the response hidden status by attention
mechanism:

c̄i =

n∑
j=1

exp (eij)∑n
k=1 exp (eik)

rsj (6)

r̄j =

m∑
i=1

exp (eij)∑m
k=1 exp (ekj)

csi (7)

To obtain the contextual representation of every word in
response, the context hidden status is computed by attention
mechanism similarly in equation 5. By reinforcing the seman-
tic relevance in context and response, we model enhanced
representations as follows:

c′i = [csi ; c̄i; c
s
i − c̄i; c

s
i ⊙ c̄i] (8)

r′j =
[
rsj ; r̄j ; r

s
j − r̄j ; r

s
j ⊙ r̄j

]
(9)

where difference and element-wise operation is used between
the hidden status and word relevant representation . The
enhanced representation is performed by concatenating all
above vectors.
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Fig. 1. The architecture of our model.

Since the utterance appears sequentially, we explore the
utterance representation from the word relevant representation
for building dependency relationships between each utterance.
Another GRU is used for collecting all enhanced representa-
tions to generate the utterance representation as equation (8):

cui = GRU(c′i, i) (10)

ruj = GRU
(
r′j , j

)
(11)

Though we use the same sequence structure to encode sen-
tence information, the function of the GRU is most different
from the contextual meaning encoding layer. Some identical
word relevant vectors are learned for model to compute the
matching degree in the utterance level. In this way, all hidden
status vectors from the GRU is selected by mean and max
operations and concatenated altogether to a dense vector for
obtaining the overall relationship representation as follows:

m = [cumean; c
u
max; r

u
mean; r

u
max] (12)

The final vector representation is then fed into a multi-layer
perceptron (MLP) classifier with softmax output. Finally, the
MLP classifier generates a probability that indicates the overall
matching degree between the next response and the current
context.

B. Incorporating Domain Knowledge

The domain knowledge is essential for human beings to
answer the professional problem. Analogously, domain knowl-
edge can take the language understanding ability to the dia-
logue model which can find some words relationships between
utterances even cross the utterances besides the word semantic
relevance. To use the domain knowledge, we build the data
including command triples from Linux Manual Pages. The
command triple is denoted by R = (u, r, v) where u is the
command concept node, v is the neighbor command concept
node and both nodes are connected by relation r. For a word in
context or response utterance, if it appears in some command
triples, we firstly retrieve knowledge triples. Then, the word
is extended its meaning with the neighbor concept nodes by
the graph network. Otherwise, if the word in the utterance is
not in command triple, we only use its common meanings for
constructing graph vector representations.

More formally, the concept representation in the domain
knowledge is constructed by a series of triples, G(x) =
{T1, T2, . . . , Tn} where Ti has the same concept node u but
different neighbor concept v and the graph representation
of the concept g(x) can be calculated by graph attention
mechanism as:

g(x) =

n∑
i=1

αTi [u
e
i ; v

e
i ] (13)

αTi =
exp (βTi)∑n
j=1 exp (βTi)

(14)

βTi = Relu
([
(ue

i )
TWvei

])
(15)

where (ui, ri, vi) = Ri ∈ G(x) is the i-th triple in the dataset.
We also use word embedding method to convert the concept to
vector representation ue

i = e (ui), rei = e (ri) and vei = e (vi).
Regarding the word not included in the command triples, we
simply set its knowledge representation g(x) to zero and only
use common word embedding. After that, we add the word
embedding and graph representation in context or response as
follows:

e′ (ci) = e (ci) + g (ci) (16)

e′ (rj) = e (rj) + g (rj) (17)

In this scenario, the final word representation calculated by
equation (1) and (2) in each utterance is updated as the
following equations:

ce = (e′ (c1) , e
′ (c2) , . . . e

′ (cm)) (18)

re = (e′ (r1) , e
′ (r2) , . . . e

′ (rn)) (19)

Intuitively, relationships between each concept which can
cross all utterances including the current context utterance and
response utterance are captured by graph attention network.



TABLE II
EVALUATION RESULTS OF OUR MODELS AND OTHER APPROACHES ON UBUNTU DIALOGUE CORPUS.

Model R2@1 R10@1 R10@2 R10@5
DE-RNN (Kadlec et al. 2015) 0.768 0.403 0.547 0.819
DE-CNN (Kadlec et al. 2016) 0.848 0.549 0.684 0.896
DE-LSTM (Kadlec et al. 2015) 0.901 0.638 0.784 0.949
DE-BiLSTM (Kadlec et al. 2015) 0.895 0.630 0.780 0.944
Multi-View (Zhou et al. 2016) 0.908 0.662 0.801 0.951
DL2R (Yan et al. 2016) 0.899 0.626 0.783 0.944
r-LSTM (Xu et al. 2016) 0.889 0.649 0.857 0.932
MV-LSTM (Wan et al. 2016) 0.906 0.653 0.804 0.946
Match-LSTM (Wang et al. 2016) 0.904 0.653 0.799 0.944
QA-LSTM (Tan eta l. 2016) 0.903 0.633 0.789 0.943
SMN (Wu et al. 2017) 0.926 0.726 0.847 0.961
DUA (Zhang et al. 2018) - 0.757 0.868 0.961
DAM (Zhou et al. 2018) 0.938 0.767 0.874 0.969
AGMN (Ours) 0.944 0.783 0.883 0.973

IV. EXPERIMENTS

A. Datasets

The Ubuntu Dialogue Corpus (UDC) introduced by Lowe
et al. [3] is the most used domain-specific and multi-turn
dialogue dataset. The conversation in the Freenode Internet
Relay Chat (IRC) network about the Ubuntu topic specific
chat rooms are extracted. In general, one user proposes a
problem and a potential solution is given by experienced users.
The conversation among these users often stops when the
problem has been addressed. At some time, the conversation
may continue to be conducted but the content is not related
problem.

Based on the Ubuntu Dialogue Corpus, Wu et al. [4] further
processed the corpus and provided all needed vocabulary. All
numbers, URLs and system paths were replaced with special
holders in the processing work. Besides, for obtaining the
knowledge relationships among the domain specific concept,
we resort to the Linux manual pages. Every page corresponds
one command concept and contains the different items about
the concept such as name, synopsis, descriptions, see also and
so on. For our experiments, we extract these items from Linux
manual pages into domain concept triples. This is additional
processing performed by us. The Ubuntu Dialogue Corpus
datasets consists of 1000,000 training triples, 500,000 vali-
dation triples and 500,000 test triples. The triple is composed
of context, response and the label. The triple with label y = 1
is the positive sample if the response is suitable for the context
and with label y = 0 is the negative sample if the response
doesn t match the context. For the training dataset, one half
samples are positive samples and the other half samples are
negative. On the contrary, for every sample in the validation
and test dataset, only one ground-truth response fits the context
and nine negative response are not suitable for the same
context. Therefore, the ratio between the positive and negative
samples is 1:9 in the validation datasets and test datasets that
makes us evaluate the model with Recall@k metrics.

B. Experimental Setting

In our experiments, we use binary cross-entropy loss be-
tween the golden label and the predicted output to train the
model. Instead of initializing the word embedding metric with
a normal distribution, we use the fastText [29] to pre-train the
word embedding as done by Wu et al. [4]. Meanwhile, the
dimension of the pre-training word embedding is set to 300.
For discarding the information far from the last context, we
set the maximum length of the concatenated sentences to 300.
The maximum length of the response is set to 150 similarly.
Owing to the limit of model parameters and the GPU memory,
we had to choose the batch size of 32. The Adam [30] with
the initial learning rate 0.0001 is used to optimize the model
parameters. At the same time, we use the dropout method with
the rate 0.3 after the GAT layer and GRU layer. We set the
maximum of the training epochs to 15 because it is enough
for our model to achieve the best performance. The training
process will be stopped if the recall metric in the validation
dataset does not increase. Finally, the model is evaluated in
the test dataset with the best validation recall.

V. RESULTS AND DISCUSSION

As aforementioned in section 4.1, we use the information
retrieval metric Recall@k denoted as Rn@k. The metric
Rn@k in our experiments is the fraction of examples for
the correct response which is under the k best result of n
candidate responses. And these candidate responses are ranked
by predicted distributions of the model. Specifically, R10@1,
R10@2, R10@5 and R2@1 are used in our experiments.

A. Results

We refer to our model as Attention and Graph Matching
Network(AGMN), which is compared with the previous mod-
els tested on the Ubuntu Dialogue Corpus: the DE models
originally researched by Low et al. [3] with various encoder
architectures such as recurrent neural network (DE-RNN),
convolutional neural network (DE-CNN), LSTM (DE-LSTM)
and bi-directional LSTM (DE-biLSTM); hierarchy based ar-
chitectures for matching context and response named DL2R
[10] and Multi-View [9]; sequence-based models MV-LSTM



[31]and Match-LSTM [32]; architectures for processing utter-
ances in the context respectively named SMN [4] and DUA
[33]; and we also choose the recent model DAM [34]improved
with the Transformer architecture [35]as a baseline of our
model.

The recall results of AGMN and baselines on the UDC
datasets are reported in Table 2. In order to achieve such
results, the model parameters were fixed after being trained
23 hours. The AGMN outperforms all other models used
as baselines. Specifically, comparing the best baseline model
DAM, our model achieves a relative improvement 1.6% and
0.9% corresponding to absolute improvement 0.02 and 0.01
with respect to R10@1 and R10@2 metrics. We also observe
the modest improvements of 0.6% (0.006) and 0.4% (0.004)
for R2@1 and R10@5 metrics. Comparing the best baseline
model (DAM), our results are identical better with p-value <
0.01 for these four metrics.

B. Ablations

In this work, we focus on the effectiveness of different
components in the AGMN model. All ablation test results
are presented in Table 3. The knowledge graph representation
component is removed firstly and metrics of R10@1 and
R10@2 are degraded to 0.775 and 0.880. Furthermore, if we
continue to discard the components of utterance representation,
R10@1 and R10@2 metrics are decreased to 0.771 and 0.877.
Comparing the reduction without these two components,
we can observe that 0.8 of removing the knowledge graph
representation is greater than 0.4 of dropout the utterance
representation. Similarly, in metric R10@2, the reduction 0.4
is also worse than 0.2 with respect to the knowledge graph
representation and utterance representation. Therefore, it is
reasonable that the knowledge graph representation is more
important than the utterance representation for our model
AGMN. Meanwhile, we found that the reduction of utterance
representation is equal to the knowledge graph representation
reduction for R10@5 metric which may result from more
candidate responses for model to select, it also demonstrates
that both two components contribute to the performance of the
AGMN model.

TABLE III
ABLATION TEST WITH REMOVING THE KNOWLEDGE GRAPH

REPRESENTATION AND THE UTTERANCE REPRESENTATION COMPONENTS
OF THE AGMN MODEL.

Model R10@1 R10@2 R10@5
AGMN 0.783 0.883 0.973
- knowledge graph 0.775 0.879 0.972
- utterance representation 0.771 0.877 0.971

C. Visualization

In this section, we focus on what are learned between the
context and response by our model. Thus, the visualization of
cross attention weight computed by Equation 5 is shown in
Figure 2. We select an example from the test dataset that is
consist of right response and wrong response with respect to

Fig. 2. Cross attention visualization between the context and response. Top
and bottom subgraphs represent the right and wrong response corresponding
to the same context. Each colored unit represents the relevance between two
words. The deeper color grids correspond to the higher words relevance.

the same context. In Figure 2, the relevance only calculated
by word embedding before cross attention layer is shown in
the subgraph top right. Then, the relevance computed after
cross attention layer is presented in the subgraph at the top
left. Meanwhile, the relevance of the same context but wrong
response is shown in two bottom subgraphs similarly. We can
see that the word “gutsy” in the last utterance which is a
history ubuntu release selected some relevant words “feisty”,
“package” and “gutsy” in the response to derive matching
features of context and response. By contrast, comparing to
the weight before cross attention layer, matching features
of these three words is approximate to its neighbor words
that are difficult for model to extract the key information
between the context and response. For two subgraphs at the
bottom, we observed that the attention weight between the
context and wrong response is more ambiguous than two top
subgraphs. Consequently, the visualization demonstrates that



cross attention layer in our model is effective for the AGMN
model to select semantic relevant words between context and
response.

VI. CONCLUSIONS

In this paper, a new model named Attention and Graph
Matching Network (AGMN) is proposed for multi-turn re-
sponse selection. We demonstrated that incorporating the
knowledge and cross attention mechanism are contribute to
the performance of our model. Domain knowledge further
strengthen associations between domain field words but not all
words viewed as equal in other methods. And cross attention
mechanism used in our model for capturing identical features
between the context and response for the last matching result.
Experimental results suggested that AGMN model derived
from the dual encoder architecture outperformed all previous
methods on the Ubuntu Dialogue Corpus. In the future, we will
research our model by utilizing more knowledge associations
in domain field not only domain words in the multi-turn
response selection problem.
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