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Abstract—Most existing methods only consider the local fea-
tures of the samples, and their experimental results show bet-
ter performance than traditional Non-deep learning methods.
However, in these methods, the global features of the sample
space are usually ignored, and these ignored global features
will affect the classification accuracy. To solve this problem,
a novel triple capsule network framework is proposed to text
classification. The training in the first stage, to obtain a basic
capsule network for obtaining local features. Then, three capsule
networks sharing parameters are combined spatially, and the
triplet loss function is used in the second stage of training.
By comparative learning, the capsule network can learn global
features that can represent the spatial distance between different
categories. Through comparison experiments on six datasets and
ten general benchmark algorithms, the results show that our
results is the first in the four datasets.

Index Terms—deep learning, text classification, capsule net-
work, triplet loss

I. INTRODUCTION

Natural language processing (NLP) is an important research
area of current Artificial Intelligence technology, which in-
cludes Text classification [1], Text Clustering [2], Network
Computing [3], Personalized Recommendation [4], Question
Answering [5], Learning Semantic Representations [6], and so
on. Convolutional Neural Network(CNN) [7] and Recurrent
Neural Network(RNN) [8] both achieved good experimental
results. The RNN extracted text features of contextual relation-
ships, and CNN algorithm by convolution operation is used
for exacted the local features on the samples. Then use the
maximum or average pooling operation and connect to the
output layer through a fully connected layer.

In this process, the spatial positions of features of the
sentence are not considered. To address this problem, cap-
sule networks can use vectors instead of neurons [9]. The
advantages of the capsule network allowed scholars to use
the information aggregation scheme for the capsule network
model, which achieved good results of five text classification
[10]. The capsule network [11]–[13] has achieved very good
application results in the sentiment classification problems [14]
and transfer learning problems [15].

However, the capsule network has achieved better than CNN
and other models in the field of text classification, there are
still some challenges. First, the processing object of this model
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is a single sample of a certain category. In this process, through
supervised training of labeled samples, the global semantics
of different categories of the entire dataset are not considered.
Secondly, they usually ignore the information representing
the global categories space distance between samples, and
these global features include the global categories differences
between the samples.

Therefore, it is important to obtain global features that
can represent the global semantics of each category and the
global distance information on the global category space. For
example, some features frequently appear in various categories
in the text dataset; they are called global shared features, and
it is difficult to effectively distinguish them by the existing
methods. As shown in Figure 1, the red dotted box represents
the features belonging to category A, and the green dotted
box represent the features belonging to category B. However,
some global shared features are difficult to distinguish from
their specific categories, such as features at the intersection
of two dashed boxes, which may belong to category A or B.
Because we do not have enough information to distinguish
these, global shared features.

Fig. 1. Differences between some global shared features of categories A and
B.

For this problem, we built a triple capsule network frame-
work. First, we constructed a basic capsule network that
uses capsule vectors instead of neurons. Then, in the first
stage, we use labeled text dataset to train the basic capsule
network. After completing the training, the three basic capsule
networks sharing the weight parameters are combination of
the second-stage training through the triple loss function. In
this training process, for each sample, a sample of the same
type is randomly selected as a positive sample, and a different
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sample is randomly selected as a negative sample to form a
triplet sample. Through comparative learning, learning global
features that can represent global semantics. The training goal
is to make the spatial distance between samples of the same
categorys as small as possible, and for samples of different
categorys, increase as much as possible. Through the training
in the second stage, the basic capsule network can learn the
global category differences between these samples and effec-
tively distinguish some difficultly distinguished global shared
features. For example, in Figure 1, we need to effectively
classify the global shared features of the intersection of the two
dashed boxes to determine whether they belong to category A
or B. This study applies the triplet loss to text classification.
Through comparative learning, the neural network can learn
global features that represent global differences. Compared
with other benchmark algorithms, our method shows signif-
icant improvement. The main innovations of the article are as
follows:

• This study applies the triplet loss to text classification.
Through comparative learning, the neural network can
learn global features that represent global differences.

• Previous methods only considered local feature informa-
tion. In contrast, our method further considers local and
global features and trains through two stages.

• The benchmark dataset is validated by our proposed
method, which is superior to some benchmark algorithms.

II. RELATED WORK

Traditional machine learning methods [16]–[21] are not as
effective as some deep learning-based models [22], [23]. At
present, when it is to deal with text classification problems, it is
mainly some deep learning such as CNN networks [24], [25],
RNN networks [26], Generative Adversarial Nets [27], and
Attention Networks [28]–[31]. Wang proposed to integrate the
convolution operation into the RNN model [32]. Howard, et al.
[33] proposed a general language model. Zeng, et al. [34] pro-
posed a text classification model for solving the sparseness of
short text data. Deep Pyramid CNN can obtain the correlation
between features and improve the performance of the model
to some extent [35]. Zhang, et al. [36] proposed to use CNN
algorithm to process character-level text classification tasks.
Kalchbrenner, et al. [37] uses a dynamic model for merging
sentence lengths to improve the applicability of the model.
Word vectors to represent words of representation spaces and
are an important step in NLP’s processing of natural language
[38]–[40]. On this basis, Wang et al. [41] proposed the label
joint word vector representation method of text classification
and achieved good results.

However, in some cases, the CNN model has some limita-
tions. Hinton et al. uses capsule networks to solve this problem
[42], [43]. Xi et al. [44] studied the potential for the capsule
networks on the CIFAR10 dataset. Jaiswal et al. introduce
capsules into GAN and achieved good results [45]. Verma
et al. [46] studied graph capsule networks. Capsule networks
have also gained good applications for object segmentation
[47] and Cross-domain sentiment classification [48]. Xiao

et al. [49] proposed a model based on capsule networks,
using the advantages of capsules for feature clustering. The
advantages of the capsule network are also applied to the
legal field. Chalkidis et al. apply the capsule network to
solve the classification problem in the legal field [50], and
used various preprocessing tools to make the capsule network
adapt to research tasks of different backgrounds. Liu et al.
propose a generative interpretation model that can learn to
make classification decisions and simultaneously generate fine-
grained interpretations [51]. Gururangan et al. [52] proposed a
lightweight pre-training framework that can perform effective
text classification when data and computing resources are
limited.

III. PROPOSED MODEL

We use a triplet capsule network of processing text clas-
sification tasks. In this section, first of all, the formalized
problem, then introduced the proposed network structure and
triplet loss function, and finally introduce the basic capsule
network structure.

A. Problem Formalization

A dataset comprises documents of categories C , a docu-
ment of a category Dc = {T1, T2, · · · , Tk} contains sentences,
and each sentence Tk={i1, i2, · · · , im} contains m words.
In the triplet capsule network framework, the input of the
network is a triplet sample T t

k={ak, pk, nk}, which includes
three samples, an anchor sample ak, and a label yk. A positive
pk sample is randomly selected from the same class of samples
as ak. Another negative sample nk is selected from a type
different from that of sample ak. In the triple capsule network
framework, three basic capsules networks share parameters.

The training goal of the second stage of the triplet capsule
network is to reduce the distance between the anchor and the
positive samples as much as possible, and increase the distance
between the anchor and negative sample as much as possible,
which uses a triplet loss as the objective function.

B. Triplet Loss

The triplet network was first proposed by Hoffer et al. [53],
and its purpose is to learn useful global representations of
data by comparing distances. In this article, the triple capsule
network comprises three basic capsule networks. The input of
the network is a triplet sample T t

k={ak, pk, nk}, where ak and
pk are samples from the same class, and from other classes.
Among them, the basic capsule networks map a variable-
length texts sequence of a set of capsules of a fixed size.

In Figure 2, the training goal of the triplet capsules network
is to reduce the distances between the two capsule groups of
the same sample as much as possible, such as the capsules
produced by ak and pk; and to increase the distances between
the two groups of capsules from different categories as much
as possible, such as the resulting capsules. Construct a loss
functions to accomplish this. However, it is a problem here.
The feature produced by the traditional CNN or RNN is a
set of scalars, that is, a vector. The two vectors can easily
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Fig. 2. Triplet loss structure. Input a triplet sample and obtain global features
of comparative learning.

compare the distance. For example, the cosine distance can
be used to represent the distance well. However, the triple
capsules network generates a set of capsules, and each capsule
is a vector. It is not possible to directly measure the distance
between the two groups of capsules by using the cosine
distance and other methods.

To solve this problem, given two sets of capsules, our
method will have a predefined capsule similarity function. Let,
Cap1, Cap2 be respectively expressed as two sets of capsules,
with the length of each capsule equal to 8. Cap set of capsules
can be represented as a matrix of size m × 8. The definition
of the distance R(Cap1, Cap2) between the two groups of
capsules Cap1 and Cap2 is

R(Cap1, Cap2) =
⟨Cap1, Cap2⟩
∥Cap1∥ ∥Cap2∥

(1)

The matrix norm ∥·∥ is expressed as an equation, for
example, ∥Cap∥ =

√
⟨Cap,Cap⟩ . ⟨Cap1, Cap2⟩ is the inner

product of matrices Cap1 and Cap2 and is calculated as

⟨Cap1, Cap2⟩ = TR(Cap2
TCap1) (2)

In formula (2), Cap2
T is the transpose of matrix Cap2, and

at the same time, TR(·) is to accumulate the diagonal element.
When R(Cap1, Cap2) = 0 ,the distance between the two

is the maximum. At this time, the two groups of capsules
have the worst similarity. When R(Cap1, Cap2) = 1, the two
capsules have the shortest distance, and the two capsules have
the best similarity. The loss function is

Loss =
N∑
i

[∥f(ak)− f(pk)∥22 − ∥f(ak)− f(nk)∥22 + α]

(3)
where α is the distance limited to be maintained between

the same and different categories. Here, the model learned by
comparing samples, different from other neural networks in the
way of training through labels. Through comparative learning,
the model learned the global difference between each of these
documents, and these difference informations represents the
global features. Therefore, after the first stage of training is
completed, we use the triplet network of the second stage of
training.

C. Local Feature Extraction

We previously described the triple capsule network frame-
work of Section III-B. In this framework, three capsule net-
works of shared parameters are used for spatial cascade to
learn global features. Here, we explain in detail how basic
capsule networks work. Its goal is to learn a mapping that
maps a variable-length text sequence in a fixed-size set of
capsules (regard them as two-dimensional vectors).

Basic capsule networks use supervised training for labeled
yk samples Tk={ak} as input to the model when trained
separately. The input of the model is Td(1 ≤ d ≤ n) in
D = {T1, T2, · · · , Tn} of a certain category. Each sentence
Td={i1, i2, · · · , ik} contains k words. The last layer of the
model corresponds to the probability of each categorie. Figure
3 depicts the basic structure of basic capsule networks.
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Fig. 3. Basic capsule network for local feature extraction.

In Figure 3, the input of the model is a variable-length text
Td, and the sentence Td is passed to the GRU layer after word
embedding representation, which is used to extract the features
in the sentence Td that have a context relationship between
adjacent words. This is shown below.

hk = [GRU(hf
k−1, ik);GRU(hb

k−1, ik)] (4)

Here, the GRU uses a gating mechanism to make the RNN
remember the past information, and also selectively filter some
unimportant information. GRU layers extract local features
of context information by extracting forward and backward
text features. The input sentence Td is subjected to feature
extraction at the GRU layer, Composition feature map H ,
it contains the context extracted by the bidirectional GRU
encoder, as shown below.

H = [h1, h2, · · · , hk] (5)

In order to further extract more local features, we imitated
the scheme for Sabour et al. [9]. Here, we adopted two
convolutional layers, where the size of the Conv1 layer is 256
,Window size is 3× 3, stride setting 1, and ReLU activation.
The Conv2 layer also has 256 3 × 3 convolution kernels.
To obtain more information, set its stride to 2 and ReLU
activation.

The fifth layer of the capsule network are the primary
caps layer, which is a reshape operation of the Conv2 layer.
Its purpose is to combine eight adjacent high-level features
of an 8D capsule vector. Capsules can save the positional
relationship of adjacent features. Here, the capsule may save



the grammatical structure information and spatial distance of
local features. The sixth layer of the model have a digital
capsule layer representing the category.There are as many
categories as capsules. As in the study of Sabour et al. [9],
the dimensions of the digit caps layer capsules are set to 16D.

In most cases, CNN will use a pooling operation,this
is a simple and efficient way for aggregating information.
However, it is possible to lose considerable information. The
capsule network has abandoned the pooling operation, and it
performs a mapping between the digital capsule layer and the
primary caps layer, using a routing algorithm. The following
briefly introduces the process of the routing algorithm.

First, set a variable bij = 0, and then calculate it using

cij =
ebij∑
k

ebik
(6)

In the initial state, the coefficient cij is equal to 1
k , which

implies that the next capsule is the weighted sum of each
capsule in the previous layer, and the initial weight is 1

k . The
goal of the routing algorithm is to find the most appropriate
weight coefficient.

After coefficient cij is determined, then iterate once using
the following equations to obtain a new coefficient bij . At this
point, the routing process is complete. For details, refer to the
original article [9].

sj =
∑
i

cijWijui (7)

bij = bij+Wijui ·
∥sj∥2

1 + ∥sj∥2
sj
∥sj∥

(8)

where Wij is a fixed shared weight matrix. Generally, After
3 or 4 iterations, the capsule network can achieve the best
performance, and finally use the modulus length of the digital
capsule to express the probability. We applied basic capsule
networks of dynamic routing to text classification and obtained
better results than previous algorithms such as CNN.

IV. EXPERIMENT

To verify our proposed model, six common publicly avail-
able benchmark datasets were used. Experiments were also
conducted with ten benchmark algorithms. In these methods,
300-dimensional word vectors are used for preprocessing.

A. Datasets

To test our proposed model, in the experiments, we se-
lected six benchmark datasets: Movie Review [54], Multiple-
Perspective QA [55], Subjectivity Datasets [56], Stanford Sen-
timent Treebank 1 [57], Stanford Sentiment Treebank 2 [57],
TRECQA [58]. The statistics of the dataset are summarized
in Table I. Movie Review is abbreviated as MR, Multiple-
Perspective QA is abbreviated as QA, SUBJDA is abbreviated
as SU, Stanford Sentiment Treebank 1 is abbreviated as
S1, Stanford Sentiment Treebank 2 is abbreviated as S2 ,
TRECQA is abbreviated as TR.

TABLE I
SUMMARY STATISTICS FOR THE DATASETS

Dataset Class Length Size Vocabulary Test
MR 2 20 10662 18765 2132
QA 2 3 10604 6246 2120
SU 2 23 9999 21323 2000
S1 5 18 11855 17836 2210
S2 2 19 9613 16185 1821
TR 6 10 5891 9592 1178

In Table I, class indicates the number of target classes,
length represents the average sentence length, size indicates
the size of the dataset, vocabulary represents the vocabulary
contained in the dataset, and test is the size of the test dataset
that was set.

The following computer was used in the experiment:
3.2GHz i7-8700 CPU; 11G GPU; 32G memory; Operating
system is win10. The algorithm was implemented under Ten-
sorflow 1.10 framework. For training, we first preprocessed
from Word2vec using a word2vec vector to initialize the
embedding vector. Choose 10% of the data onto testing. The
batches of size 128. We used the Adam optimizer with an
initial learning rate of 0.0003. The dropout regularization are
0.2. In our proposed model, the convolution kernel size of both
convolutional layers was 3, and the number was 256.

B. Baselines

To verify the performance of the proposed algorithm, we
selected ten latest benchmark algorithms for comparison
including:
CNN: This model uses a pooling operation and a convolution
operation to learn local features from the samples and finally
get the output. It is the first deep neural network model used
for text classification [7].
LSTM: LSTM is a RNN that acquires long-term and short-
term text sequence information to improve text classification
accuracy [59].
RCNN: A model that combines CNN and RNN. By using
convolutional layers to extract features, the maximum pool
layer is used to automatically determine which words play a
key role in text classification to capture key information in
the text [26].
RNN: By using a recursive structure, it is specific to
multitasking,it can get the contextual information on the text
[8].
HAN: A model based on attention mechanism not only
improves the interpretability of the model, but also improves
the accuracy of text classification [29].
BLSTM: Apply the obtained 2D maximum merge operation
to improve the accuracy of text classification [60].
ULMFiT: General language fine-tuning model, it has very
good performance in text classification tasks [33].
DR-AGG: It is the basic version of the capsule network used
in text classification [10].
Capsule: Available in two different types of matrix capsule



networks for text classification [11].
USE: The full use of sentence vector representation of general
encoder can improve the accuracy of text classification [61].

C. Overall Performance

The evaluation metric was classification accuracy. The over-
all accuracy of the proposed and benchmark algorithms on six
datasets is listed in Table II.

Our proposed method shows that the best performance were
achieved on all five datasets, and the S2 and TR also showed
almost optimal results. In Table II, bold red indicates the result
of the first place, and black bold and underlined indicates the
result of the second place.

TABLE II
EXPERIMENTAL RESULTS

Method MR QA SU S1 S2 TR
CNN 81 89.1 93 42.3 86.8 92.8

LSTM 76.3 87.7 82.6 43.2 79.9 89.3
RCNN 81 88.3 90.3 44.1 82.9 90.7
RNN 80.6 88.6 89.4 43.8 80.6 90.8
HAN 77.1 87.4 89.1 47.2 83.5 87.1

BLSTM 82.3 89.1 94 50.4 89.5 96.1
ULMFiT 82.1 88.9 93.2 50.3 89.3 95.8
DR-AGG 82.4 88.9 93.1 50.5 87.6 92.4
Capsule 81.3 89.2 93.3 50.1 86.4 91.8

USE 81.5 86.8 93.3 50.3 87.2 97.4
LCaps (ours) 83 89.2 93.8 50.2 88.7 96.1

TriCaps (ours) 83.1 90.3 94.2 50.6 89.3 96.2

Among them, LCaps is our benchmark capsule network,
which includes a GRU layer for extracting context information
and two convolutional layers. It is superior to the traditional
CNN algorithm on six datasets. However, LCaps did not
consider global features, did not learn global class difference
information, and failed to achieve the best performance. The
TriCaps model, which considers global features, has better
experimental results of six datasets than LCaps. It can be seen
that the acquisition of global features can improve the clas-
sification performance. The TriCaps model, which combines
global and local features, achieves the optimal result of all
four datasets.

For the MR dataset, each review divided into two categories.
On the MR dataset, the LCaps algorithm achieved results that
exceed some of the benchmark algorithms. This may because
the added GRU unit extracted the context information, which
is helpful for improving classification accuracy. On such movie
review datasets, models with recurrent structure perform well.
For example, BLSTM can achieve accuracy of 82.3%. The
TriCaps models consider global features have improved the
basic performance of the LCaps model to a certain extent.

The two datasets of QA and SU are also two-category
datasets. The QA dataset uses opinion tendency as a clas-
sification task, including positive and negative categories. SU
is a subjective dataset, which is divided into two categories
according to whether the sentence is subjective or objective.
LCaps is comparable to the benchmark algorithm for these two

datasets, while TriCaps models with global features are better
than the benchmark algorithm. The maximum sample length
of the SU dataset is 121, and most samples are relatively long.
This helps to obtain better global features, so for this dataset,
the TriCaps model that combines local and global features
performs best.

S1 is a movie review dataset; S2 is based on S1, which
removes neutral reviews and divides reviews of two categories,
positive and negative. For both types of datasets, BLSTM and
ULMFiT have shown very good results, especially for the S2
dataset, where the classification accuracy of BLSTM reached
89.5%. For the S1 dataset, TriCaps achieved the best results,
and for the S2 dataset, TriCaps achieved the second-best result.

TR is a problem dataset, which is used to classify problems
that are divided into six categories. The USE model obtained
the best results, and the accuracy of classification was 97.4%,
primarily because it used Google’s corpus to learn the global
sentence embedding representation, making it more capable
of classifying sentences. In addition, the TR dataset divides
questions on six types. Many words often appear in the sample,
such as “how”,“what”,“when”; Thus, they may interfere with
other global characteristics, leading to the outcome of the
second place TriCaps.

In the above experimental analysis, TriCaps outperforms
the benchmark algorithm on four datasets. On some datasets,
it performs best result of some datasets. Although TriCaps
algorithm may still have shortcomings. But TriCaps achieved
the best results of all four datasets.

D. Impact of Training Size
In terms of accuracy of text classification, our proposed

method has certain advantages compared with the latest meth-
ods, but it requires further experimental verification to deter-
mine the reliability and stability of the algorithm. Therefore,
we designed an experiment to investigate the stability of
our proposed method using a small sample. We performed
experiments on training sets of different scales to test the
stability and reliability of the proposed model and benchmark
algorithm.
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Fig. 4. Performance of different Text Classification methods with different
training size using MR

We selected data x% as the training set, and the remain-
ing data (1− x)% as the test set. The x% value range is
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(40, 50, 60, 70, 80, 90)%. Accordingly, the value range of the
test set was (60, 50, 40, 30, 20, 10)%. The experimental results
of the stability test for six datasets including MR,QA,SU and
S1 are shown in Figure 4 to 7.

From Figure 4 to 7, it can be seen that our experimental
results on four datasets show that our model is better than
other benchmark algorithms for different training set sizes,
and the overall average classification accuracy is higher than
approximately 1% of the benchmark algorithm. The selection
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Fig. 7. Performance of different Text Classification methods with different
training size using S1

of the training set ranges from 40% to 90%, and as the size
of the training set increases, our model shows steady growth.
When the size of the training set is 90%, our model achieves
the best performance. These results show that our proposed
model is not only better than other benchmark algorithms, but
also very stable for different training set sizes. These results
shows that our proposed model is reliable and stable.

V. CONCLUSION

In this paper, first, with the addition of the basic GRU
unit, a basic capsule network is proposed to text classification,
and the results are better than those of the CNN algorithm.
Based on this, three capsule networks that share parameters are
spatially combined to form a triplet network structure. Through
two-stage training, global features of different samples are
learned. The proposed model has excellent performance in
the four datasets, indicating that global feature acquisition
can improve the classification performance of the model to
a certain extent. To the best of our knowledge, this is the
first study to apply triplet loss to text classification. Through
comparative learning, the neural network learned the global
semantic differences between different categories. The pre-
vious methods only considered local feature information. In
contrast, our method further improved the performance of the
algorithm by comprehensively considering local and global
features. The experimental results show that the proposed
method considerably improves the classification accuracy of
the model.
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