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Abstract—A more intelligent chatbot should be able to express
emotion, in addition to providing informative responses. Despite
much works in designing neural dialogue generation systems in
recent years, few studies consider both emotion to be expressed
and topic relevance in the generation process. To address this
problem, we present a Topic-aware Emotional Response Gen-
eration (TERG) model, which can not only exactly generate
desired emotional response but perform well in topic relevance.
Specifically, TERG equips an encoder-decoder structure with an
emotion aware module to control the emotional sentence gener-
ation and a topic aware module to enhance topic relevance. We
evaluate our model on a large real-world dataset of conversations
from social media. Experimental results show that our model
obtains a significant improvement against several strong baseline
methods on both automatic and human evaluation.

Index Terms—dialogue generation, emotion, topic aware com-
monsense, latent variable, Seq2Seq, CVAE

I. INTRODUCTION

With the availability of large-scale dialogue corpus, there
is a boom in research on open-domain chit-chat dialogue
systems. Emotion expression is an important inherent attribute
in the dialogue system. In recent years, some research is about
how to supply chatbots with an emotion expression ability.
The studies [1], [2] have proved that the emotional chatbot
can significantly improve the user satisfaction and enrich the
human-computer interactions.

Early related studies [3]–[5] are either rule-based, retrieval-
based, or limited to small-scale data that can hardly express
complex, various emotions and difficult to scale well to large
datasets. Most recently, sequence to sequence (Seq2Seq) with
attention [6] represents a good neural network framework for
dialogue generation. Zhou et al. [7] proposed an emotional
chatting machine (ECM) based Seq2Seq that is able to gen-
erate a specific emotional response. Immediately after this
work, Asghar et al. [8] constructed an emotional dialogue
system by adding affective word embeddings, the affective
object function and diverse beam search algorithms.

Although current emotional generative conversation models
have achieved promising results, they still suffer from the
following issues. First, these models tend to generate trivial
or universally relevant responses with little meaning like ”
Haha”, ” I love you ”, ”I hate you” due to the addition of
emotional factor. Second, they tend to ignore topic relevance
in generating emotional responses. As widely acknowledge,

Fig. 1. The comparison of generated responses and real responses. Emotion-
related words are in red, keywords in blue and others are ordinary words.

the conversations between humans are usually limited to a
particular topic during a period of time. What’s more, we use
the efficient unsupervised topic model BTM [9] to analyse
the topic relevance of real-word conversations much higher
than the generated ones, more details in Section V.D. As
shown in Figure 1, we can intuitively found the importance
of topic relevance in an emotional dialogue system. Given a
message about basketball, the natural responses should also be
basketball related, but the responses from existing generative
models are rarely related to basketball.

To comprehensively consider emotion and topic factors in
response generation, we present a Topic-aware Emotional Re-
sponse Generation (TERG) model. In the following, we refer
to the architecture with the abbreviation TERG. Our model
equips an encoder-decoder structure with an Emotion-Aware
module (EA) to control the emotional sentence generation and
a Topic Commonsense-Aware module (TCA) to enhance topic
relevance. In EA module, we use a learnable latent variable
to learn the semantic information of the specific emotion
response and three kinds of word distribution: emotion-related
words, keywords and ordinary words. In decoding, the latent
variable and emotion label embedding are fed into each
decoder unit and the word type distribution obtained by the
latent variable will be used to explicit modulate the generation
distribution of the entire vocabulary. In addition, we introduce
the TCA module to enrich the dialogue topic relevance, which
can obtain external topic commonsense and then integrated
into generation process in the form of attention fusion.
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Automatic and human evaluations demonstrate that our
model improves both the topic relevance and emotion expres-
sion precision, compared to strong baselines.

II. RELATED WORK & BACKGROUND

Neural response generation models are built upon the
encoder-decoder framework [6]. The research of generation
emotional response is an important step for building a more
intelligent chatbot. Zhou et al. [7] proposed an emotional
chat machine (ECM) utilizing emotion category embeddings,
internal emotion states, and external emotion vocabulary. ECM
only performs better in several specific emotion categories in
which there are sufficient training data. Immediately after this
work, Asghar et al. [8] used an affective dictionary to add
three dimensions for each word embedding for constructing
the affective word embeddings. And they also proposed an
affective object function and an affective diverse beam search
algorithm to generate proper emotional response. Some people
use multi-task learning for building emotional conversation
[10], but the model is so rude that the experiment is not
good. Song et al. [11] proposed an emotional dialogue system
(EmoDS) that is able to put a specific emotion into responses
explicitly or implicitly. Ekman et al. [12] proposed the emotion
classification method whose author is one of the earliest
emotion theorists. According to their theory, there are six basic
emotions: anger, disgust, fear, joy, sadness and surprise. In our
work, we made a slight adjustment to this classification metrics
according to the existing corpus.

In our model, we harness a latent variable in the Conditional
Variational Autoencoder (CVAE) [13] framework to project
different emotional responses into a latent space. CVAE based
model is developed from VAE by introduce additional con-
dition. More specifically, CVAE characterizes the conditional
generation problem using three random variables: message X ,
target response Y and latent variable z, which is used for
modelling the latent distribution of semantic over responses
given a message. The generative objective function can be
expressed as P (Y, z|X) = P (z|X)P (Y |X, z). Assuming the
given message X as the condition, the prior distribution of
latent variable z can be determined as pθ(z|X). Each response
Y can sample a latent variable from this prior distribution
pθ(z|X), then Y can be generated by the decoder pθ(Y |X, z).
In inference stage, the training data X and Y are used to get
posterior distribution qφ(z|X,Y ) , shown as Figure 2. Then
the model adjusts parameters of pθ(z|X) by minimize the KL
divergence between qφ(z|X,Y ) and pθ(z|X).

Meanwhile, we employed an unsupervised topic model to
construct topic-aware commonsense, namely BTM [9], which
is an efficient topic model specifically for short documents.
Prior studies on responses generation only focused on one
inherent attribute while our work generates specific emotion
response but also can perform well in topic relevance. The
introduce of external topic-aware commonsense can lead our
model to associate external topic related words for the mes-
sage. For example, there is a message: ”I like playing basket-
ball”. Our model can associate many topic-related words such

Fig. 2. A simple directed graph is used to illustrate the inference and
generation process of CVAE. Dashed lines represent the inference of z. Solid
lines represent the generation process.

as, ’NBA’, ’Kobe’, ’referee’, ’dribble’, ’coach’ etc. Besides, we
fine-tune the BERT [14] model for training the classifiers to
evaluate model performance. The BERT is a new method of
pre-training language representations which obtains state-of-
the-art results on a wide array of Natural Language Processing
(NLP) tasks. Thus, the experimental evaluation results are
credible.

III. OUR TERG MODEL

A. Task Definition and Model Overview

Our problem is formulated as follows: given a message
X = x1, x2, ..., xn and a specified emotion label el, the goal
is to generate a response Y = y1, y2, ..., ym that not only
match the emotion category el but also is topic-related with the
message. Essentially, the generation model aim to maximize
the generation probability of Y conditioned on X and el.

P (Y |z,X, el, v) =
m∏
t=1

p(yt|y<t, z,X, el, v) (1)

where the variable v is denoted as topic commonsense related
to the message X .

The model architecture of our Topic-aware Emotional Re-
sponse Generation model (TERG) is presented in Figure 3.
In the encoding stage, encoder transforms the message and
response(which solely used in the training process) into hidden
representations. The Q and P nets are two networks to draw la-
tent variable samples during training and test respectively [15].
The implementation principle of Q(P) networks adopted from
the CVAE framework [13]. The latent variable z also captures
specific emotional information by an Emotion Supervisor.
To improve the topic relevance of generated responses, we
propose to use the TCA module, which obtained external topic
commonsense and then integrated into generation through the
form of attention fusion. In decoding, the latent variable, the
fused attention and emotion label are used as input features
to update the decoder hidden state. Additionally, we introduce
a word type selector to explicitly affect word distribution by
obtaining word type distribution in each decoding position.

B. Encoder

We adopt the bidirectional gated recurrent unit (GRU) [16]
as the encoder to transform a message and a response X =
x1, x2, ..., xn, Y = y1, y2, ..., ym into their respectively vector



Fig. 3. The architecture of TERG which consists of four parts: Encoder,
Emotion-aware (EA) module, Topic commonsense-aware (TCA) module and
Topic-aware Emotion (TE) Decoder. The model graph is the t-th step state
in decoding stage, where hX is all hidden states in encoder, hn is final step
hidden state in Bi-GRU encoder. Besides, the response encoder only exists
during the training process.

representation. Formally, the hidden states of the encoder can
be computed as follows:

−→
ht = GRUf

(
x̃t,
−−→
ht−1

)
;
←−
ht = GRUb

(
x̃t,
←−−
ht+1

)
(2)

where x̃t is the embedding of word xt. In this paper, we rep-
resent lower case letters with wavy lines as words embedding.−→
ht and

←−
ht are the j-th hidden states of forward and backward

GRU respectively. The hidden ht is the concatenation of the
two hidden states, denoted as ht = [

−→
ht ,
←−
ht ]. The response

encoder is similar to the message encoder. Significantly, the
response encoder is only used in training.

C. Topic Commonsense-Aware Module

The human’s conversations are usually under a particular
topic during a period of time. After receiving a message,
the topic commonsense is essential for continuing the con-
versation. In this paper, the topic commonsense is a set of
topic words. We dynamically construct a specific topic-related
lexicon for each message. Specifically, we employ the bi-term
topic model (BTM) [9] (an efficient topic model specifically
for short texts) to obtain topic-related words. BTM models
the generation procedure of bi-terms in a short text collection,
evolving from the LDA model. Here we omit the exhaustive
background description of BTM because the topic model is
not the main point of this paper. The procedure of topic words
selection is as follows. Firstly, the BTM will assign the most
related topic RT for the current message. Then we will pick

the top N topic words with the highest probability under topic
RT . Besides, in consideration of the noise of the topic model,
we also apply keyword extraction algorithms like TextRank
and named entity recognition (NER) tools to obtain keywords
of the message as a part of topic words set. Finally, we obtain
the topic words set: T = t1, t2, ..., tl

The TCA module includes multi-attention and the fusion of
multi-attention. Following [17], multi-attention is the concate-
nation of context attention and topic attention. The calculation
of context and topic attention can refer to Equation 3-5.

Ct =

n∑
j=1

αtjhj ;TCt =

l∑
j=1

βtj t̃j (3)

where αtj measures the semantic relevance between state st−1

and hidden state hj , βtj denotes the weight between hidden
state st−1 and the j-th topic word in T , which are given by:

αtj =
exp(etj)∑n
k=1 exp(etk)

; etj = η(st−1, hj) (4)

βtj =
exp(wtj)∑N
k=1 exp(wtk)

;wtj = g(st−1, h
n, t̃j); (5)

where η and g are deep neural networks such as multiple
layer perceptions (MLPs). In order to extract the most relevant
feature of the external topic words lexicon, we use the previous
hidden state st−1 of the decoder, the last message encoder
hidden state hn, and the embedding of j-th topic word as the
input of g to get the weight score.

The fusion of multi-attention makes the topic commonsense
to be more naturally integrated into the generation process. The
concatenation ([Ct;TCt]) between context attention and topic
attention is input into another deep neural network g∗ to get
the final attention Mt.

Mt = g∗(Ct;TCt) (6)

where Ct ∈ R1×d, TCt ∈ R1×d, and the final attention
Mt ∈ R1×d. Through such a fusion mechanism, the module
can weaken the noise effect of topic words that are irrelevant
to the message in generation and can seamlessly plug proper
topic words into the generated texts at the right time steps.

D. Emotion-Aware Module

The emotion-aware module consists of Q(P) networks and
an emotion supervisor. Following [15], we use two networks
to draw latent variable samples during training and test respec-
tively [15]. The implementation principle adopted from CVAE
[13] framework.

a) Q(P) Networks: According to the theory of CVAE,
we should have sampled the latent variable from the true
posterior distribution P (z|Y,X), but the posterior distribution
is intractable. Therefore, we input the messages [X...] and
responses [Y...] into the Q network to get an approximate pos-
terior distribution qφ(z|Y,X) during training process. Besides,
we input the z into an emotional supervisor to predict the
emotion label of response. After the training of large samples,



the latent variable z can map different kinds of emotional
responses into different regions in a latent space.

In specific practice, we assume that latent variable z follows
the Gaussian distribution whose covariance matrix is diagonal.
During training, we construct the Q network to output the
pivotal parameter µ and σ2 of the approximate posterior
distribution qφ(z|Y,X) and then sample latent variable z. The
Q network is a multiple layer perception (MLP):

MLPqφ([Y ;X]) =⇒ [µ;σ2]; qφ(z|Y,X) ∼ N (z;µ,σ2I)
(7)

However, during prediction process, there is no encoding
feature of the response Y . Therefore, we adopt another MLP,
namely P network, to approximate the true prior distribution,
which is implemented in the same way:

MLPpθ (X) =⇒ [µ
′
;σ

′2]; pθ(z|X) ∼ N (µ
′
, σ

′2I) (8)

Our model is trained to minimize the KL divergence be-
tween the prior and posterior distribution so that our model
can approximate the posterior distribution accurately using
the prior distribution. The lower KL loss, the closer distance
between the two distributions, which is defined as :

Dkl = KL[qφ(z|Y,X)||pθ(z|X)]

=

Nz∑
i=1

qφ(z = zi|X,Y ) log
qφ(z = zi|X,Y )

pθ(z = zi|X)

where Nz is the dimension of latent variable z, θ and φ denote
the model parameters. Then, during the inference process, the
model samples a latent variable z merely based on the prior
distribution.

b) Emotion Supervisor: Furthermore, there is an emotion
supervisor that guides the latent variable to encode emotional
information in the response with emotion label. Following
[15], the supervisor takes z as input and then predicts the
emotion label:

P (el|z) = softmax(We ∗ f(z)); f(z) = tanh(Mz + b) (9)

where el is the emotion label, latent variable z is a k
dimensional vector, M ∈ Rd×k, We ∈ Rc×d is the trainable
transformation matrix and b ∈ Rd×1, c is the number of emo-
tion categories. The loss function of the Emotion Supervisor
is defined as:

losses = −
c∑
e=1

pe ∗ log(P (el|z)) (10)

where pe is a one hot vector of emotion label.

E. Topic-aware Emotional Decoder

The topic-aware emotional decoder differs from the vanilla
decoder in that it takes in topic and emotion feature in
decoding. In this work, we utilize a one-layer uni-directional
GRU as decoder. For each time step, the output token of
previous time step ỹt−1 , the latent variable z, emotion label
el and the output of TCA module Mt are passed through the
GRU to update its hidden state of current time step st:

st = GRU(Mt, el, ỹt−1, z, st−1) (11)

We divide the words in the vocabulary into three types.
The keywords are crucial for expressing core meaning. The
emotional words have strong emotional polarity. And the
ordinary words play a role which connects the emotion and
content words to make a natural and grammatical sentence.
Following [15], we use the latent variable z and the hidden
state st to estimate the distribution over word types at each
decoding step which is used to explicitly control the emotional
sentence generation. The formula is as follows:

ρe,k,o = softmax(Weko ∗ tanh(Wsz[st; z] + bsz)) (12)

where ρe,k,o ∈ R3, it can also be viewed as weights of choos-
ing different types. We define the final generation probability
as follows:

yt ∼ P (yt) =

 ρe ∗ Pet (yt = we)
ρk ∗ Pkt(yt = wk)
ρo ∗ Pot(yt = wo)

 (13)

where Pet, Pkt and Pot are defined as the probabilities
of selecting emotional words, keywords and ordinary words
respectively. The probabilities of choosing words in different
types are defined as:

P (yet) = softmax(We ∗ [st; z; el]) (14)
P (ykt) = softmax(Wk ∗ [st;Mt]) (15)
P (yot) = softmax(Wo ∗ st) (16)

As for the probability of emotion words, P (yet) depends on
the hidden state st, the latent variable z and emotion label el.
After considering these factors comprehensively, the decoder
can generate proper emotional words related to the specific
emotion label. The probability P (ykt) of selecting a keyword
depends on hidden state st and the output of TCA module
Mt. For the probability P (yot), we just consider the hidden
state. The generation loss is based on cross-entropy:

lossg = −
m∑
t=1

log (P (yt|y<t, z,X, el)) (17)

The overall training object function include three parts: KL
divergence term Dkl, classification loss of the Emotion Su-
pervisor losses and generation loss of decoder lossg shown
as:

loss = losses + lossg + α ∗Dkl (18)

where α is set to gradually increase from 0 to 1. Following
the KL cost annealing [18], we add a variable weight α to the
KL loss term in the loss function at training time, which can
mitigate the issue of vanishing latent variables.



IV. EXPERIMENTS

A. Datasets

We used the Chinese dialogue dataset which contains
1,120,838 message-response pairs from Weibo1. But the
dataset has no emotion labels. Thus, following [7], we built
an emotion classifier to automatically annotate the emotion
label for the dialogue corpus. To train the emotion classifier,
we collected corpus form NLPCC2013 2 and NLPCC2014 3,
filtered and then reserved 23,105 sentences with the manually
emotion label. There are six emotion categories, including
happy, disgust, sad, angry, and null, where the null label means
that there is no any emotional polarity. We divided the NLPCC
dataset into training, validation, and test set in a ratio of 8:
1: 1. We trained three classifiers including: Bi-LSTM [19],
Self-attention [20] and BERT-based [14]. The test results are
shown on Table I.

TABLE I
ACCURACY OF EMOTION CLASSIFIERS.

.

Model Accuracy
Bi-LSTM 0.616

Self-attention 0.662
BERT-based 0.739

Finally, we adopted the BERT-based classifier to annotate
the emotion label for responses. The basic statistics and
distributions of the dialogue dataset is shown in Table II.

TABLE II
THE STATISTICS OF DATASET

Type The number of sen-
tence pairs

The emotion distribution

Training 1,097,010 like:14.07% ; null:23.26%;
Validation 11,194 sad:11.23% ; disgust:18.50%
Test 11,194 happy:24.56% ; angry:8.37%

B. Experiment Setting

We use single layer GRU with 256 cells as the encoder
and decoder. We apply an existing word vectors file4 to
construct the topic words embedding table and the initial
embedding of words. The vocabulary size is 40,000 and the
batch size was set to 128. In the entire vocabulary, there are
5768 emotional words, 10,000 keywords, and 24,232 ordinary
words. We collected the emotional words based on the the
existing emotional dictionary5. The keywords were obtained
from the dialogue corpus by the tool of keyword extraction
such as TextRank. We adopted the Stochastic Gradient Descent
algorithm to optimize our model and we set the learning rate to
0.1. The dimension of the latent variable z is 128. In addition,
the code of BTM is available at this website6. We collected

1https://weibo.com/ (A Chinese social platform )
2http://tcci.ccf.org.cn/conference/2013/
3http://tcci.ccf.org.cn/conference/2014/
4https://github.com/Embedding/Chinese-Word-Vectors
5https://github.com/ZaneMuir/DLUT-Emotionontology
6https://github.com/xiaohuiyan/BTM

1,000,000 message-response pairs from STC dataset [21] as
the corpus to train the topic model. Each message-response
pair is regarded as a short document. We run Gibbs sampling
with 1,000 iterations to ensure that the BTM can reach a state
of convergence and set the parameters of the topic number
K = 81, hyperparameters α = 0.05, β = 0.01.

C. Baselines

We regarded the following modules as baselines which were
implemented with the settings provided in the original papers
and the same dataset with our model.

• Seq2Seq [6]: This model is a standard dialogue gener-
ation model that evolved from Neural Machine Trans-
lation. The Seq2Seq learning framework with recurrent
neural networks (RNNs) has been successfully used to
build chatbots.

• ECM [7]: It’s the first work that proposes to address
the emotion factor in large-scale conversation generation.
This model has three emotion mechanisms: Emotion em-
bedding, Internal Memory, External Memory. The code
has been released by [7].

• ERG: We also build an Emotion Response Generation
model without the topic commonsense aware module. We
can better analyse TCA module’s importance for topic
relevance from the experimental results.

V. EVALUATION

A. Automatic Evaluation:

The following metrics are used to automatically evaluate
the generated responses and model performance: The BLEU
score is used to approximate the overlap between generated
responses and target responses. We adopt the perplexity
[22] to evaluate whether the generated responses are fluent
and grammatical. Three embedding-based metrics including
average, greedy and extrema [23] which are used to evaluate
the semantic similarity between the generated responses and
the targets. Besides these generic metrics, we got the emotion
accuracy of generated responses with the help of the BERT-
based emotion classifier. The emotion accuracy is calculated
as follows:

acce =
nm
na

; (19)

where nm is the matched number of predicted emotion labels
and expected labels, na is the total number of test samples.

In terms of topic relevance, we trained a classifier that
judges whether two sentences are topic related. We collected
another one million message-response pairs from Weibo. The
original message-response pairs were annotated positive sam-
ples and mismatched dialogue pairs were regarded as negative
samples. We train the classifier by fine-tuning the BERT [14]
model. The accuracy of the topic relevance classifier is 0.89.
Then the topic classifier is used to determine whether it is
topic-related between the message and generated response.
The formula of topic relevance score is shown as :

trscore =
np
na

; (20)



TABLE III
RESULTS OF THE AUTOMATIC EVALUATION

BLEU Fluency Relevance Emotion Topic
Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 perplexity Emb Average Exterma Greedy emotion acc topic relevance

Seq2Seq 0.0893 0.0206 0.0035 0.00169 83.89 0.531 0.360 0.396 - 0.2713
ECM 0.0912 0.0196 0.0040 0.00189 75.58 0.711 0.470 0.580 0.6511 0.3611
ERG 0.0937 0.0196 0.0061 0.00246 65.84 0.733 0.485 0.598 0.7210 0.4857

TERG 0.0999 0.0234 0.0067 0.00320 63.95 0.786 0.588 0.638 0.7109 0.6083

where np represents the number of positive labels predicted
by the topic classifier, na is the total number of test samples.

B. Human Evaluation

We recruited six volunteers who are well-educated native
speakers of Chinese to score the test results of our TERG and
baselines. We randomly sampled 200 messages and generated
responses in the test set. Following [24], we designed two
evaluation strategies. Pointwise evaluation: Three volunteers
rated the generated responses from the perspective of fluency,
topic relevance and emotion expression accuracy. A graded
assessment scale was used to score the generated responses,
where 0=very terrible, 1= bad, 2=borderline, 3=not bad, 4=
good, 5=surprised. Pairwise evaluation: The remained three
volunteers evaluated whether the responses generated by our
model are better than the baselines, where 1=better, 0=equal,
-1=worse. If they could not understand both replies, they were
asked to choose ”equal”. The source of generated responses is
blind for volunteers and the final scores are average scores.
By this way, we can comprehensively evaluate the results
generated by different models.

C. Evaluation Results and Analysis

Our model shows substantial improvements against base-
line methods in terms of perplexity, bleu score and manual
evaluation. Table III report evaluation results on automatic
metrics. The lower perplexity indicates that our model has the
ability to generate more fluency responses and the bleu score
of our model is much higher than the ECM and Seq2Seq,
which indicates responses generated by our model are closer to
the ground truth. Since dialogue generation is an open-ended
problem, scores in the tasks are typically much lower than
those observed in machine translation. In terms of semantic
and topic relevance, our model yielded a significant perfor-
mance boost. As we can see, after removing the TCA module,
the topic relevance score decreased significantly. The results
verify that introduction of TCA model is particularly useful
in generation topic-related responses. In addition, the emotion
accuracy of ERG is a little higher than the TERG. The reason
of the slightly lowness on the emotion accuracy may be that
the addition of our external topic commonsense. So the model
is slightly biased towards the capture of topic information.
From the overall results, the TERG model is better than the
ERG.

Human evaluation results are shown in Table IV and V.
The pointwise evaluation results show the TERG model yields

the best score in all metrics. Agreements to measure inter-
rater consistency among three annotators were calculated with
the Fleiss’s kappa [25]. The Fleiss’s kappa for fluency, topic
relevance and emotion accuracy is respectively 0.46,0.41,0.49,
showing moderate annotator agreement. In the pairwise anno-
tation protocol, the scores larger than 0 indicates our model
outperforms its competitors.

TABLE IV
THE POINTWISE HUMAN EVALUATION RESULTS

Model Fluency Topic relevance Emotion accuracy
Seq2Seq 2.8432 2.0522 -

ECM 2.6757 2.0943 2.5277
ERG 2.9772 2.3030 3.0025

TERG 3.1919 3.3863 3.0833

TABLE V
THE PAIRWISE HUMAN EVALUATION RESULTS

Model score
TERG vs Seq2Seq 0.5327

TERG vs ECM 0.4826
TERG vs ERG 0.2587

D. Topic Relevance Analysis

In this section, we will further analyze the topic relevance
between the real dialogue corpus and generated dialogues
using the unsupervised topic model BTM. Specifically, we
randomly selected 5,000 message-response pairs from the
test set and took the same messages as inputs to generate
the responses by baseline and our models. Then we adopted
a statistical algorithm which is shown in Algorithm 1 to
calculate the topic relevance score. From the line chart of
results in Figure 4, we can intuitively find that the topic
relevance of the real-life dialogue corpus is much higher than
the dialogue generated by the baseline models. And the scores
of our model are very close to or even higher than the scores
of real conversations. The reason why the score is higher
than the real dialogue ’s is that the corpus is collected from
Weibo rather than the real-word dialogue. Weibo users do not
always use standard grammar or spellings, and frequently use
colloquial language. Thus, it’s significant to introduce the topic
commonsense knowledge for a dialogue system. In this work,
the topic commonsense is in the form of a series of topic
words that are closely related to conversation. Some specific
examples of topic commonsense are shown in Figure 5.



Algorithm 1 Topic relevance score calculation
Given: Topic model T
Input: Test pairs

range n [1:15]
for each message-response pair do

T assign topic distribution for message and response
sort and select top n topics M for message
sort and select top n topics R for response
count=0
if M

⋂
R 6= ∅ then

count++;
score=count / size of test pairs
return score

Fig. 4. The column chart of dialogue’s topic relevance score .

E. Case Study

The presented test results’ examples in Figure 6 show that
our model can generate more informative responses which are
related to the given messages. In the first example, to generate
a response with ’like’ emotion, TERG no longer uses the word
‘like’, to our surprise, it uses the word ’darling’. Furthermore,
the generated responses by our model are all related to the
topic of eggs. In the second example, our dialogue system
can get the words ”monsters, Sailor Moon” in the generated
sentences which are related to the entity word ”Ultraman” due
to the addition of the TCA module.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have constructed a novel response gen-
eration model for chatbots by introducing the latent variable
and fusion of multi-attention. Our model shows substantial im-
provements against several baseline methods in both automatic
and manually evaluation. Our work has important implications
for the design of chatbots. An excellent chatbot should be able
to perceive, understand, and express different emotions like a
human. It is a crucial step to generate emotional responses
in the process. The purpose of chatbots is to have more
rounds of conversations with their users and to accomplish
some ambiguous goals, such as: filling the user’s boring time,
emotional companionship, and encouraging users. It’s a useful

Fig. 5. Examples of message & topic commonsense

step to introducing external topic common sense in response
generation.

Although our dialogue system performs well in the many
evaluation metrics, there are still some problems to solve in
the future. The dialogue system was trained on the corpus
from the Weibo platform. There is a lot of noise data in
the conversational corpus, which leads to the weak logical
relationship between the generated responses and messages. In
the future, we will explore how to enhance the logical associa-
tion among the conversations. How to model the emotion and
topic attributes to capture their transformations in the multiple
rounds dialogue system.
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