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Abstract—Headline generation is a special summarization
generation task and the difficulty lies in requiring the gen-
erated headline to be concise, fluent and informative. Lim-
ited by the ability of commonly used encoder and decoder
modules to capture long-term dependencies in seq2seq tasks,
previous work rarely researched headline generation by end-
to-end methods. However, the recent success of Transformer
model and its subsequent improved versions demonstrate their
remarkable performance on seq2seq tasks, which provide us with
a feasible solution. In this paper, we propose a novel model
Transformer(XL)-CC to generate headline from the perspective
of understanding the whole text, the segment-level recurrence
mechanism and relative positional encoding make our model
learn ultra-long-term dependencies. In addition, we combine
the copy and coverage mechanisms to generate more readable
titles. Experimental results on the NYT and Chinese LSCC news
datasets also confirm that our method significantly achieves better
performance on the headline generation task.

Index Terms—Headline generation, seq2seq tasks, end-to-end,
Transformer(XL)-CC, NYT, LSCC news

I. INTRODUCTION

Text summarization is an important task in Natural Lan-
guage Processing. It can effectively solve the problem of
information overflow and information overload. However,
summarization of the whole document in many cases does
not meet our needs, we desire a more compact summary task
specialized to headline generation [1]. For example, in mobile
news client scenarios [2], users often only decide whether the
news meets his preferences based on the content of the short
title in the push message, and then decide whether to read or
not, which directly affects the reading quantity of the news in
the mobile news client. In addition, there are many application
scenarios and potential applications for headline generation,
such as machine writing, text compression, etc.

The abstract system can be roughly categorized into two
types of models, one is the extractive model, and the other
is the abstractive model [3]. The extractive model cuts out
important segments from the original text and reassembles
them into a coherent paragraph, which is the final summa-
rization. The abstractive model is a generalization of the
document which exploit key words, events or phrases to form
a piece of text as result, some words of the summarization are
not necessarily presented in the original document. Because
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the fatal restriction of the extractive model is the lack of
text comprehension, some important information may be lost
in the generated abstract and the text may not be fully
generalized, or the information may be redundant when the
abstract is constructed by keywords. Therefore, abstractive
model has natural advantages similar to human activities and
is more favored by scholars. With the development of natural
language generation technology in recent years, the potential
of abstractive model is gradually being fully unleashed, the
summarization task has risen to a heyday of research. There is
no doubt that our headline generation task also adopts the more
reasonable abstractive model. The difficulty of the headline
generation task is not only to generate sentences that can cover
the key information of the entire document, but also a higher
requirement is to make the generated sentences short, fluent,
and novel.

As the Seq2Seq model [4] achieves significant results in
machine translation and text generation, the attention model
that is subsequently proposed pushed Seq2Seq to the peak.
However, the huge success of the Transformer model [5]
subsequently provides us with an effective method that only
relies on the self-attention mechanism to achieve amazing
results on the sequence to sequence task. Reference [6] applies
the Encoder-Decoder model to headline generation where the
lead sentences are fed to the encoder as input, his approach
assumes that the main information of the news articles is
mostly the lead sentences, and ignores those cases where the
lead sentences do not overlap the main purpose of the news.
To solve such a problem, [7] comes up with a coarse-to-fine
approach which well avoids the problem of limited long-term
dependencies learned by the Seq2Seq model, they propose a
sum-hieratt model which first utilize several statistical sum-
marization approaches to obtain summary sentences instead of
full text as input to the encoder, and then combine hierarchical
attention to decode. It is not an end-to-end method, and
requires additional summarization generation tools, the final
quality of headline generation also depends on the summa-
rization generation method. Our research aims to make further
improvements based on reference [7] and proposes a nearly
end-to-end approach to achieve automatic headline generation
task based on understanding whole source document, and
solve the OOV (out of vocabulary) and generating duplicate
fragments problems.
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Our contributions of this paper are as followings: we present
a novel model Transformer(XL)-CC based on the Transformer-
XL architecture [8] and first combine the BPE (byte-pair en-
coding) method [9] to solve the headline generation task from
end to end. Our model learns longer dependencies than RNN
and Vanilla Transformer [10], and gets better results in both
long and short sequences. In addition, we adopt the CopyNet
[11] to solve the common OOV problem in summarization
generation task, and the coverage mechanism [12] to avoid
the problem of duplicate fragments in the generated headline
during inference stage. We conduct experiments on both the
New York Times news corpus and the Chinese LSCC news
corpus. Compared with various baselines, the experimental
results demonstrate that our model can significantly improve
the performance of the previous models on the headline
generation task.

In Sect.II, we introduce the related work of headline gen-
eration. In Sect.III, we explain the preliminaries about the
architecture and idea of Transformer model. In Sect.IV, we
describe our model framework and explain our approach.
We present the experimental results in Sect.V and finally we
conclude this paper in Sect.VI.

II. RELATED WORK

There have been numerous studies on the task of head-
line generation. The traditional methods usually utilize text
compression technology to produce the headline, or extract
important information such as keywords, phrases, concepts
and then make use of natural language generation techniques
to integrate them. Reference [1] proposes a statistical model
for content selection and surface realization, which is capable
of generating summaries shorter than sentences by building
so-called count-based noisy-channel model. Reference [13]
presents Hedge Trimmer system using linguistically-motivated
heuristics for sentence compression. In [14], they explore
whether the extracted key words and phrases are suitable
candidates for inclusion in final headline by Singular Value
Decomposition (SVD) algorithm. Reference [15] adopts novel
word features for keyword extraction by Wikipedia and then
employ keyword clustering to construct the target head-
line. Reference [16] applies methods of Noisy-OR Bayesian
network to their multi-sentence compression model named
HEADY based on the generalization of syntactic patterns.
Reference [17] proposes an event-driven model which extract
a set of structural events to identify a key event chain and fuse
them by a novel multi-sentence compression algorithm. These
methods are roughly first to extract the key information and
then synthesize the title.

In recent years, with the proposal of the Seq2Seq model and
the Transformer model centered on the attention mechanism,
the fully abstractive method based on these new models has
gradually surpassed the traditional extractive method. Refer-
ence [6] first adopts the neural encoder-decoder framework
combined with attention mechanism for sentence summariza-
tion. Reference [18] adds the position information of words

on the basis of using RNN as an encoder, which demon-
strates progressive improvement. Reference [7] considers that
lead sentences do not always conclude the entire document,
they propose a sum-hieratt model which adopts a coarse-to-
fine method, first utilizing several statistical summarization
approaches to obtain summary sentences instead of full text
as input fed to the encoder, and then combining hierarchical
attention to decode. Based on the work of [7], our paper
further proposes an end-to-end processing method to solve the
headline generation task. Reference [22] presents the encoder-
decoder model based on LSTM [19] which also simply takes
lead sentences as input to reformulate a headline, and it
is worth mentioning that they find that reversing the input
sentences usually produce better results.

Almost none of the methods mentioned above solve the
natural language generation task of headline generation from
an end-to-end perspective, so our research work is different
from them and quite meaningful.

III. PRELIMINARIES

In this section, we introduce the preliminaries about Trans-
former framework [5], which is the basis of the model adopted
by our headline generation approach. Although the traditional
RNN structure is quite prevalent in NLP processing tasks, it
remains two problems: (a) the circular network structure leads
to limited parallel computing and low computing efficiency;
(b) the long-term dependencies still cannot be well solved.
The most prominent features of Transformer are its excellent
parallel computing ability and the advantage to solve long-
term dependencies problem. It is essentially an attention
structure that can directly capture global information without
the procedure to gradually recurse like RNN.

A. Encoder of Transformer Framework
The Encoder module of the Transformer structure consists

of N = 6 identical layers, and each Layer consists of two
sublayers, namely multi-head self-attention mechanism and
fully connected feed-forward network. Each of these sublayers
has a residual connection and normalization, therefore the
output of the sub-layer can be expressed as:

sub layer output = LayerNorm(x+ (SubLayer(x))) (1)

These two sublayers are explained as follows.
1) Multi-head Self-attention: In the encoder module, each

input word is multiplied by three weight matrices after word
embedding to create the Query vector(Q), the Key vector(K)
and the Value vector(V), attention mechanism is simply ex-
pressed in the following form:

attention output = Attention(Q,K, V ) (2)

Multi-head attention is to project Q, K, V through h
different linear transformations, and finally stitch the different
attention results together, self-attention is to take the same Q,
K and V:

MultiHead(Q,K, V ) = Concat (head1, . . . , headh)W
O (3)

headi = Attention(QWQ
i ,KW

K
i , V W

V
i ) (4)



Where the projections are parameter matrices WQ
i ∈

Rdmodel×dk , WK
i ∈ Rdmodel×dk , and WV

i ∈ Rdmodel×dv .
In addition, the calculation of attention in Transformer

model adopts scaled dot-product which makes the gradient
more stable, dk is the number of dimensions of the Key vector:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (5)

2) Position-wise Feed-forward Networks: The second sub-
layer is a fully connected layer whose main function is
to provide non-linear transformations. The dimension of the
attention output is [bsz ∗ seq len, num heads ∗ head size]
and the reason for it is position-wise because the processed
attention output is the attention output of a certain position i.

B. Decoder Module

The structure of decoder module is similar to encoder, and
the decoder module is also composed of N = 6 identical
layers, but the layer here contains three sub-layers, including
a self-attention layer, an encoder-decoder attention layer and
a fully connected layer. The first two sub-layers are based
on a multi-head attention layer, one special point here is the
mask, which can ensure that the future information will not
be contacted when predicting the word of the i−th position
considering that the output during training stage is ground
truth. In addition, the input can be calculated in parallel during
the encoding process, but in the decoding process the output
is decoded one by one like RNN, because the input of the
previous position is treated as the attention query.

C. Positional Encoding

The Transformer model not only makes advancements in
the main encoder and decoder modules, but also in the data
preprocessing part. Transformer architecture abandons the tra-
ditional RNN structure whose most prominent advantage is the
representation of data in time steps. To achieve an alternative
for understanding the order of input words, the approach taken
by [5] is to add an additional positional encoding vector for
each input word after embedding. These vectors follow a
specific pattern learned by the model, which helps determine
the position of each word, or the distance between different
words in the sequence. Reference [5] uses sine and cosine
functions of different frequencies to construct the position
information:

PE(pos,2i) = sin(pos/100002i/dmodel) (6)

PE(pos,2i+1) = cos(pos/100002i/dmodel) (7)

Where pos is the position and i is the dimension, PE(pos+k)

can be represented as a linear function of PE(pos+k) for any
fixed offset k.

IV. PROPOSED METHOD

A. Overview

The purpose of this research is to propose a better solution
which aims to solve the natural language generation task of
headline generation from end to end. The headline generation

Fig. 1. The framework of our model for headline generation.

can be regarded as a special genre of abstract generation task
because the target of generation is a more concise, fluent and
informative sentence. Previous related studies are based on
Seq2Seq framework, LSTM [19], GRU [20] and their variant
units are often employed to model the text now that text is
usually a variable-length sequence. Limited by the learning
capability of the above neural network models, for document-
level sequence, the long-term dependencies captured by these
models are undoubtedly limited. Therefore, for the document
summarization task which requires document-level input, its
ultra-long-term dependencies keep a huge challenge.

Inspired by relative researches and considering that previous
studies almost avoid addressing the summarization task of
headline generation from the perspective of understanding
the entire news document, we propose an end-to-end method
that combines the Transformer-XL model which is capable of
learning ultra-long-term context dependencies for extracting
features from whole news at the document-level with byte-
pair encoding technique , and utilize the copy mechanism
commonly used when solving OOV problems to ensure the
fidelity of those substantive nouns and proper nouns. In
addition, the coverage mechanism is added to the model during
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Fig. 2. Process of standard Transformer model with a segment length 4.

inference stage to avoid the problem of generating duplicate
fragments.

B. Our Model Architecture

In this paper we propose a model Transformer(XL)-CC
inspired by [8], which attempts to improve the performence
on model design, in order to solve the problem of limited
long-term dependencies learning caused by fixed-length input
constraints of Transformer. Our proposed model for headline
generation is shown in Fig. 1. Inspired by the ideas of
Transformer-XL, we also introduce segment-level recurrence
mechanism in the traditional Transformer model to solve the
problem of context fragmentation for achieving ultra-long-
term dependencies, and employ the novel relative position
encoding proposed by [8] at the same time. We construct
N = 4 identical layers for both the encoder and decoder
module of the proposed model. Afterwards, considering that
some essential substantive nouns and proper nouns in news
articles are usually indispensable information for the headline,
we add copy mechanism on the top of our model paired
with coverage mechanism, where the coverage mechanism is
employed to avoid generating duplicate fragments.

1) Segment-level Recurrence Mechanism: Standard Trans-
former model fixes the length of input sequences, and there
is no connection between different sequences(segments), the
training and evaluation stages of standard Transformer are
shown in Fig. 2, the entire corpus is divided into shorter
segments of manageable size for training, ignoring all contex-
tual information from previous segments during training phase.
Therefore, the ability of such a Transformer model to capture
long-term dependencies is limited, and it causes the tricky
problem of context fragmentation. We divide the corpus into
segments of equal fixed length in advance, and each segment is
separately invested in computing self-attention during training

stage like [10], but the hidden state of each layer’s output is
stored in memory as an additional input when training the next
segment, which represents the previous context information, as
shown in Fig. 3. In this way the model can capture longer-term
dependencies.

Mathematically, suppose that the two adjacent segments are
sτ = [xτ,1, . . . , xτ,L] and sτ+1 = [xτ+1,1, . . . , xτ+1,L] where
L is the length of segment and the hidden state of sτ in the
n−th layer is hnτ ∈ RL×d, where d is the hidden dimension.
Then, the hidden state of the n−th layer for segment sτ+1 is
generated as follows:

h̃n−1τ+1 =
[
SG
(
hn−1τ

)
◦ hn−1τ+1

]
(8)

qnτ+1,k
n
τ+1,v

n
τ+1 = hn−1τ+1W

>
q , h̃

n−1
τ+1W

>
k , h̃

n−1
τ+1W

>
v (9)

hnτ+1 = Transformer-Layer
(
qnτ+1,k

n
τ+1,v

n
τ+1

)
(10)

Where the function SG(·) is the abbreviation of stop-gradient,
which determines whether to cut off gradient update, [hu ◦hv]
represents the concatenation of two hidden sequences along
the length dimension, and W. is the model parameters.
After the above adjustments, the critical differences from the
standard Transformer are that the key knτ+1 and value vnτ+1 are
conditioned on the extended context h̃n−1τ+1 and h̃n−1τ carries
the information from the previous segment.

2) Relative Positional Encoding: With the addition of the
recurrence mechanism, the absolute position encoding in-
herited from [5] loses its original role because Transformer
abandons the autoregressive computing method of RNN. We
adopt the solution of Transformer-XL to eliminate the position
encoding during the model input phase, and instead encode
Query and Key vectors before each attention layer.

Assuming that the absolute position encoding matrix is
U ∈ RLmax×d, where Ui represents the encoding vector of
the i−th absolute position, Lmax prescribes the maximum



!" !# !$ !% !& !' !( !) !* !"+ !"" !"# !" !# !$ !% !& !' !( !) !* !"+ !"" !"#

!"#$"%&'( !"#$"%&') 4"5'."#$"%& /6&"%7"7'83%&"6&

*+,-%'.&,#" /0,12,&-3%'.&,#"

Fig. 3. Process of modified strategy for our model with a segment length 4.

possible length of the input text, and the input pre-trained
representation vector (word vector or character vector) is E,
then the attention similarity of Query qi and Key kj in the
standard Transformer is denoted as:

Aabsi,j =ETxi
WT
q WkExj + ETxi

WT
q WkUj

+UTi W
T
q WkExj

+ UTi W
T
q WkUj

(11)

After adjustment, the four terms of formula (12) respectively
represent content-based addressing, content-dependent posi-
tional bias, global content bias, and global positional bias:

Areli,j = ETxi
WT
q Wk,EExj

+ ETxi
WT
q Wk,RRi−j

+uTWk,EExj + vTWk,RRi−j
(12)

Relevant adjustments are organized into the following points,
• R ∈ RLmax×d is a sinusoid encoding matrix correspond-

ing to U .
• u,v ∈ Rd are trainable parameters that limit and dom-

inate the attentive bias caused by changes in Query
position respectively.

• Wk,E and Wk,R are separated from Wk, which re-
spectively generates the content-based key vectors and
location-based key vectors.

3) Copy and Coverage Mechanism: For low-frequency
words, just adopting the generative method is actually quite
unreliable. Therefore, we employ the method of CopyNet [11]
to copy the words from the original text through the probability
distribution of attention when generating some proper nouns
of the headline:

p (yt|st, yt−1, ct,M) =p (yt, c|st, yt−1, ct,M)

+p (yt, g|st, yt−1, ct,M)
(13)

Where M is the set of input hidden layer states, ct is the
attention score, st is the hidden state of the output, g stands for
generate mode and c denotes copy mode. Generation or copy
is selected based on the maximum probability. Such a method
has basically solved the OOV problem in our experiments.

As for the coverage mechanism [12] added in the inference
phase, the overall structure of the model is almost unchanged,

and only the calculation method of attention needs to be
adjusted:

eti = vT tanh
(
Whhi +Wsst + wcc

t
i + battn

)
(14)

at = softmax
(
et
)

(15)

where v, Wh, Ws and battn are learnable parameters, wc is
also a learnable parameter vector with the same length as v,
ct is not a semantic vector but a newly defined parameter:
ct =

∑t−1
t′=0 a

t′ , it is a unnormalized distribution over the
words in the source document, and it indicates the degree of
coverage those words have received from the attention mech-
anism. The purpose of adding this parameter is to transmit
the information of the previously generated words to attention
calculation. If these words have been generated before, they
should be suppressed later and suppression is achieved by
adding penalty term to loss function:

losst = − logP (w∗t ) + λ
∑
i

min
(
ati, c

t
i

)
(16)

The above formula denotes that during training, the loss of
timestep t is updated to the negative log likelihood of the target
word w∗t at that timestep plus the coverage loss reweighted by
some hyperparameter λ .

C. Byte-pair Encoding

In previous headline generation studies, the preprocessing
of corpus adopts a classic and relatively simple approach.
Usually, a vocabulary is generated from corpus first and
only words with frequency greater than a certain threshold
will be thrown into the vocabulary in order to avoid the
size of vocabulary being too large, and all the remaining
words will be uniformly encoded as <UNK>, this method
is seriously affected by low-frequency words. We utilize byte-
pair encoding for the machine translation task proposed by
[9] instead, which is essentially a data compression technique.
Byte-pair encoding combine the advantages of word-level and
char-level model and allow us to represent more words with
fixed vocabulary, including those unseen in training phase.



V. EXPERIMENTS

A. Datasets

We conduct our experiments on Chinese and English
datasets, respectively. The English dataset we adopt is the New
York Times Annotated Corpus (NYT)1 from the Linguistic
Data Consortium and the Chinese dataset is the public dataset
Chinese LSCC news corpus2.

a) NYT dataset.: This dataset contains 1.8 million news
articles written and published by the New York Times between
1987 and 2007, which is widely used in summarization gener-
ation and headline generation tasks. We filter out news articles
with titles shorter than 3 words or longer than 15 words, and
articles with text less than 20 words or more than 2000 words.
After filtering, we obtain 1.4 million news articles, the average
length of the headline is 8.2 words, and the mean text length is
752.6 words. We randomly retain 20000 articles as the test set.
Furthermore, we train the BPE tokenization on NYT dataset
and it is tokenized with a vocabulary size of nearly 40000 and
we limit the text length within 2000 BPE tokens.

b) LSCC news dataset.: The Chinese LSCC news dataset
contains 2.5 million news articles, which covers 63 thousand
media, including titles, keywords, descriptions, and text. This
dataset has been divided into three part. The training set is
consist of 2.43 million news and other 77 thousand news of
validation set is used as the test set in our experiments. We
exclude articles with less than 100 words and more than 2,500
words, titles with less than 3 words and more than 30 words,
and finally we leave 1.8 million articles for training and nearly
70 thousand articles as the test set. In addition, we use jieba
word segmentation3 instead of BPE for Chinese vocabulary.

B. Evaluation and Results

We compare our model called Transformer(XL)-CC with
the following competitive models, which take different inputs
or model frameworks from our approach:
• First sentence is simply to take the first sentence of the

news as its headline. It is a simple but straightforward
baseline for headline generation.

• Moses+ [21] is usually employed in phrase-based sta-
tistical machine translation tasks. We set an infinite
deformation limit in order to improve the baseline for
headline generation task.

• En-decoder-LSTM [22] is a typical model for seq2seq
task which takes the LSTM units for both the encoder and
decoder module, we follow [22] to use the lead sentences
only as input to generate the headline.

• ABS [6] is a sentence summarization model based on the
attention bag-of-words encoder.

• Summ-hieratt [7] is a coarse-to-fine approach, which
utilizes several statistical summarization approaches to
obtain summary sentences instead of full text or the lead
sentences as input and unite hierarchical attention.

1https://catalog.ldc.upenn.edu/LDC2008T19
2https://github.com/brightmart/nlp chinese corpus
3https://github.com/fxsjy/jieba

TABLE I
ROUGH-1,2,L SCORES ON NYT AND LSCC NEWS DATASETS.

Model Rough-1 Rough-2 Rough-L

New York Times dataset

First sentence 19.43 5.35 17.72
Moses+ 18.39 7.96 15.31
En-decoder-LSTM 23.81 11.09 22.13
ABS 25.82 7.03 23.07
Summ-hieratt 29.60 8.17 26.05
Transformer 26.32 12.58 25.86
Transformer(XL)-CC 30.73 13.46 27.19

LSCC news dataset

First sentence 34.39 18.72 30.28
Moses+ 21.53 12.25 27.18
ABS 33.76 21.39 29.26
En-decoder-LSTM 34.92 24.50 30.35
Transformer 36.57 22.83 34.61
Transformer(XL)-CC 39.86 23.97 36.02

• Transformer [5] is a model based entirely on the atten-
tion mechanism, which abandons traditional RNN and
CNN, and is widely used in seq2seq tasks such as
machine translation and automatic summarization.

We implement experiments by using the same hyper-
parameters set in our models for both the NYT and Chi-
nese LSCC news datasets, i.e. N = 4 identical layers are
constructed for both the encoder and decoder module with
8 heads of attention. Furthermore, we add a dropout to the
output of each sub-layer with p = 0.2 before it is added to
the sub-layer input and normalized. Furthermore, we adopt the
Adam optimizer to train our models using a scaled learning
rate until convergence, just like the standard Transformer with
the number of warmup steps equal to 4000 in both cases and
β1 = 0.9, β2 = 0.98.

As for evaluation metrics, headline generation is usually
regarded as a special task of automatic summarization, thus we
take the widely used ROUGH [23] as our automatic evaluation
metric whose fundament thought is to take the n-tuple co-
occurrence statistics of the headline to be reviewed and the
reference headline as the evaluation basis, and then grade
through a series of standards considering several dimensions.
We report recall results on Rough-1, Rough-2 and Rough-L
here.

As shown in Table. I, it is not a sane choice to simply
take the first sentence as the headline of the news directly
judging from the experimental results both on the NYT
dataset and Chinese LSCC news dataset, and the results of
Moses+ indicate that using traditional statistical methods for
the title generation task will get poor results. For the NYT
dataset, the experimental results of En-decoder-LSTM show
that the encoder-decoder model combined with LSTM units
is effective but not outstanding, because the information fed
to the input is limited. Although the summ-hieratt model
united with hierarchical attention whose input information is
more abundant improve the performance, this method will
be significantly affected by the summarization generation
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Fig. 4. Headlines generated by our model on NYT test set and Chinese LSCC test set. OT is original text, OH is original headline and GH is geneated
headline by our model.

TABLE II
HUMAN EVALUATION ON NYT AND LSCC NEWS DATASETS.

Dataset Human(%) Tie(%) Machine(%)

NYT news 56.1 24.7 19.2

Chinese LSCC news 59.3 22.9 17.8

techniques. The results of Transformer show that the model
entirely based on attention mechanism has great potential for
headline generation, and our method inspired by Transform-
XL combine copy and coverage mechanism achieve significant
better results. For the Chinese LSCC news dataset, since there
is no previous sota on Chinese headline generation task, we
demonstrate the experimental results of our model on this
dataset and the results of related competitive methods.

Considering the singularity and inflexibility of automatic
evaluation metric, and numerous headlines generated by our
model that seem readable are scored low by machine, we
conduct additional human evaluation experiments both on the
results of NYT and Chinese LSCC news datasets. We respec-
tively invite thirty well-educated annotators to evaluate the
results of 1000 randomly sampled news on each dataset. The
experimental results are shown in Table. II, Human represents
that original headlines are preferred, Machine means generated
headlines win, Tie means no preference. It can be seen that our
model has almost achieved competitive level as human from
the tendency of experimenters’ preference, 43.9% for NYT
dataset and 40.7% for Chinese LSCC news dataset (Tie and
Machine).

C. Case Study

We select two samples on the NYT test set and one sample
on the Chinese LSCC test set, as shown in Fig. 4. The
first example demonstrates that the headline generated by

our model accurately refines the main content of the news.
Compared with the original headline, our headline only loses
the media source of the news which is also unseen in the body
of news and will generate novel words “prohibition” based
on understanding the whole news. From the second example,
the headline generated by our model is almost the same as
the headline written by humans except for the third-person
grammatical error and the unintelligent generation of the UN
abbreviation, it can be regarded as an excellent title. As for
Chinese headline generation, the generated headline is just
missing the township name as shown in the third example,
this also confirms that our model is quite effective.

Although the experimental results and examples show that
our model has made significant improvements on the NYT
data set compared with previous studies, and has also achieved
pretty good results on the Chinese LSCC news dataset, we
still get many poor results on test datasets. After all, the
titles written by humans are not only highly refined, but also
contain the original insights of the authors about the entire
news. Therefore, although our method utilizes a more powerful
encoding model to learn context dependencies, it cannot be
regarded as a substitute of headlines written by human. From
another perspective, our model attempts to generate headlines
based on understanding the full text more in line with human
behavior at the same time.

VI. CONCLUSION

In this paper, we have proposed a novel and effective model
Transformer(XL)-CC to tackle the headline generation task
from end to end, which utilizes the ultra-long-term dependen-
cies capture capability of Transformer-XL to solve the context
fragmentation problem generated by standard Transformer. We
use the entire news as input instead of the lead sentences or
summary sentences on the basis of understanding the whole
document. We observe that previous studies using the first



sentence or summary sentence of the news to summarize
articles have respective limitations, neither accurately refine
the main content of the news or rely heavily on the technique
of summary sentences generation. Experimental results prove
that our method significantly improves the performance on
headline generation, both for English news and Chinese news.
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