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Abstract—Domain adaptation uses the previously acquired
knowledge (source domain) to support predicted tasks in the
current domain without sufficient labeled data (target domain).
Although many methods have been developed in domain adapta-
tion, one issue hasn’t been solved: how to implement knowledge
transfer when more than one source domain is available. In
this paper we present a neural network-based method which
extracts domain knowledge in the form of rules to facilitate
knowledge transfer, merge rules from all source domains and
further select related rules for target domain and clip redundant
rules. The method presented is validated on datasets that simulate
the multi-source scenario and the experimental results verify
the superiority of our method in handling multi-source domain
adaptation problems.

Index Terms—domain adaptation, transfer learning, neural
network, machine learning, regression

I. INTRODUCTION

The great achievement of machine learning [1] in various
fields of data science benefits from the explosion of data,
and most famous machine learning methods, such as neural
network, SVM and Bayesian network, are supervised learning
processes that rely heavily on a large amount of labeled data.
This means the accuracy and universality of a model cannot be
guaranteed without sufficient labeled data. However, for some
cold start problems, only limited data might be available and,
especially in the recently emerging areas, accessing massive
labeled data for supervised learning is impossible.

Domain adaptation methods [2] are developed due to their
ability to transfer knowledge from one domain with enough
labeled data (the source domain) to a domain with little or
no labeled data (the target domain). The existing domain
adaptation methods can be categorized as: domain adaptation
[3], cross-domain adaptation [4], multi-task learning [5]. Based
on the amount of labeled data in the target domain, the work
can be divided into semi-supervised domain adaptation area
[6]–[8], where only part of the target data are labeled, and
unsupervised domain adaptation [9], [10], a more challenging
problem, where no labeled target data is accessible. The
increasing demand for solving this data deficiency issue and
leveraging related data from auxiliary domains, has prompted
an increase in domain adaptation work, some of which begin
to focus on precise areas: computational intelligence [11],
visualization [12], activity recognition [13], and reinforcement

learning [14]. Despite the theoretical work, domain adaptation
methods have also been used in many applications, such as
medical diagnosis [15], fault diagnosis [16], face recognition
[17], sentiment analysis [18], [19] and recommendation sys-
tems [20], [21].

Although domain adaptation has seen great advancement
and achievement, most work deals with the situation of only
one source domain; but in many practical problems, multiple
source domains are available for supporting tasks in the current
domain. How to merge knowledge from all the source domains
and avoid redundant information resulting in negative transfer
is a challenging problem, and few works concentrate on the
issue of applying multiple source domains. Yao et al. [22]
transfer knowledge from multiple sources by extending the
boosting framework and develop two algorithms: MultiSource-
TrAdaBoost and TaskTraAdaBoost, which increase the number
of sources to avoid negative transfer. In order to reduce the
distribution discrepancy across different domains, Tan et al.
[23] propose a new method that uses knowledge from different
sources and views collaboratively, acquiring knowledge of
different sources from different views to build a co-training
framework. Zhuang et al. [24] transfer source data by learning
new feature representation to facilitate knowledge transfer. All
source original data are used to train autoencoders to obtain the
hidden representation. Simultaneously, multiple classifiers are
trained when learning shared feature representation. However,
these approaches focus on classification tasks and can’t handle
the regression tasks in a multi-source scenario. This paper
proposes a neural network-based method that is specific for
transferring multiple sources in regression tasks.

The main contribution of this work is twofold: abstract
and high-level knowledge is extracted using a network work-
based model to facilitate knowledge transfer between domains;
knowledge from multiple source domains are merged in the
form of rules and modified by changing the input space to fit
the target domain.

This paper is structured as follows. Section II details the
proposed multi-source domain adaptation methods, including
extracting abstract knowledge from domains using a neural
network-based structure, selecting related knowledge from
combined domains and transferring selected rules to the target
domain. Section III validates the presented method in real-
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world datasets with multi-source setting. The final section
concludes the paper and outlines future work.

II. MULTI-SOURCE DOMAIN ADAPTATION METHOD

We propose a new domain adaptation method to deal with
multiple sources situations. Prior to presenting the method,
some basic concepts about domain adaptation are given. Then
the key idea and main steps of our new method are outlined
and details of each step formalized and elaborated clearly.

A. Definitions

First, we introduce some basic concepts that are related
to domain adaptation to give readers a clear idea of our
work, including Domain, Task, Transfer Learning, and Domain
Adaptation.
Definition 1 (Domain) [2]: A domain is denoted by D =
{F, P (X)}, where F is a feature space, and P (X), X =
{x1, x2, ..., xn} are the probability distributions of the in-
stances.
Definition 2 (Task) [2]: A task is denoted by T = {Y, f (·)},
where Y ∈ R is the output, and f (·) is an objective predictive
function.
Definition 3 (Transfer Learning) [2]: Given a source domain
Ds, a learning task Ts, a target domain Dt, and a learning
task Tt, transfer learning aims to improve the learning of the
target predictive function ft(·) in Dt using the knowledge in
Ds an Ts, where Ds 6= Dt, or Ts 6= Tt.

In brief, transfer learning aims to use knowledge of a
domain (from a source domain) to support the construction
of prediction model in a new, but related domain (the target
domain). Domain adaptation is one category of transfer learn-
ing, where source and target domains share the same feature
space, and being distinguished with domain adaptation, cross-
domain adaptation is another important category, where the
feature spaces in source and target domains are different. In
this work, we focus on the domain adaptation problem with a
multi-source scenario.

B. Framework of Multi-source Domain Adaptation Method

Our first step is to formalize the problem we aim to solve:
considering that we have h source domains, S1, S2,...,Sh,
where massive labeled data are available in each domain, and
a target domain T ,, with only few labeled data.

The data in each source domain Sj(j ∈ {1, ..., h}) are
represented as:

Sj = {(xsj
1 , y

sj
1 ), (xsj

2 , y
sj
2 ), ..., (xsj

cj , y
sj
cj )} j ∈ {1, ..., h}

(1)
where (xsj

k , y
sj
k ) represents the kth labeled data pair in the

jth (j ∈ {1, ..., h}) source domain, xsj
k ∈ Rn(k = 1, ..., Nsj)

is an n-dimensional input variable, the label ysjk ∈ R is a
continuous variable and Nsj is the number of labeled data
pairs.

In contrast to source domains, not all data in target domain
T are labeled:

T = {TL,TU} = {{(xt
1, y

t
1), ..., (xt

Nt1
, ytNt1

)},
{xt

Nt1+1, ...,x
t
Nt
}}

(2)

Target domain T is consist of one subset TL with labels and
one subsets TU without labels, where xt

k ∈ Rn(i = 1, ..., Nt)
is an n-dimensional input variable, ytk ∈ R is the label only
accessible for the first Nt1 data. The numbers of data in
TL and TU are Nt1 and Nt − Nt1, respectively, and satisfy
Nt1 << Nt, Nt1 << Ns1,..., Nt1 << Nsh.

Fig. 1. Framework of multi-source domain adaptation method

For each source domain, a well-performed prediction model
could be built because of sufficient labeled data but these mod-
els show poor accuracy on target tasks due to the distribution
discrepancy between domains. In order to fill this gap and
effectively merge all source domains, we propose a new multi-
source domain adaptation method, the framework of which is
illustrated in Fig 1 , which contains three key elements:

a) A prediction model with neural network structure is used
to extract abstract knowledge from one domain and the high-
level knowledge is expressed as the form of rules. The abstract
rules could facilitate exploring knowledge shared between
domains and the usage of rules could avoid using original
data, thereby protecting privacy, such as medical data.

b) Combining rules from all source domains is a natural
and simple way to deal with multiple source domains but the
redundancy of the combined rules will harm the knowledge
transfer and may lead to negative transfer. So, we select some
appropriate rules based on the defined principle and adapt them
to target domain.

c) The selected rules of source domains cannot be used
directly to target domain due to the domain distributions gap.
So, they need to be modified to fit the target domain. We
develop a method of changing the input space using mappings
with neural network, with the mappings optimized to make the
rules more compatible with target tasks.



C. Four Steps of Implementing Multi-source Domain Adapta-
tion Method

In this section, more details and formulae will be provided
to indicate how to implement the four steps of multi-source
domain adaptation method.
Step 1: Build a prediction model for each source domain and
combine all the learned rules.

A prediction model is built for each source domain using
the labeled data Sj , and the structure of the model is based
on a neural network with four layers, as shown in Fig 2. The
first layer is for the input variables and the number of neurons
is the dimension of the feature space. The second layer is
the clustering results of the former layer which grasps the
geometrical structure of input data and the third layer gives
the actions that define each cluster formed from the second
layer. The final layer is the output that summarises the former
three.

Fig. 2. Structure of prediction model

The construction of the prediction model in Fig 2 shows
how it could learn abstract knowledge in the form of rules
which are represented as:

r(vi,ai) :

if x is Ai(x, vi), then y is Li(x,ai) i = 1, 2, · · · , c
(3)

Each rule r(vi,ai) contains two parts: Ai(x, vi) defines
the antecedent of a rule, where vi is the cluster centers learned
in the second layer and Li(x,ai) is the consequent of a rule,
where ai is the coefficient of the linear function. From this it
follows that the learning process of this model consists mainly
of two steps: 1) use a clustering algorithm to cluster the input
data and get the cluster centers, which is an unsupervised
learning process using xsj

k ; 2) calculate the coefficients of
linear functions, which could be obtained by an optimization
applying labeled data (xsj

k , y
sj
k ).

Summarizing all the rules, the output of the predic-

tion is y =
c∑

i=1

Ai(x,vi)Li(x,ai), where Ai(x, vi) =

1/
∑c

j=1
‖x−vi‖
‖x−vj‖

2
m−1 , and Li(x,ai) = ai0 + ai1x1 + · · · +

ainxn.
The result is that, for each source domain, a prediction

model is built and a set of rules are obtained, denoted as
Rs1,Rs2, ..., and Rsh:

Rsj = {r(vsj
1 ,a

sj
1 ), r(vsj

2 ,a
sj
2 ), ...r(vsj

cj ,a
sj
cj)} (4)

where r(vsj
i ,a

sj
i ) represents a rule in the jth source domain

with the center vsj
i and coefficients of linear functions asj

i .
Step 2: Determine the target data structure to assist the ensuing
rules selection process.

The structure of target data needs to be explored before
selecting rules for the target domain. Here we use the Infinite
Gaussian Mixture model (IGMM) [25] which explores the
structure of data based on distributions, to determine the
number of clusters, i.e. the number of rules in the target
domain.
Step 3: Select appropriate rules for the target domain.

A pool of rules is obtained after Step 1, denoted as Rs:

Rs = Rs1 ∪Rs2 ∪ · · · ∪Rsh (5)

Determining how to choose the appropriate rules for the
current target domain is crucial. Since the discrepancy of
source and target domains is reflected on the distribution,
we use the input data structure to select rules. The rules are
recognized and separated using a clustering algorithm. So, we
apply the cluster centers to seek appropriate rules for target
domain.

The cluster centers of all rules in Rs are denoted as V s:

V s = {vs
1,v

s
2, ...,v

s
cs} (6)

where cs = c1 + · · ·+ ch represents the total number of rules
in all source domains.

Although rules cannot be obtained for the target domain, we
could apply the clustering algorithm to the target input data
to get the cluster centers, denoted as V t:

V t = {vt
1,v

t
2, ...,v

t
ct} (7)

In order to select rules from Rs for target domain, we define
the close degree of the source rules with target domain:

CD(vsj
i ,T ) = −

ct∑
k=1

dis(vsj
i − vt

k) (8)

where vsj
i and vt

k are the centers of clusters in the source
and target domains, separately. CD(vsj

i ,T ) defines the close
degree of one rule r(vsj

i ,a
sj
i ), the ith rule from jth source

domain, with the target domain by calculating the distance of
vsj
i with all cluster centers in the target domain. Then we sort

all the calculation results, and select the first ct source rules
with the greatest close degree with the target domain.
Step 4: Modify the selected rules and make them adaptable
for the target domain.



The selected rules from source domains are not adaptive
for solving regression tasks in the target domain due to the
distribution gap and different functions in subspace. As an
alternative, we modify the existing rules by changing the input
space using mappings. The mappings are constructed using
shallow networks in conjunction with the prediction model.
The resulting model for the target domain is shown in Fig. 3.

Fig. 3. Structure of prediction model

From Fig. 3, we can see that each input variable is modified
by using a small network which forms a nonlinear trans-
formation Φ to the input space. The active functions in the
hidden layer of mappings are the modified sigmoid function:
Φ(x) = 1/(1 + exp(−α(x − β))). Then the output of this
network becomes:

yt =

ct∑
i=1

Ai(Φ(xt),Φ(vs
i ))Li(Φ(xt),as

i ) (9)

Since the mapping Φ is applying to the input space, it acts
on not only the instance Φ(xt), but also the cluster centers
Φ(vs

i ). To obtain the best performance, the parameter of the
mappings are obtained by optimizing 10 using the labeled
target data. Although the amount of labeled target data is low,
it still could guide the optimized parameters to fit the target
data.

Cost =

√√√√ 1

Nt1

Nt1∑
k=1

ct∑
i=1

(Ai(Φ(xt
k),Φ(vs

i ))(Li(Φ(xt
k),as

i ) − yt
k)2

(10)
The quality of the labeled target data greatly impacts the

performance of the model and the labeled data that covers
all clusters will guarantee the transfer efficiency. To make
this achievable, active learning is applied to select the labeled
target data or label them where no labels are available.

III. EXPERIMENTS

A set of experiments is set to evaluate and analyze the
proposed method in handling domain adaptation problems
when multiple source domains are available. We begin by

explaining the datasets and the experimental setting that simu-
lates the multi-source environment in domain adaptation; then
the experimental results compared with some baselines are
shown and analyzed.

We use the dataset “PM2.5 Data of Five Chinese Cities
Data Set” from “UCI Machine Learning Repository”. This
dataset includes PM2.5 data and related meteorological data
in five big cities Gangzhou (GZ), Shanghai (SH), Chengdu
(CD), Beijing (BJ) and Shenyang (SY) in China across years
2013 to 2015. Thirteen related meteorological attributes are
used to predict the PM2.5 values: year, month, day, hour,
season, dew point, temperature, humidity, pressure, combined
wind direction, cumulated wind speed, hourly precipitation
and cumulated precipitation.

In order to simulate the multi-source domain adaptation
environment, we design four groups of experiments to im-
plement knowledge transfer from different cities and different
years. The performance of these four groups of experiments
are shown in Tables I, II, III, and IV. The first three groups
of experiments use the data in years 2013, 2014, and 2015
separately, with data of two cities selected as source domains
and one remaining city is as target domain. The fourth group
of experiments transfers the data from years 2013 and 2014 in
one city to support the PM2.5 value prediction in year 2015.

The experimental comparison setting in four groups ex-
periments is the same, consequently we only give Table I
as an illustration. The second and third columns list the
domains setting in each experiment, where column two gives
the two selected source domains and column three shows
the target domain. For example, for experiment 1, data from
cities Shanghai and Beijing are source domains, denoted as
Source 1 and Source 2, to predict PM2.5 value in Guangzhou
(target domain). Two types of domain adaptation are compared
with our method to validate its transferring ability in handling
multiple source domains: single transfer and multiple transfer.
Two models are contained in “Single transfer”: one is using
data only from Source 1 to target domain, and the other is
transferring data from Source 2 to support target domain. The
“Multiple transfer” has three ways of implementing knowledge
transfer from multiple source domains: a) by combining all
the data across the source domains; b) by combining the rules
from the source domains and c) selecting rules from the source
domains using our proposed method. Similarly, experiments
on Tables III, II and IV have the same comparison factors.

RMSE is used to measure the performance of each method,
and five-fold cross validation is applied to all the experiments,
so the results are shown in the form of ”mean ± variance”.

Analyzing the results in four tables, we acquire the follow-
ing conclusions:

a) The performance of our proposed method is superior to
both the ”Single transfer” and ”Multiple transfer” methods.

b) The method of ”Combined rules” has a poor accuracy in
all experiments, implying that simply combining all the rules
would contain redundant information that will lead to negative
transfer.



TABLE I
TRANSFER BETWEEN DIFFERENT CITIES IN YEAR 2013

Exps Datasets setting Single transfer Multiple transfer
Source domains Target Source 1 Source 2 Combined data Combined rules Selected rules

1 SH, BJ GZ 14.23±0.09 15.40±6.94 13.05±1.54 18.11±0.24 12.56±0.00
2 SH, SY GZ 17.50±15.40 17.25±3.44 15.21±5.75 18.18±13.64 14.12±0.62
3 SH, GZ CD 31.43±1.91 30.02±0.57 27.80±24.12 34.42±3.58 25.09± 1.22
4 SH, BJ CD 25.40±34.57 34.32±4.55 39.38±0.82 35.24±1.04 22.75±15.77
5 SY, BJ SH 31.79±0.08 30.55±30.86 32.15±0.97 34.90±2.56 22.35±5.44
6 SY, CD SH 19.01±2.89 23.24±28.39 28.38±0.03 80.10±3389 16.51±13.4
7 GZ, SH BJ 33.09±55.44 32.41±122.05 27.49±2.16 44.40±0.04 27.27±1.80
8 SH, SY BJ 35.61±12.7 31.85±45.58 30.07±9.61 51.65±90.62 29.41±1.43
9 SH, CD SY 25.92±5.70 28.24±4.33 33.66±1.51 30.92±45.08 24.12±0.62
10 BJ, GZ SY 26.94±27.3 25.59±2.71 31.37±19.32 35.26±2.83 24.72±4.24

IV. CONCLUSION AND FUTURE STUDY

This work explores the domain adaptation problem when
multiple source domains are available and proposes a method
that could combine and select related knowledge for a target
domain to ensure effective transfer and avoid corruption from
redundant information. The method presented is validated on a
dataset for predicting PM2.5 values between different cities in
different years and our method performs better than the other
two baselines.

The method presented in this paper aims to solve the
multiple source domains transfer problem, especially where
the source domains and target domain have the same feature
space, i.e. same feature dimension and attributes significance.
In future, we will consider more complex problems – for
example, where the source and target domains have different
feature spaces and even the multiple source domains don’t
share the same features.
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TABLE II
TRANSFER BETWEEN DIFFERENT CITIES IN YEAR 2014

Exps Datasets setting Single transfer Multiple transfer
Source domains Target Source 1 Source 2 Combined data Combined rules Selected rules

1 CD, GZ SH 13.31±5.21 15.61±0.98 23.12±56.98 33.51±18.39 12.68±16.49
2 BJ, CD SH 15.69±0.15 13.77±9.89 12.76±2.66 28.87±3.13 9.13±0.55
3 BJ, SH CD 32.98±0.00 31.02±6.34 35.83±85.74 63.08±169.20 28.15±37.27
4 BJ, SY CD 30.31±2.61 31.7±2.58 46.79±2.71 39.15±0.35 26.47±123.24
5 BJ, CD SY 27.81±0.03 31.61±49.83 38.63±91.15 48.97±73.04 27.67±1.48
6 SH,CD SY 51.83±8.47 43.32±1.63 51.44±5.85 43.53±0.16 40.83±23.53
7 BJ, CD GZ 16.98±0.00 16.88±0.16 12.74±2.83 25.76±4.86 13.82±4.85
8 SY, BJ GZ 16.75±29.82 16.29±50.92 16.52±2.85 23.94±7.25 16.14±0.00
9 SH, CD BJ 34.20±3.92 20.31±2.21 31.90±7.63 28.27±55.71 18.31±0.09

10 SH, GZ BJ 35.51±0.71 29.44±50.09 27.43±9.15 36.04±22.16 21.75±2.13

TABLE III
TRANSFER BETWEEN DIFFERENT CITIES IN YEAR 2015

Exps Datasets setting Single transfer Multiple transfer
Source domains Target Source 1 Source 2 Combined data Combined rules Selected rules

1 CD, GZ SH 17.57±4.56 14.70±0.89 18.18±1.34 25.52±13.33 10.83±0.49
2 CD, SY SH 11.37±0.10 20.46±1.18 19.11±24.78 18.32±1.45 7.82±0.60
3 SH, CD BJ 36.36±3.33 33.69±97.52 31.91±26.98 42.08±33.35 29.06±3.29
4 SH, SY BJ 42.40±23.73 30.11±59.75 40.00±98.00 50.71±7.34 33.78±97.85
5 BJ, GZ CD 18.66±21.59 15.70±0.23 23.08±32.17 17.92±3.90 15.00±4.70
6 BJ,SH CD 13.73±2.71 15.62±2.06 16.43±0.72 17.47±9.04 11.14±0.18
7 SY,BJ GZ 15.70±0.15 15.36±44.98 19.52±21.23 22.56±27.56 9.63±1.01
8 SY,SH GZ 14.94±27.52 12.99±7.56 20.53±123 21.48±0.00 7.07±0.01
9 SH, BJ SY 63.31±789 229±1570 511±3900 55.06±33.14 43.42±411

10 SH,GZ SY 68.49±195 88.64±78.65 118±504 87.67±893 32.03±30.67

TABLE IV
TRANSFER OF CITIES FROM DIFFERENT YEARS

Exps Datasets setting Single transfer Multiple transfer
Source domains Target Source 1 Source 2 Combined data Combined rules Selected rules

SH 2013, 2014 2015 14.36±9.89 13.89±3.85 15.58±28.09 23.27±30.84 13.91±7.65
SY 2013, 2014 2015 46.64±10.51 44.97±5.45 42.86±182 56.47±193 35.55±1.17
CD 2013, 2014 2015 13.56±3.29 12.26±0.48 16.50±0.24 22.39±18.05 11.25±0.81
GZ 2013, 2014 2015 19.13±7.69 13.27±21.40 15.54±0.07 16.28±2.74 11.78±4.33
BJ 2013, 2014 2015 39.85±14.69 51.54±9.82 45.25±30.79 76.15±379 32.59±2.86




