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Abstract—Community question answering (CQA) sites have grown to be useful platforms where users search for highly specific information to resolve a problem. However, the significant increase in the number of user-generated content with high variance in quality on these sites not only presents challenges for user navigation but also outgrow the community’s peer reviewing capacity. This necessitates ways to automatically assess the quality of new questions so as to maintain quality of content served to its users. While existing methods commonly employ social network indicators as features, our model aims to avoid social influence biases arising from these indicators by predicting the quality from semantic evaluation of the question text. Formulation of the proposed model is non-trivial as it requires the extraction of meaningful features from the noisy question text at different granularities while filtering redundant information. In this work, a neural architecture is proposed to address this problem by aggregating the textual features extracted at word- and sentence-level in a hierarchical manner. In addition, a unique attention mechanism that focuses on sentence segments for interpreting a question is developed. This new mechanism employs the global topical information from common problem contexts. The proposed approach is verified on the Stack Overflow question dataset and is shown to outperform existing neural models.

Index Terms—community question-answering, question quality.

I. INTRODUCTION

Community question answering (CQA) sites such as Quora, Yahoo Answers and Stack Overflow have become popular platforms for knowledge sharing and building in the age of Web 2.0. As the volume of these user-generated content grows, maintaining content quality becomes paramount. This is so that users can easily navigate and search for good quality information that matches their problems. Specifically, exceptional questions that pose useful problem statements and are well-written should be ranked higher and recommended to searchers, whereas badly-authored questions should be routed back for amendments or, to a large extent, even deleted. As a solution for this, automated evaluation methods for question quality (QQ) have been proposed [1], [2]. These automated tools are useful for the websites to evaluate the quality of newly-posted content at scale so that early intervention on poor-quality questions can be performed. This can also serve as a convenient tool for the asker to assess the written question before posting, thus preserving the website’s overall content quality.

This paper focuses on the problem of QQ prediction when a question is first posted. Existing QQ models are often constructed using features derived from text combined with platform social indicators such as reputation, past question counts, or votes. While these features can be highly predictive, it has been reported that such aggregate indicators can cause user voting behavior to conform towards community norm [3], thus carrying forward patterns set by early votes and influential community members. To avoid such social influence bias in the QQ model, we propose a neural architecture that only relies on textual features of the questions. Existing text-based prediction models commonly employ hand-crafted text-based features [4] or highly-specialized topic-modelling based features [5]. These methods, however, require extensive labor and domain expertise to extract features and tune the classifiers. On the other hand, conventional sequential neural models such as convolutional neural network (CNN) and long short-term memory (LSTM) [6] have recently been successful in many text classification tasks. Although these models generally achieve high performance on benchmarking datasets, their performance is limited when applied to question modeling. This is due to the equal treatment of all segments within the question during feature extraction and neglecting the naturally disjoint semantics between sentences. Emphasis placed on specific parts of a question can be helpful in filtering out noisy texts inherent in user-generated texts (e.g., abbreviations and spelling errors) and prioritize the use of some highly-discriminative sentences. For example, expressions identical to the highlighted sentence in Fig. 1 (right) are usually indicative of a bad question where the asker might have failed to perform background research.

Inspired by the recent success of attention-layer based neural architectures for text classification applications, we address the above-mentioned challenges by applying data-driven attention modules for sentences in a given question and the
The final hidden representation of each word surrounding words by learning hidden representations of the is then employed to incorporate contextual information from computations to only the most relevant feature, therefore improving model learning. We propose two variants of sentence-level attention for QQ. The conventional attention mechanism (vanilla) that is identical to [7] is first described. The second proposed topic-weighted attention (TwAtt) technique is subsequently introduced to regularize the attention mechanism and hence achieve better representation of each sentence.

For the vanilla attention mechanism [7], a vectorized parameter \( u_w \) serves as the query that interacts with the transformed hidden vectors to generate an attention coefficient. This parameter is analogous to a learned ‘locus of attention’ that guides the attention on certain words during interpretation of a sentence. Defining matrix \( W_w \) as the transformation weights, the attention coefficient is therefore computed using

\[
\alpha_{i,t}^{(w)} = u_w^T \tanh(W_w h_{i,t}^{(w)}). \tag{1}
\]

The softmax-normalized coefficients

\[
\lambda_{i,t} = \frac{\exp(\alpha_{i,t}^{(w)})}{\sum_t \exp(\alpha_{i,t}^{(w)})} \tag{2}
\]

are then used as weights that determine the importance of a word in forming the overall sentence representation. Finally, the vector representation for sentence \( i \) is obtained via a weighted-average of the word hidden representations, i.e.,

\[
s_i = \sum_t \lambda_{i,t} h_{i,t}^{(w)}. \tag{3}
\]

Humans prioritize certain textual clues according its context while comprehending a problem. Likewise, a single attention scheme learned by a single \( u_w \) vector may underfit the highly diverse range of question topics. Therefore, we propose an augmentation of the vanilla version with a context-dependent attention that computes the attention coefficient
based on topical words, which, as a consequence, allows the algorithm to narrow features learned to within a local topic space. To achieve this topic-weighted attention (TwAtt), topic words are obtained from two sources, either tags assigned by the questioner, or words generated from topic models. The topic model is trained using latent Dirichlet allocation (LDA) [10] on all questions at document level. As shown in Fig. 2, word embeddings of the $K$ most representative words $\{v_1, v_2, \ldots, v_K\}$ for the most relevant topic are then used to enhance information passed to the attention layer.

The key operation of this attention mechanism is illustrated in Fig 3. Inspired from other attention module designs [11], the single parameter vector in (1) is replaced by a variable query vector guided by topic words $v_k$. These topic words are first transformed into query vectors via a matrix $W_v$ and non-linear function $\tanh$. Similarly, the word hidden representations undergo an identical process to form the key vectors. A dot-product attention then computes an interaction score between the transformed topic word representations and the hidden representation of the question words, i.e.,

$$score_i(t, k) = \tanh(W_v v_k)^\top \tanh(W_w h_i^{(w)}).$$

Salient latent features from the transformed topic word representations are obtained via max-pooling, which is then used to derive the attention coefficient

$$a_{i,t}^{(w)} = \max_k score_i(t, k).$$

This is subsequently followed by a weighted-average to generate the sentence representation $s_i$ described in (2) and (3).

B. Sentence importance selection

Different discourse function of each sentence indicates that not every sentence is equally important in determining the quality of the question. Hence we propose to identify highly-discriminative sentences at this layer. Similar to word representation described in Section II-A, each sentence representation $s_i$ first undergoes an encoding process to obtain its hidden representation

$$h_i^{(s)} = [GRU(s_i, h_{i-1}^s); GRU(s_i, h_{i+1}^s)].$$

This module consists of a vectorized parameter $u_s$ that interacts with hidden vectors to generate a sentence attention coefficient $a_i^{(s)}$, which is subsequently normalized by the softmax function, i.e.,

$$a_i^{(s)} = u_s^\top \tanh(W_s h_i^{(s)}) \Rightarrow \mu_i = \frac{\exp(a_i^{(s)})}{\sum_i \exp(a_i^{(s)})}.$$

Finally, the vector representation for the question $q$ is obtained via a weighted average of the sentence hidden representations

$$q = \sum_i \mu_i h_i^{(s)}.$$

---

Fig. 2. Architecture of proposed tHAN network.

Fig. 3. Topic-weighted attention (TwAtt) mechanism.
To determine the objective function, \( q \) then undergoes a linear transformation followed by softmax to obtain probabilities of each predicted label \( \hat{y} \) given by
\[
p_{\hat{y}} = \text{softmax}(W_q q + b),
\]
where \( W_q \) and \( b \) denote transformation weights and bias, respectively. Defining \( y \) as the true label, the model is subsequently trained by minimizing the cross-entropy loss
\[
L = - \sum_{n}^{N} y_n \log p_{\hat{y}_n}.
\]
across a mini-batch of \( N \) samples. This enables it to find an optimal set of attention parameters \( \lambda^*, \mu^* \) to generate the question representation
\[
q = f(\lambda^*, \mu^*|Q).
\]
Hereafter, following the naming convention in [7], the proposed hierarchical approach with vanilla attention mechanism is named as Hierarchical Attention Network (HAN), whereas the proposed HAN with TwAtt is referred as tHAN.

### III. Dataset

Experiments are conducted on a subset of questions available in the Stack Overflow data dump\(^1\). While a subset of questions between 2011-2012 tagged with “Python” have been chosen, the proposed algorithm can be extended to other question tags. Leveraging on the collective wisdom of the Stack Overflow community, quality labels are computed mainly using votes described in this paragraph. To ensure that these questions have adequately been peer-reviewed, only questions with more than 1000 views are retained. Improvising on quality classes in [12], questions with a score of less than or equal to 0 are considered as bad, whereas questions having scores above the 3rd quantile are considered very good. The remaining questions are considered readable but do not possess exceptional properties that call for either recommendation or deletion; we therefore label them simply as good. To further enhance the quality of our dataset, questions marked by moderators as duplicates were removed from the dataset, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question, whereas questions closed by moderators for reasons including off-topic, subjective and argumentative, not a real question.

The above selection criteria results in a total of 55,380 questions, comprising \( 12,710 \) (23\%) good, \( 34,461 \) (62\%) neutral and \( 8,209 \) (15\%) bad questions. To train the model, the questions are split into training and testing datasets using a 80:20 ratio via stratified sampling.

Data cleaning and pre-processing procedures similar to that of [13] have been applied to minimize out-of-vocabulary words. This includes the removal of programming language snippets, HTML tags and escape characters, URLs and numbers. However, short code snippets and camel-cased words are preserved and normalized because these may contain useful entities that contribute towards the question semantics. This dataset presents challenges in text analysis since it includes noisy text inherent in all user-generated texts, including spelling errors, abbreviations, and low-frequency technical words. Therefore, only the top 3,000 occurring words are kept to allow the model to focus on the statistically-significant features. Additional experiments using more vocabulary words resulted in no significant difference in performance.

### IV. Experiment setup

Both question title and body are sentence-tokenized and concatenated as input to the model. These words are provided to the proposed hierarchical approaches and existing methods to predict QQ. Existing baseline methods include:

- A linear ridge classifier [5] that employs topic model features at three different granularities;
- A CNN model consisting of two sets of \( 5 \times 5 \) convolutional kernels and \( 2 \times 2 \) max-pooling layers, followed by a fully-connected layer [2];
- A CNN with \( 3,4,5 \)-width convolutional kernels is employed to extract contiguous \( n \)-gram features followed by a max-pooling layer and a fully-connected layer [14];
- A bi-directional LSTM (Bi-LSTM) max-pooling network [15] that extracts the most representative features in both forward and backward directions;
- Transformer (a state-of-the-art encoder neural network model) that employs multiple layers of self attention to generate contextual representations for each word. Similar to the implementation of BERT\(_{\text{BASE}}\)-classifier in [16], the encoded representation from the first timestep is used as the question representation, which is subsequently passed to a fully-connected layer for classification.

Word embeddings of all neural models are initialized with pre-trained GloVe\(_{6B.300d}\) GloVe [17] embeddings before fine-tuning during the training process. The sizes of the hidden unit of all neural encoder layers (except transformer) and the attention vector parameters \( u_w \) and \( u_s \) are tuned amongst \{50,100,150,200\}. The transformer maintains 300 hidden units at every layer and utilizes five attention heads for feature extraction. For the TwAtt layer, an LDA topic model is trained with \( \alpha = 0.01, \beta = 0.01 \) for 100 passes over the dataset to obtain 20 question topics. Only the set of \( K = 10 \) words for the most representative topic in each question is used. These topic word embeddings \( v_k \) are also initialized similarly with GloVe but fine-tuned separately. Optimization is performed using Adam [18] with its initial learning rate tuned amongst \( \{1 \times 10^{-6}, 3 \times 10^{-5}, 1 \times 10^{-5}\} \) and a weight decay of \( 1 \times 10^{-5} \). A grid search over each set of hyper-parameters was performed, combined with five-fold cross-validation for each set. The hyper-parameters and model parameters with the most stable losses and highest F1-score as observed across the five runs is considered the best-performing model and used for evaluation on the test dataset.

---

To quantify the label classification performance, precision, recall and the F1-score were employed. Recall is crucial for ensuring that most of the real positives of both very good and bad are correctly identified by the model. On the other hand, precision is important for the good class as it verifies the model against overconfidence in its predictions for this dominant class. A balance is sought between these two metrics via the F1-score (harmonic mean between recall and precision) to quantify classification performance for all three classes.

To further verify the performance, human subjects were consulted to establish a benchmark for the challenge in identifying quality of questions on Stack Overflow. Four experienced Python programmers were involved and each subject is given a set of stratified-sampled 100 questions from the test split. These subjects were briefed on the desirable characteristics of questions before starting their annotation processes.

### V. Results and Discussion

#### A. Comparison Analysis

<table>
<thead>
<tr>
<th>Models</th>
<th>Very Good</th>
<th></th>
<th></th>
<th>Good</th>
<th></th>
<th></th>
<th>Bad</th>
<th></th>
<th></th>
<th>Macro-Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>Human subjects</td>
<td>31.52</td>
<td>41.87</td>
<td>33.66   ±6.75</td>
<td>63.49</td>
<td>38.31</td>
<td>43.63   ±22.00</td>
<td>66.67</td>
<td>25.36</td>
<td>35.06</td>
<td>37.45     ±9.52</td>
</tr>
<tr>
<td>Linear [5]</td>
<td>35.46</td>
<td>14.87</td>
<td>21.01   ±6.75</td>
<td>58.74</td>
<td>86.47</td>
<td>69.96   ±22.00</td>
<td>38.46</td>
<td>1.22</td>
<td>2.36</td>
<td>31.11</td>
</tr>
<tr>
<td>CNN [14]</td>
<td>27.42</td>
<td>1.34</td>
<td>2.55   ±6.75</td>
<td>62.31</td>
<td>98.88</td>
<td>76.45   20.00</td>
<td>0.18</td>
<td>0.36</td>
<td>26.45</td>
<td></td>
</tr>
<tr>
<td>Bi-LSTM [15]</td>
<td>25.58</td>
<td>12.98</td>
<td>17.22   ±6.75</td>
<td>62.55</td>
<td>84.29</td>
<td>71.81   17.21</td>
<td>5.18</td>
<td>7.96</td>
<td>32.33</td>
<td></td>
</tr>
<tr>
<td>Transformer [16]</td>
<td>24.09</td>
<td>18.21</td>
<td>20.74   ±6.75</td>
<td>62.64</td>
<td>77.28</td>
<td>69.19   15.98</td>
<td>6.33</td>
<td>9.47</td>
<td>33.00</td>
<td></td>
</tr>
<tr>
<td>Proposed Approach</td>
<td></td>
<td></td>
<td></td>
<td>HAN [7]</td>
<td>42.41</td>
<td>22.31</td>
<td>29.23</td>
<td>63.73</td>
<td>89.10</td>
<td>74.31</td>
</tr>
<tr>
<td></td>
<td>tHAN (40-topics)</td>
<td>40.99</td>
<td>23.80</td>
<td>30.11</td>
<td>64.01</td>
<td>87.29</td>
<td>73.86</td>
<td>34.33</td>
<td>4.20</td>
<td>7.49</td>
</tr>
</tbody>
</table>

### TABLE I

Comparison analysis for all three quality classes. Metrics are expressed in percentages %.

QQ performance obtained from the baseline models and our proposed approaches are provided in Table I. Although the classification results of all three classes are provided, only those for very good and bad quality questions are of interest since the identification of these questions are important for maintaining the overall quality of site content. These models are categorized into three groups, namely human subjects, linear and sequential baselines, and the proposed hierarchical models. The lower-than-expected scores by human subjects is attributed to a high variation in their perception of question quality in the presence of the dominant good class. Our proposed hierarchical modelling of questions strikes a good balance between precision and recall, thus achieving the highest F1-scores of 37.15 in overall macro-averaged and of 30.11 in the individual very good class. In terms of overall performance quantified by macro-averaged F1-score, the linear and sequential neural models performed worse due to the generally lower precision scores of below 40% and 30% in both very good and bad classes, respectively. This is because many of these questions have been misclassified into the dominant good class. This highlights the limitation of CNN and Bi-LSTM sequential models in terms of their capability of modelling questions for quality, since all segments of the questions are considered equally without attention. Transformer, being one of the best sequential encoders, is able to outperform CNN and Bi-LSTM due to the effectiveness of self-attention in modelling context. Although it achieves the highest F1 for bad questions, the difference against the proposed tHAN model was not significant enough to compensate for its lower macro-averaged F1. The CNN model as described in [2] has also been implemented. However, it is found that the model has been developed for a customized labelling function that discriminates only between two classes, therefore performing modestly lower for this dataset.

By overcoming limitations of sequential modelling, the proposed hierarchical approach customized with topic words achieves the best results with over 4% improvement against the linear baseline method, represented by the transformer. The proposed approaches achieve comparable performance with human annotators in identifying the very good questions and overall F1-score. Two examples are presented in Fig. 1 to demonstrate the efficacy of a hierarchical model in selecting discriminative features at sentence level, which was effectively learned by the proposed approach. In the first example, the proposed model assigns a higher weightage to the first sentence that contains a detailed description of the technical problem from the asker. While an individual human annotator may not find this technical information as important for the problem as the community does, the model being trained on large amount of data is able to identify this as a crucial piece of information to determine a quality question. The second question, on the other hand, was written based on poor research. Our proposed model correctly identifies the sentence as an expression commonly found under such cases.

In these two exemplar analyses, the hierarchical approach achieves higher performance compared to sequential ones. Similar trend was observed for most of the noisy text in the questions over the dataset.

#### B. Ablation analysis and effect of topic numbers

Arguably, topic words may be obtained simply from the asker-assigned question tags instead of words as indicated by latent topics trained from the LDA model. The effectiveness of topic words from both these sources is compared using
a stacked bar chart corresponding to three categories of F1scores in Fig. 4. In general, higher number of topics trained with LDA improves performance against HAN with none at all. This is due to the model achieving better context that is learned from the topic attention mechanism. Modelling better context therefore allows the model to learn a suitable sentence representation, which, as a consequence, relieves the burden of sentence attention module to select the important sentence for classification as in Fig. 1.

The use of question tags modestly reduced the performance of tHAN. This is because many questions are tagged with highly-specific technical jargon which do not frequently occur across questions, therefore making them unsuitable for modelling general contexts. The above problem was mitigated by introducing topic words from LDA. It can be observed that as the number of trained topics increases, the classification performance on QQ improves. This trend continues until 40 topics, after which performance starts to reduce. This is because an increase in topics learned introduces more diversity to segregate the common types of problems encountered. This can be seen from Table II in which words from the three most representative topics are presented. It can be observed that these topics form the general type of questions being asked on Stack Overflow; some common types of questions can be inferred as follows—Topic 1: asking about a problem involving an error code; Topic 2: appropriate ways of passing parameters in API documentations; Topic 3: installation and package issues. However, as the number of trained topics continues to increase to 50, overfitting occurs and some uncommon topics become too noisy to model question contexts. Using words from these topics therefore results in noisy features and, as a result, the overall performance decreases as observed from Fig. 4. These results show that using words from topic models at an appropriate level is effective at guiding the model towards learning semantic properties at the sentence and word levels to form an effective representation for QQ.

Overall, the proposed hierarchical approach outperforms the state-of-the-art transformer encoders with significantly fewer parameters. This underpins the fact that extracting features via hierarchical selection is important for QQ in noisy user-generated questions. This model is particularly more effective when coupled with a topic attention module that introduces global information about common topic structures in the corpus. We note that the performance for identifying bad quality questions is still modestly poor since many were classified as the good questions.

VI. CONCLUSION

We propose a neural network architecture that automatically evaluates QQ on community question answering sites. User-generated texts on these sites are often noisy and require customized processing methods to extract relevant features from only the salient parts. To address this issue, a hierarchical model is proposed to aggregate relevant information over textual features at word and sentence levels using neural attention. In addition, a new attention mechanism is developed. This mechanism introduces global topical information from the corpus trained via topic models to complement the hierarchical model. Topic words are useful to distinguish between problem contexts that serve as useful information for the model to vary its attention scheme during the processing of a question. Experiments conducted on the Stack Overflow dataset show that our proposed approach is effective at exploiting these additional features that represent a given question, which, as a consequence, outperforms existing QQ prediction approaches without the use of any platform social indicators as features.
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