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Abstract—Modeling optimism and pessimism accurately in
social media has important applications to personal health
individually and society wellness collectively. In this paper, we
predict optimism and pessimism in Twitter messages by building
multiple models on top of XLNet, an integrated model using
multiple auto-regressive language models to capture left and
right contexts jointly in sentences. Utilizing multiple-head self
attentions via multi-layer transformers, XLNet models are able
to model negations and other semantic relationships by paying
attentions to crucial and important words, leading to more
accurate predictive models for optimism and pessimism. For
example, using XLNet models, we have improved the state of
the art accuracy of 90.32% to 96.45%, a 63.32% error reduction
on a benchmark dataset. Based on the observations that all deep
models should generalize to new messages based on the same
training samples, we train multiple predictive models and use
the consensus to further improve the accuracy on subsets of
the test samples. We also demonstrate that positive emotions
and sentiments in optimistic messages are much more common
while negative emotions and sentiments are more so in pessimistic
ones using XLNet models finetuned for emotion classification
and sentiment analysis. The proposed models could be used for
understanding optimism and pessimism in social media.

Index Terms—XLNet, outlook prediction, emotion classifica-
tion, sentiment analysis, transformers

I. INTRODUCTION

Within the last few years, there has been a significant
increase in the number of social media users. There are
more than 70 million daily active users on Twitter generating
500 million tweets and 2.45 billion monthly active users on
Facebook in 2019; it has been growing [11], [42]. Freedom
of accessibility and speech that social media provide, allow
people to express their feelings and beliefs which make it
possible to judge user’s personality [32]. At the same time,
usage of social media affects human’s life and has increased
the reported mental health issues [2], [7]. Identifying and
analyzing optimistic and pessimistic users based on social
media activities can help to deal with the related mental
health issues. Self-reported methods such as life orientation
test [37] are popular in psychological tests to identify optimism
and pessimism (OP/PE). However, Barker and Wright have
suggested that one should study people’s behaviors in daily
routines for accurate understanding [1]. Social media platforms
make it possible to implement studies based on daily routines.
Toward the goal of obtaining accurate models, it is important
to predict OP/PE accurately so that further analyses and studies
can be built on them such as how OP/PE affects the way people

use social media. Thus identifying optimistic and pessimistic
users and their outlook sentiments based on their tweets is
important.

In this paper, we propose a method to identify OP/PE at the
tweet and user levels by applying the XLNet language model
[44] and the deep consensus algorithm. By pretraining multiple
auto-regressive models via different factorization orders, the
pretrained XLNet models are able to capture the left and right
contexts of words jointly as such jointed and contextualized
representations are important to characterize OP/PE in Twitter
messages. In addition, the XLNet models are built using the
extra long transformers [9], which are able to capture longer
dependencies in sentences more efficiently. With multiple-
head attentions in the transformers, the models are able to
pay attention to crucial words (such as negation words) that
are essential to predict OP/PE correctly. In this paper, we
first fine-tune XLNet models to predict OP/PE in Twitter
messages. With the contextualized representations provided by
XLNet, we have improved the OP/PE classification accuracy
significantly measured on a benchmark dataset. For example,
on the Twitter messages identified using thresholds 1 and -1 (to
avoid neural messages; see Section IV), among the five runs
using the XLNet base model and five runs using the XLNet
large model, we have improved accuracy up to 97.92% with an
average of 96.16% and 96.45% respectively. More importantly,
even the worst among all the ten runs has improved the
state of the art accuracy, reducing the error by 54.24% (from
9.68% to 4.43%). In the next step, we apply consensus on
the output of the XLNet models which is able to achieve
99.61% accuracy for 34.89% of the test set. We have also
improved substantially when all the messages are classified
using threshold 0. To the best of our knowledge, this work is
the first one using the pretrained XLNet models for predicting
OP/PE in tweets. As identifying optimistic and pessimistic
people has multiple applications including detecting people
having depression problems or at risk of committing suicide,
the proposed method could be an important component in
order to provide better social support and treatment for people
at risk [4], [5], [20].

It has been proven there is a correlation between being
optimistic/pessimistic and one’s health [19], [38]. Thus, we
extracted the most common emotions of the users in the
OP/PE dataset using the same XLNet architectures but fine-
tuned for emotion classification. Using our models, we were
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able to obtain results that are consistent with psychological
findings. For example, optimistic people experience much
more joy and love while sadness and fear are the most
common feelings among pessimistic people [3], [15], [29]. We
also examine the sentiments in Twitter messages to examine
the relationships between OP/PE and sentiments commonly
defined in sentiment analysis datasets.

The rest of this paper is organized as follows. We explain
and discuss the related works in Section II. In Section III we
explain the proposed method based on XLNet. The datasets
that we used in this paper are described in Section IV. We
present experimental results and analysis in Sections V and VI.
We conclude the paper in Section VII with a brief summary
and future work directions.

II. RELATED WORK

Sentiment analysis, also known as opinion mining has
been widely studied recently. Largely driven by commercial
applications, sentiment analysis methods are proposed to an-
alyze product and reviews to identify positive, negative, and
neutral sentiments [24]. Such sentiments are often indicated by
polarity words [21], [26]. While related and relevant, sentiment
analysis methods are not sufficient to predict optimism and
pessimism accurately. There are several recently published
papers trying to address classification of optimistic and pes-
simistic in social networks such as Twitter. Ruan et al. [35]
classified the collected tweets to pessimistic and optimistic
using several machine learning models such as naive Bayes
[23], nearest neighbor [28], and gradient boosting classifier
[14]. They showed that the gradient boosting classifier out-
performs the other models. Since the bags of words are used
to represent tweets, the methods could not capture contextual
information well. In a follow-up study, Caragea et al. [4]
applied several deep learning models such as Convolutional
Neural Networks (CNN) [22], Bidirectional Long Short Term
Memory networks (BiLSTMs) [17], and Recurrent Neural
Network (RNN) [6] using Glove embeddings [30]. On the
same dataset, they show that these models perform better
than the traditional machine learning methods in [35]. The
general training strategy used is to feed the embeddings of the
words in an input sentence into an encoder, which produces
a representation for the input sentence. Then classification is
done using the resulting representation. Three classifiers are
used in the paper. Each classifier includes three fully connected
layers and a softmax layer on the top, while trained on the
Optimism/Pessimism Twitter dataset (OPT). The classifiers
are bidirectional LSTM, CNN, and stacked gated RNN. They
show that their models perform better than the Naive Bayes
and Support Vector Machines used in [35]. One limitation of
their approach is that the Glove embeddings used are static,
which makes the models less sensitive to the contexts of
the words. Therefore, it can be challenging for such network
architectures to handle words with multiple different meanings
(i.e., polysemous words), and the syntactic relationships such
as negation. XLNet on the other side is a contextualized
language model that is capable of overcoming the challenges

using self-attention mechanisms and learning bidirectionally,
leading to more accurate representations and resulting in better
prediction accuracy, which was the reason that we selected
XLNet language model as the base of our methodology.

III. METHODOLOGY

With the massive text data that are available through social
media platforms, it is difficult for humans to read and analyze
them. Being able to capture the dependencies in text data is
essential for accurate prediction models.

A. Language Modeling

Language modeling is an essential task for (NLP) and
has played a significant role for other NLP tasks such as
translation [39], [43] and speech recognition [27]. Better
language models should capture the language patterns that
depend on larger contexts. Recently, pre-trained models have
shown remarkable improvements in many NLP tasks [8],
[31], [33]. With pre-trained language models, fine-tuning and
feature-based are two techniques to apply them to downstream
tasks. The Generative Pre-trained Transformer (OpenAI GPT)
[33] is an example of the fine-tuning method. One limitation
of this model is that it can only attend to the left tokens
while effective representations for many NLP tasks should
depend on both directions. Thus, ELMo [31] uses two sep-
arate LSTM networks (one forward and one backward) and
then concatenates the representations from both networks. It
improved the state-of-the-art (SOTA) in many NLP tasks such
as question answering [34], sentiment analysis [41]. However,
there are no interactions between the left and right networks
while producing their representations and therefore the joint
relationships are not modeled.

More generally, auto-regressive language modelings are
feed-forward or backward models which use all the preceded
words (according to the orders given by the model) to predict
the current word. In other words, they learn from the previous
time steps to predict value at the current step iteratively.
However, auto-regressive models can not model the right and
left context jointly such as GPT [33] and ELMo [31].

B. XLNet

XLNet is a generalized auto-regressive model which
achieved SOTA in many NLP tasks [44]. XLNet uses per-
mutations which enables it to learn bidirectional contexts
jointly with order-aware via positional encoding. Therefore,
it overcomes a fundamental limitation common to all auto-
regressive models.

XLNet uses an objective function that is defined as an
expectation over all factorization orders. Specifically, given a
length-T sequence W = [w1, w2, .., wT ], there are T ! different
orders to estimate the joint probability distribution defined on
all such sequences. Consider the set of all possible permuta-
tions Z={[1, 2, ..., T ], ..., [T, ..., 2, 1]}, XLNet is an integrated
model that includes all the individual auto-regressive models
over all possible permutations via averaging (estimated via
sampling). It optimizes the probability of token w, defined as



maxθ Ez∼ZT

[
T∑
t=1

log pθ(wzt | Wz<t)

]
.

Here z is a possible factorization order; given z, the in-
ner term gives the log probability of the entire sequence.
The purpose of permutations is to use different factorization
orders which help the model to be bidirectional, without
changing the order of the given sequence. For example,
S = {we, all, deserve, happiness}, assume the objective is
to predict the third token “deserve”. In sequence S we have 4!
different permutations. For simplicity we consider only two
such orders [3 → 1 → 2 → 4] and [1 → 2 → 4 → 3]. In
the first factorization order, the target token appears as the
first element in that sequence which means no preceded token
to look at, then the probability of the 3rd can be expressed
as P (deserve). In the second order, all other tokens appear
before the 3rd token, the model needs to attend to all others
token when calculating P (deserve | we, all, happiness).

In addition, XLNet uses the extra long transformers [9] to
improve the efficiency of modeling long-term dependencies
in the input. Together with the factorization orders, XLNet
provides an effective pre-trained model for many NLP tasks.

C. Fine-Tuning

To adapt XLNet to a specific NLP task, a proper fine-tuning
procedure is needed. We use XLNet (base and large) models
and fine-tune them for OP/PE prediction. For fine-tuning
procedure, XLNet follows the approach proposed in [10] by
utilizing the representation associated with [CLS], which is a
special token for classification. For classification, we let each
input sequence start with [CLS] and use its final hidden state
as the aggregate input sentence representation. We denote this
vector as V ∈ RH . We add a single layer on the top of the
model as a sentence classifier. In other words, the classifier
utilizes V as its input. The weight matrix of the classifier layer
is W ∈ RH×N where N indicates the number of classes which
in our case two (OP/PE). Then we compute the probabilities
P of each class by P = softmax(VWT ), and use the class
with the largest output as the classification output.

D. Deep Consensus

When training multiple deep learning models, they generate
similar linear regions. At the same time due to initialization
and other random factors, they will have different incorrectly
classified samples. This is the main idea of using consensus
models. When multiple models are trained, adversarial or
falsely classified samples can be identified by considering
aggregation among the models. For this purpose, having n
deep learning models, a sample is classified when at least k
of the models predict the same output. In other words, we can
eliminate the majority of incorrectly classified samples in deep
learning models. Algorithm 1 shows the process of D(n, k)
consensus algorithm.

Algorithm 1: D(n,k) consensus model.
Result: Prediction class (can be class 0, 1, or unknown
Get the prediction values of M1,M2, ...,Mn for each

record ;
1- Apply each model and get the prediction value for

each record Ri;
2- For each record Ri, if the prediction value Pi of the

record is higher than the threshold T, classify it as
Ci,n, otherwise, unknown;

3- For each record, Ci,n, if at least k models,
prediction value Ci,n is the same, classify the record
as Ci, otherwise unknown;

TABLE I: Dataset summary.’O’ stands for optimistic tweets.

Threshold 0 Threshold 1/-1
Number of Tweets 7475 (O:4,679) 3847 (O:2,507)
Number of Users 500 500

IV. DATA SETS AND SETTING

In this section, we describe three data sets that we have used
in this work. First, the optimism/ pessimism Twitter data set
(OPT) published by [35] that contains 7,475 randomly selected
tweets corresponded to 500 pessimistic and 500 optimistic
users. Each tweet in the OPT data set was manually annotated
by Amazon Mechanical Turk. Hence, five independent anno-
tators were manually annotated each tweet using scale of 3
(very optimistic) to -3 (very pessimistic). For our evaluations,
we followed the approach proposed by [4]. We considered (0
and 1/-1) as two different thresholds for labelling the tweets.
For the zero threshold, if the averaged score of a tweet is zero
or higher, then the tweet would be considered as optimistic,
else it would be pessimistic. In (1/-1) threshold, a tweet with
an averaged score of 1 or greater would be optimistic and if
its averaged score is -1 or lower then it will be labeled as
pessimistic. Table 1 shows a summary of OPT data set.

The second data set is an emotional data set which we used
to identify emotions that are in the optimistic and pessimistic
tweets, made available to us by [36]. This data set has 340,541
labeled tweets which contain six types of emotions: “joy”,
“anger”, “love”, “surprising”1, “fear” and “sadness”. This data
set was collected by generating hashtags for each emotion
and annotated via distant supervision [16]. Lastly, we also
use the Twitter Sentiment Analysis (TSA) dataset 2 which has
1,578,627 tweets that are classified as 0 for negative sentiment
and 1 for positive one.

V. EXPERIMENTS AND RESULTS

In our experiments, we fine-tuned the XLNet (large and
base) models [44] for OP/PE prediction. We divided OPT
dataset into 80% for training, 10% for evaluation and 10% for
testing. We repeated each experiment five times and reported

1We excluded surprising emotion since it is neutral emotion
2Obtained from http://thinknook.com/twitter-sentiment-analysis-training-

corpus-dataset-2012-09-22/.



TABLE II: Accuracy of our method vs. previous studies on
the OPT dataset (shown as percentage).

Tweet Level User Level
Threshold 0 1/-1 0 1/-1
NB [4] 74.20 84.10 71.30 80.10
SVM [4] 67.80 83.30 64.70 81.80
BiLSTM [4] 79.65 87.24 76.65 90.72
GRUStack [4] 80.19 87.76 76.38 92.24
CNN [4] 77.78 90.32 73.55 91.68
XLNet-Base 84.25 96.16 84.31 100
XLNet-Large 85.28 96.45 89.11 100

the average results along with the minimum and maximum
results from large and base models respectively. Our training
procedure is as follows: First, we used the XLNet’s tokenizer
to convert the input sequence into tokens that corresponding
to XLNet’s vocabulary before feeding them into the model.
XLNet large consists of 24 layers, 1024 hidden size, 16 heads
while the base model has 12 layers, 768 hidden size, 12
heads. Both models are topped with an untrained classifier
layer which is trained during fine-tuning in addition to tuning
the transformers. Different combinations of hyper-parameters,
including learning rate in [2e-4, 2e-5, 2e-6], batch size [16,
32, 64], and maximum input length [32, 64, 128], were tested
on both XLNet Large and Base, and the setting with the most
efficient and stable learning was chosen. We used AdamW
optimiser [25].

A. Optimism and Pessimism Prediction

In the first set of experiments, we evaluate the model per-
formance on the OPT dataset and compare the results to that
from the previous studies [4], [35]. Ruan et al. used traditional
machine learning such as naive Bayes (NB) [35]; Caragea et
al. examined the ability of three different deep-learning models
[4]: (1) Bidirectional Long Short Term Memory networks
(BiLSTMs) [17] (2) Convolutional Neural Networks (CNNs)
[22] (3) Stacked Gated RNNs [6]. Table II shows the results
and comparisons of our model and all previous studies.3

As shown in Table II, our models outperformed all the
previous models for both thresholds 0 and 1/-1. In fact, our
models improve the performance by more than 6% at the tweet
level and 15% at the user level. For instance, at the tweet level
XLNet-Large model achieved 96.45% and 85.28% for 1/-1 and
0 threshold respectively. At the user level, both models achieve
100% for 1/-1 threshold as compared with 92% achieved via
GRUStack. In the zero threshold case, it is not surprising to
see a decrease in the model performance, since all the tweets
that are closer to the decision boundary are included, possibly
including ambiguous and neural ones. Still, our models are
able to improve the accuracy by more than 5%. Additionally,
as mentioned before each experiment was repeated five times,
we also report the best and worst accuracy among the five
runs in each of the models to show the robustness of the

3Note that the results of the Table II are based on the results reported in [4],
since they defined new thresholds for the experiments.

Fig. 1: The accuracy for 5 models and D(5,4) consensus model
based on different confidences.

models. As shown in Table III, even the worse model among
them outperforms the SOTA models. For example, for the zero
threshold, the lowest accuracy is 83% which is much higher
than that of the best previous model.

B. Consensus Results

Considering the confidence of each model can improve
the accuracy further on subsets of the messages. Here the
predictions of the models are reported for just the records
that the models are confident about them and the prediction
value exceeds a confidence threshold. Besides that, applying
consensus model improves the accuracy of the prediction.
We have performed several experiments for the 0 threshold
case, that our models have to predict all records and it is
more challenging than other cases. Figure 1 shows that by
increasing the confidence threshold in all five models, the
accuracy will be increased and at the same time a model
will make a decision for a smaller subset of the samples.
As expected, applying the consensus algorithm increases the
accuracy for all different confidence thresholds. The results
of D(5,4) consensus is significantly higher than any single
model as shown in Figs. 1 and 2. Here we use three XLNet
base models from the large XLNet case and two from the
base XLNet case. XLNet Large has been shown to work
better at all setting as table II illustrating that. Due to limited
computational resources we have to balance the benefits of
the Large model and having multiple models in the Consensus
method, thus we use combination of Base and Large to take
advantage of both.

As shown in the figure, the consensus model has higher
accuracy than any single model for all confidence threshold.
For the threshold of 0.98, it reaches 99.61% accuracy for
34.89% of the samples. Such accurate models are important as
accurate results are necessary on large sets of available Twitter
messages for certain applications.

C. Optimism and pessimism Emotions

In this section, we preformed OP/PE emotions analysis by
extracting the most prevalent emotions among optimistic and



Fig. 2: Percentage of reported records for 5 different models
and D(5,4) consensus model for different confidences.

TABLE III: Minimum and maximum accuracy of large and
base XLNet model.

Tweet Level
Threshold 0 1/-1
XLNet-Base minimum accu-
racy

83.82 95.57

XLNet-Base maximum accu-
racy

86.00 97.39

XLNet-Large minimum accu-
racy

84.00 95.83

XLNet-Large maximum accu-
racy

87.16 97.92

pessimistic tweets and explain their relations and impact on
health and well-being. For this experiment we used tweet
level of OPT with 1/-1 threshold to study the emotions on
clear OP/PE by avoiding ambiguous and neural messages.
First, we train several models on the emotion datatset (see
Section IV for more information), and then we evaluate the
performance of this emotional model on OPT to find the most
prevalent emotions in each of the two categories (OP/PE).
One motivation behind this analysis is that many psychological
studies have shown there are relations between being OP/PE
and health [19], [38]. Thus, finding and explaining OP/PE
emotions, and their influences on health could help to illustrate
how being OP/PE impact our wellness and health.

Figure 5 illustrates the distributions of emotions over OP/PE
tweets. It is clear that positive emotions like joy and love
are experienced more by optimistic users. In comparison,
negative emotions such as sadness, fear and anger are more
popular among pessimistic users. That could be one reason
of why optimistic people are healthier than pessimistic once
since many psychological findings have shown that positive
emotions like love and joy associated with healthier hearts,
stronger immune system, and longer life expectancy [12],
[13] while negative emotions like anger could be a cause of
health problems such as coronary heart diseases and bulimic
behaviors.

D. Optimism and pessimism sentiments

Next, we analyzed sentiments of OP/PE using the TSA
dataset described in Section IV. First, we trained a classifier
on a subset of TSA and evaluated its performance on OPT
with both thresholds (0 and 1/-1). Figure 6 shows the results
which suggest that sentiment analysis is not sufficient to
identify OP/PE as Caragea et al. demonstrated in [4] using
polarity word statistics. Clearly, in Fig. 6 positive and negative
sentiments appear in both categories (OP/PE) with different
percentages. For example, in the zero threshold case, 30% of
optimistic tweets classified as negative tweets. We hypothe-
size that appearance or absence of polarity words plays an
important role in sentiment analysis, but that is not enough to
capture OP/PE. For instance, from OPT dataset we have this
tweet “done holding grudges with people. life’s too short to
have hate in your life ” consider as an optimistic tweet even
though it has negative terms such as “holding grudges”, “too
short” and “hate”.

VI. ANALYSIS VIA VISUALIZATION

A. Multi-Heads Attention

In this section, we explored the multi-head self-attention
mechanism of XLNet base model by plotting the attention
of all the heads in each layer. The goal is to understand
their contributions and relative importance of the significant
ones. Attention-mechanism has been popular and successful
technique since it was introduced by [43]. Using 12 and 16
heads in the XLNet base and large model respectively in each
layer that indicates how it is heavily involved in the models
architecture. The main feature of multi-head self attention is to
produce “context-sensitive” representation of the input tokens.
When the model processes an input sentence, self-attention
mechanism allows each input token to distribute its attention
weights overall tokens in the current sequence in a row wise
manner, base on how significant they are to the current token.
After plotting the attention weights of all heads in the model
we found some important and interesting patterns. First, many
heads in the model direct the most of their attentions to
the current token as in shown in Fig 3a, while some other
heads paying more attention to next and previous tokens of
their positions in the sequence as Fig 3b and 3c illustrate.
This pattern of attention allows each token to include the
surrounded tokens in its next representations. That is very
important since many words have different meanings based
on their context.

Second, negation is an essential and significant aspect in
all humans language and detecting negation is very important
especially for sentiments analysis since it affect contextual
polarity [18], [40]. For example, in this tweet “not very happy
with my life” the negation term here invert the polarity of the
sentence. interestingly, in multi-heads attention some heads
focus on negation words. For instance, Fig 4b shows heavy
attention is directed to the token “not” while producing the
next representations of “very happy”. Similarly, Fig 4c shows
the attention weights of the same head. It was able to capture



(a) Current token attention. (b) Next token attention. (c) Previous token attention.

Fig. 3: Positional attention.

(a) Crucial word attention. (b) Negation attention. (c) Negation attention.

Fig. 4: Attention of negation and crucial word (shown only part of the tweets for readability).

Fig. 5: Distribution of emotions among optimistic and pes-
simistic users (To be viewed in color).

the negation even though it expressed in this example using
different negation word “no”.

Moreover, we find a few heads direct some of their attention
to rare words which are usually the crucial words in the
sentence. Fig 4a shows the attention of this type of pattern
which is a significant pattern specially for sentiment analysis.

B. XLNet Tokenizer

A model Tokenizer is one of the initial steps as we men-
tioned in section V we use XLNet’s Tokenizer to convert input

Fig. 6: Sentiments in OP/PE (To be viewed in color).

sentences into corresponding XLNet’s vocabularies. Also, it
handles out of vocabulary (OOV) words by separating them
into sub-tokens. It could also participate and help in the
model’s decision by correctly separating OOV tokens such
as “misspelling words by connecting them” which seem to be
a common practice in Twitter, due to the limited characters
that are allowed in a tweet. Importantly, when the misspelling
words are crucial words to the model’s decision. For example,
from OPT dataset we have this tweet “there’s no greater



Fig. 7: XLNet Tokenizer (Top) and BERT Tokenizer (Bottom).

feeling then being inlove with your bestfriend” which has
two misspelled important words “love” and “ best friend”,
however, XLNet’s tokenizer are able to separate them correctly
and recover the correct words as shown in Fig 7(top). In
comparison, we also use BERT’s tokenizer to tokenize the
same sentence. The result shown in Fig 7 (bottom) shows
it fails to separate and retrieve the correct words that may
mislead and affect the model’s decision.

VII. CONCLUSION

In this paper, we have fine-tuned XLNet models to predict
outlook sentiments in Twitter messages both at the individual
message level and at the user level. As the XLNet models
are able to capture left and right contexts jointly and compute
contextualized representations using multiple-head attentions,
our methods improved the state of the art on a benchmark
dataset substantially. Furthermore, using a deep consensus al-
gorithm, we can improve the accuracy of subsets significantly.
Accurate models like ours may be necessary for applications
where accuracy is important.

While our models gave the best accuracy on a benchmark
dataset, as Twitter messages often include special characters
for predefined meanings, these special terms need to be
handled correctly in order to classify them well. Additionally,
the effectiveness of the proposed models for applications
such as suicide detection need to be further investigated.
Furthermore, how to use the models like the proposed ones
to study personality and other psychological traits needs to be
studied as Twitter messages may well be location and position
dependent (such as tweets at jobs and at homes could be very
different for the same users).
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