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Abstract—Data association plays a crucial role in Multi-Object Tracking (MOT), but it is usually suppressed by occlusion. In this paper, we propose an online MOT approach via multiple attention mechanisms (Multi-Attention) to handle the frequent interactions between targets. Specifically, the proposed Multi-Attention consists of spatial-attention, channel-attention, and temporal-attention three modules. The spatial-attention module lets the network focus on visible local areas by generating a visibility map, and the channel-attention module combines texture information and context information adaptively to build a recognizable object descriptor, then the temporal-attention module pays different attention to objects in the same trajectory avoiding the suppress caused by contaminated samples. Besides, a multiple branch convolutional block called receptive filed module (RFModule) is introduced to learn multiple levels of information for Multi-Attention. The experimental results on MOTChallenging benchmarks demonstrate the effectiveness of the proposed MOT algorithm against both online and offline trackers.

Index Terms—Multi-object tracking, Attention mechanism, Receptive filed, Data association

I. INTRODUCTION

Object tracking is one of the most challenging tasks in computer vision, which plays an important role in autonomous driving, video surveillance, etc. It can be divided into Single Object Tracking (SOT) and Multiple Object Tracking (MOT). The former locates and associates only one object in video frames, and the latter should identify multiple objects focusing on the distinction between different objects. And MOT can be further categorized into online and offline methods. Offline methods use all the video frames information (both past and future) to generate trajectories while online methods use only past frames information. Although offline methods have excellent performance, online methods are more applicable to real-time applications.

Since significant improvement has been achieved on object detection problems, tracking-by-detection has become an effective method to get better performance on MOT. At first, all objects going to be tracked are located in each frame by an object detector. Then, the same detections across different frames will be linked by data association algorithms. And the data association algorithm usually consists of three steps: feature extraction for object representation, similarity calculation to measure each association and object assignment to find the optimal association. In general, the performance of data association heavily relies on the similarity score based on the feature extracted from the detected object. Most existing approaches take object sequence as input and directly extract appearance feature from the cropped object patches, the performance will be limited by many factors. First, when there are multiple objects in the same video frame, every object should be sent to the network separately, this undoubtedly increases the cost of time during inference. Second, object sequences only include the foreground information, while the context information outside the foreground is also helpful for identifying objects, especially for objects with low visibility as shown in Fig. 1. Furthermore, when objects are obscured caused by interaction among objects, the noisy features extracted from these objects will also update the model less effectively.

These factors require us to design an appearance model to extract robust feature representation for effective data associ-
Fig. 2. Architecture of the proposed method. The Network consists of feature extraction, similarity calculation, and object assignment. For feature extraction, a shared RFModule is applied to whole objects to extract multi-level appearance features $\Phi$ for individual objects. And spatial-attention and channel-attention module generate recognizable object descriptors as $X_t$ by focusing on visible local regions. For similarity calculation, temporal-attention allocates different importance to objects in trajectories to get better performance. For object assignment, we use the Hungarian algorithm to get the optimal assignment during inference, while using tracking loss to update the network during training.

To address the issues observed, we make the following contributions in this work:

- Instead of object sequence, we use image sequence as the network input and then extract individual feature for each object using ROI-Align [29]. In this way, the network can learn both texture information and context information from training data, which is helpful to handle contaminated examples. Correspondingly, the network output similarity matrix to measure the affinity between objects and trajectories in parallel rather than a single similarity score, and it can reduce the time complexity.

- We propose a multiple branch convolutional block called Receptive Field Module (RFModule) to enhance the discriminability and robustness for the appearance features extracted from CNN layers. Therefore, the proposed network can learn multi-level features combining fine-grained texture feature and coarse-grained context feature which is helpful to identify objects with low visibility.

- Since the proposed network has learned multi-level features, we adopt the Multi-Attention network to generate adaptive descriptors for different objects automatically. First, the Spatial-Attention lets the network focus on visible local regions. Then, the Channel-Attention allocates different importance to the fine-grained features and coarse-grained features to make up a recognizable object descriptor. Finally, the Temporal-Attention adaptively pays different attention to different objects in the same trajectory, to avoid being suppressed by contaminated objects.

II. RELATED WORK

The researches on MOT can be categorized into detection based tracking and detection free tracking depending on whether detections are given or not.

A. Detection Based Tracking

With the development of object detection, detection based tracking has become a popular strategy in MOT. At first, a pre-defined object detector is applied to each frame to get all of the object locations. Then, MOT algorithm associates object detection results across video frames to generate trajectories, and this step is usually called data association. [1] [2] proposed standard benchmarks for pedestrians tracking. According to whether future information used or not, MOT methods can be further split into online and offline methods.

1) Offline Methods: The offline methods usually consider the data association problem as a global optimization problem and focus on designing various optimization algorithms. Some methods cast data association into network flow problem, [3] solved a constrained flow optimization problem for multiple object tracking, and used k-shortest paths algorithm for associating the tracks, [4] added a pairwise cost to the min-cost network flow framework and proposed a convex relaxation solution with a rounding heuristic for tracking. And these are also some methods try to solve it with minimum subgraph cut algorithm, [6] select hypotheses spatially and link these over time while maintaining disjoint path constraints, and evidence about pairs of detection hypotheses is incorporated whether the detections are in the same frame, neighboring frames or distant frames. [7] introduce a novel local pairwise feature based on local appearance matching that is robust to partial occlusion and camera motion and employ an efficient primal feasible optimization algorithm to the subgraph multi-cut problem.

2) Online Methods: On the other hand, data association is usually treated as the multidimensional assignment (MDA) problem under online methods and then solved with Hungarian
or Munkres algorithm. These methods focus on improving the measurement of object similarity. In the early stage, some hand-crafted features such as HOG are used, and recently, more and more deep learning networks are proposed. [8] proposed the spatiotemporal context learning algorithm to build a robust appearance model, [10] proposed a siamese network to encode both appearance information from RGB images and the motion information from the optical-flow map, [12] combined multi-scale discriminative feature and spatiotemporal motion feature to enhance the performance of MOT. And in order to build an end-to-end network, [14] modified Hungarian algorithms to obtain a differentiable framework. There are also some methods build a relation network that is popular in Natural Language Processing(NLP), combining appearance, motion, location cues together over a long period of time to strengthen feature representation, such as [15] [16]. Our proposed method also follows online tracking within detection based tracking paradigm, and mainly focuses on strengthening the discriminability and robustness of appearance feature to improve the measurement of object similarity.

B. Detection Free Tracking

Since significant progress has been made on single object tracking in recent years, some works apply the state-of-the-art single object tracker in MOT directly. [18] partitions the state space of the target into four subspaces and only utilizes single object trackers to track targets in tracked state. [20] use target specific classifiers to compute the similarity for data association in a particle filtering framework. [21] keep both the tracking results of single object trackers and the object detections as association candidates and select the optimal candidate using an ensemble framework. The detection free tracking methods get rid of dependence on detection, but even with a proper target management mechanism, directly applying multiple SOT trackers simultaneously to track multiple targets still experiences various difficulties. Firstly, the MOT should create or destroy a tracker automatically and appropriately which is not required in SOT. Secondly, the single object tracker aims to track one object and separates it from the background, so it is prone to drift due to frequent interactions between different objects. To address these problems, [14] build an end-to-end trainable single object tracker for MOT, [19] proposed a cost-sensitive tracking loss to limit the drift case. [22] proposed an instance-aware tracker to integrate SOT techniques for MOT by encoding awareness both within and between target models.

III. Problem Formulation

Following the detection based tracking paradigm, we formulate the MOT problem as an MDA problem. At frame $t$, the existing trajectories can be represented by $T = \{T_i\}_{i=1}^{M_t}$, where $M_t$ denotes the number of trajectories. And each trajectory can be represented by a series of objects

$$T_i = \{O_i^j\}_{1\leq j \leq t-K}$$

the $O_i^j = [x_i^j, y_i^j, w_i^j, h_i^j]$ indicates same object’s location in recent $K$ frames. $x_i^j$ and $y_i^j$ denote the center of object $i$, and $w_i^j$ and $h_i^j$ denote the width and height of object respectively. And in addition, the set of object locations at frame $t$ are represented as $O^t = \{O_i^j\}_{i=1}^{N_t}$, $N_t$ is the number of objects. Our goal is to calculate similarity between objects and trajectories, and it can be split into two steps.

1) similarity between objects: Given two frames $I_{t_1}$ and $I_{t_2}$, the set of objects can be represented by $O_{t_1}^1 = \{O_i^{t_1}\}_{i=1}^{N_{t_1}}$ and $O_{t_2}^2 = \{O_i^{t_2}\}_{i=1}^{N_{t_2}}$, and we can obtain the similarity matrix as following:

$$P^{t_1,t_2} = \{\text{sim}(O_i^{t_1}, O_j^{t_2})\}, i = 1 \ldots N_{t_1}, j = 1 \ldots N_{t_2}$$

the $\text{sim}(O_i^{t_1}, O_j^{t_2})$ indicates the similarity between $O_i^{t_1}$ and $O_j^{t_2}$ in different frame, and the detail will be introduced in Sec. IV-C3.

2) similarity between objects and trajectories: In MOT problem, we need calculate the similarity between objects in current frame and existing trajectories at frame $t$, and it can be constituted by the linear combination of similarity between objects:

$$S^t = \{\sum_{\tau=t-K}^{t} \alpha_{t,\tau} \text{sim}(O_i^\tau, O_i^\tau)\}$$

$$O_i^\tau \in T_i, i = 1 \ldots M_t, j = 1 \ldots N_t$$

and the $M_t$ indicates the number of existing trajectories, the $N_t$ indicates the number of objects in current frame $I_t$, the weight coefficient $\alpha_{t,\tau}$ is calculated by temporal attention which will be introduced in Sec. IV-C3.

IV. Proposed Approach

A. Architecture Overview

The Overview of the proposed algorithm is shown in Fig.2. At frame $t$, the network has saved $K$ previous frames information in tracking memory, then it gets current frame $I^t$ and object detection $O^t$ as input. For feature extraction, we use the first two layers of ResNet-50 proposed in [28] and ROI-Align proposed in [29] to extract individual features for each object. The RFModule is introduced to enhance the discriminability and robustness of appearance features by learning multi-level features. Spatial-attention and channel-attention are applied to generate a recognized object descriptor. For similarity calculation, we allocate different importance to different objects in the same trajectory by using temporal-attention, in order to avoid the limitation caused by occlusion. For object assignment, the Hungarian algorithm is applied to the similarity matrix getting the optimal association.

B. RFModule

The proposed RFModule shown in Fig.3 is a multi-branch convolutional block. In object detection and classification tasks, it is a simple and natural way to apply different kernels to learn features with multi-size receptive filed in CNNs, which is supposed to be superior to the fixed size, and we try to introduce this mechanism to object tracking. Inspired
by the Inception-V4 network [30], we modified the bottleneck structure to strengthen the discriminability and robustness of appearance feature to improve the measurement of object similarity. As Fig.3 shows, first, we employ a $1 \times 1$ conv-layer at each branch to reduce the number of channels in the feature and $3 \times 3$ and $5 \times 5$ conv-layer are added to branch2 and branch3 separately, but replace $5 \times 5$ conv-layer by $3 \times 3$ conv-layer with dilation 2, considering they both have same receptive filed and latter has fewer parameters. finally, to reduce parameters and computation, we use $1 \times 3$ plus an $3 \times 1$ conv-layer to replace the original $3 \times 3$ conv-layer.

C. Multi-Attention

It is well known that attention plays an important role in human perception, and recently, there have been several attempts to incorporate attention processing to improve the performance of CNNs in the classification and object detection tasks. [25] used an encoder-decoder style attention by refining the feature maps to get a better performance in the classification task, [26] proposed the SEBlock to achieve channel attention. And [27] applied spatial attention and channel attention in the object detection task. Inspired by these works, we introduce the Multi-Attention mechanism which consists of three modules to multiple object tracking task.

1) channel-attention: We build the channel attention module using the inter-channel relationship of features to select appropriate descriptors for different objects. As each channel of a feature map is considered as an object descriptor, the channel attention is used to select which is more powerful to identify the object. We denote the feature map extracted from the last convolutional layer of RFModule as $\Phi \in \mathbb{R}^{H \times W \times C}$. First, both the average-pooling and max-pooling operations are applied to $\Phi$, and we can get two different descriptors $F_{\text{ave}} \in \mathbb{R}^{1 \times 1 \times C}$ and $F_{\text{max}} \in \mathbb{R}^{1 \times 1 \times C}$. Then, the sum of the descriptors are forwarded to a point-wise convolutional layer whose kernel size is $1 \times 1$. Finally, the sigmoid function is applied to calculate the normalized attention score. In short, this module can be represented as:

$$M_c(\Phi) = \sigma(f_{1 \times 1}(F_{\text{max}}^c + F_{\text{ave}}^c))$$  

(4)

where $\sigma$ denotes the sigmoid function and $f_{1 \times 1}$ denotes the convolutional layer with kernel size of $1 \times 1$, $F_{\text{max}}^c$ and $F_{\text{ave}}^c$ denotes the pooling operation along the spatial axis. As we have get channel attention map, the final features can be calculated as:

$$\Phi_c = M_c(\Phi) \otimes \Phi$$  

(5)

where $\otimes$ denotes a broadcasted element-wise multiplication.

2) spatial-attention: We build the spatial attention module using the inter-spatial relationship of features to focus on unobstructed local areas. The spatial-attention module is followed after the channel-attention module, and get $\Phi_s$ as input. First, we apply the average-pooling and max-pooling operations along the channel axis to get different descriptors $F_{\text{ave}}^s \in \mathbb{R}^{H \times W \times 1}$ and $F_{\text{max}}^s \in \mathbb{R}^{H \times W \times 1}$. Then, a convolutional layer with $7 \times 7$ kernel is applied to extract position information from the sum of two descriptors. Finally, we use the sigmoid function to calculate the normalized attention score. In short, this module can be represented as:

$$M_s(\Phi_s) = \sigma(f_{7 \times 7}(F_{\text{ave}}^s + F_{\text{max}}^s))$$  

(6)

where $\sigma$ denotes the sigmoid function and $f_{7 \times 7}$ denotes the convolutional layer with kernel size of $7 \times 7$. As we have get the spatial attention map, the final features can be calculated as:

$$\Phi_s = M_s(\Phi_s) \otimes \Phi_c$$  

(7)

where $\otimes$ denotes a broadcasted element-wise multiplication. After all, an average-pooling is applied to $\Phi_s$, and we get the final feature $X \in \mathbb{R}^C$ strengthened by attention mechanism to describe the object.

3) temporal-attention: Since our existing trajectories often contain contaminated objects, such as occlusion or misalignment, simply assigning equal weight to all the objects in the same trajectory may degrade the model performance. To avoid the effect of contaminated objects, we exploit the temporal-attention module to adaptively allocate different attention to different objects in the trajectory. The attention scores between the current objects and objects in existing trajectories are inferred from the introduced spatial-attention and channel-attention:

$$\alpha_\tau = a_1 M_{\text{ave}}^\tau \cdot M_{\text{max}}^\tau + a_2 M_{\text{ave}}^\tau \cdot M_{\text{ave}}^\tau + a_3, \tau = t - K \ldots t$$  

(8)

where $\alpha_\tau$ denotes the weight coefficient between the current object and one of the existing trajectories at frame $t$, $M_s = \text{flat}(M_s(\Phi_s)), M_s \in \mathbb{R}^N, N = H \times W$ is reshaped from spatial attention map, and $M_c = \text{flat}(M_c(\Phi)), M_c \in \mathbb{R}^C$ is reshaped from channel attention map, $a_1, a_2, a_3$ are learnable parameters.

Now we can calculate the weight coefficients $\alpha_\tau$ in (3) using temporal attention module, and we measure the similarity between different objects using the extracted object descriptor:

$$\text{sim}(O_{i}^{t_1}, O_{j}^{t_2}) = X_{i}^{t_1} \cdot X_{j}^{t_2}$$  

(9)

So, we can get the similarity matrix between objects at current frame and existing trajectories following (3).
D. Tracking Loss

First of all, we formulated the target matrix $G$ from the ground truth

$$G_{ij} = \begin{cases} 1, & O_j \in T_i, \; i = 1 \ldots M_t, \; j = 1 \ldots N_t \\ 0, & O_j \notin T_i \end{cases} \quad (10)$$

If none of the objects belong to $T_i$, $\sum G_{ij} = 0$, otherwise $\sum G_{ij} = 1$, and correspondingly, if $O_j$ don’t belong to any trajectory, $\sum G_{ij} = 0$, otherwise $\sum G_{ij} = 1$.

As mentioned in the previous section, we finally get the similarity matrix $S$ between objects and existing tracking trajectories, $S_{ij}$ indicates the similarity between $i^{th}$ trajectory and $j^{th}$ object. On the one hand, we apply a row-wise softmax operation on the matrix to get the probability distribution for every trajectory as $S1$, on the other hand, a column-wise softmax operation is applied to get the probability distribution for every object as $S2$. During training we optimize the following multi-part loss function:

$$loss = \sum_{i=1}^{N_1} \sum_{j=1}^{N_t} G_{ij} \text{focalloss}(S1_{ij})$$

$$+ \sum_{i=1}^{N_1} \sum_{j>\sigma} (S_{ij} > \sigma) \text{focalloss}(1 - S1_{ij})$$

$$+ \sum_{i=1}^{N} \sum_{j\in \Omega_2} G_{ij} \text{focalloss}(S2_{ij})$$

$$+ \sum_{i=1}^{N} \sum_{j\in \Omega_2} (S_{ij} > \sigma) \text{focalloss}(1 - S2_{ij}) \quad (11)$$

where $\Omega_1^m$ and $\Omega_2^m$ denote if there is a object belongs to trajectory $T_i$, and correspondingly $\Omega_2^m$ and $\Omega_2^m$ denote if the object $O_j$ belongs to any trajectory. Specially, for the mismatched case, we only penalizes that the predicted similarity score is greater than a predefined constant $\sigma$. In order to focus learning on hard examples, we also use the focalloss proposed in [23].

$$\text{focalloss}(p_t) = -\alpha(1 - p_t)^\gamma \log(p_t) \quad (12)$$

E. Motion Model

During inference, a simple motion model following [19] was built to select candidate objects before calculate appearance similarity. We formulate the center of object as a linear motion with constant velocity, and keep the scale of object unchanged. Denote $C_i^t = [x_i^t, y_i^t]$ and $V_i^t$ as the center and velocity of object $i$ as frame $t$, the predicted location can be defined as

$$C_i^{t+1} = C_i^t + V_i^t \quad (13)$$

and the velocity can be represented by

$$V_i^t = \frac{1}{K} (C_i^t - C_i^{t-K}) \quad (14)$$

the $K$ is same as the one in (1), indicating the length of trajectories saved in our proposed network. Given the predicted location for the next frame, we only consider detections surrounding the predicted location as candidate objects and calculate their similarity score.

V. EXPERIMENTS

In this section, we present the experimental results on public available MOTChallenge benchmark and analysis for the proposed online MOT algorithm.

A. datasets

The MOTChallenge benchmarks are widely used in the field of multi-object tracking to evaluate different trackers. The MOT16 dataset consists of 7 training sequences and 7 testing sequences, including indoor and outdoor scenes of public places with crowded pedestrians as the objects of interest. Both training and testing sequences provide pedestrian detections, but manually annotated ground-truth bounding boxes are only provided for training sequences. While The MOT17 dataset consists the same sequences as MOT16, it provides three sets of different detections(DPM [31], Faster-RCNN [32], and SDP [33]) additionally for more comprehensive evaluation.

B. evaluation metrics

To evaluate the performance of proposed MOT method, we consider the standard following metrics used by MOT benchmarks:

![Visualization of the Multi-Attention](image)
MOTA: Multiple Object Tracking Accuracy which combines three error sources: false positives, missed targets and identity switches, is the main metrics to evaluate MOT performance.

\[ MOTA = 1 - \frac{\sum t (m_t + f_p + mme_t)}{\sum t g_t} \]  

where \( m_t, f_p, \) and \( mme_t \) are the number of misses, of false positives, and of mismatches, respectively, for time \( t \).

- MOTP: Multiple Object Precision which measures the misalignment between the annotated and the predicted bounding boxes.

\[ MOTP = \frac{\sum u d_i}{\sum u c_t} \]  

It is the total error in estimated position for matched object-hypothesis pairs over all frames, averaged by the total number of matches made.

- IDF1: the ratio of correctly identified detections over the average number of ground-truth and computed detections
- MT: the ratio of ground-truth trajectories covered by an output trajectory for at least 80% of ground truth length
- ML: the ratio of ground-truth trajectories covered by an output trajectory for at most 20% of ground truth length
- FP: the number of False Positives
- FN: the number of False Negatives
- IDSw: the number of Identity Switch

C. implement details

The proposed method is implemented using the popular deep learning framework PyTorch and runs on a desktop with 4 Titan Xp GPU. We adapt the first two layers of ResNet-50 as our backbone network, and modify the rest layers with RFModule after ROI-Align to extract robust features. Given the current frame at time \( t \), we resize it to the resolution of \( 512 \times 512 \) after data augmentation, and the resolution of features after ROI-Align is \( 120 \times 60 \times 512 \) because the ratio of most objects in MOT dataset is approximately equal to it. And finally, the features strengthened by spatial-attention and channel-attention are reshaped to 1024 dimensions to describe the tracking object.

During training, the frames from the same video are fed into network orderly, but the saved features in tracking memory are randomly shuffled before calculating temporal attention scores every iteration. Limited by the GPU memory, we set the maximum length of each trajectory \( K \) to 3. We apply stochastic gradient descent(SGD) with the momentum of 0.9 to train the network and the weight decay is set to \( 5e-5 \). The model is trained for 30 epochs with learning rate \( 1e-5 \) in top five epochs, \( 1e-4 \) for the following twenty epochs, and again the former with the last five epochs. For the tracking loss, the threshold \( \sigma \) to punish negative samples is set to 0.5. Online hard example mining(OHEM) and focal loss are used to address the imbalance of positive and negative problems, and data augmentation is used to get better generalization ability.

During inference, the \( K \) is set to 5 and \( \sigma \) is the same as training stage. Additionally, a motion model described in IV-E is used to select candidates previously. After the similarity scores between objects and trajectories on the current frame are calculated, the association is then solved by applying the Hungarian algorithm for those greater than \( \sigma \), and the rest are treated as a new trajectory. Following [14], we applied Non-maximum Suppression(NMS) to the detection results before tracking.

D. performance on the MOT benchmarks

We evaluate our proposed method on the test set of MOT17 benchmark and compare it with several state-of-the-art tracking methods. All the compared state-of-the-art methods use the same public detections provided by the benchmark as us for a fair comparison, and the quantitative results are shown in Table I.

As shown in Table I, our proposed method achieves a comparable performance against the state-of-the-art methods. In terms of MOTA, which is the most important metric for MOT, we achieve the best performance among all the online methods and it is also on par with the state-of-the-art offline methods. Compared with FPSN, which have the similar network architecture with us but without multi-attention structure, we improve 3.6% in MOTA, 1.2% in MT, having fewer samples in FP and FN, and more importantly, we halve the IDSw with the help of attention mechanism. On the other hand, compared with DMAN, which combines a different attention mechanism with a state-of-the-art Single Object Tracker together, we still obtain little advantage on

<table>
<thead>
<tr>
<th>Mode</th>
<th>Method</th>
<th>MOTA(↑)</th>
<th>MOTP(↑)</th>
<th>IDF1(↑)</th>
<th>MT(↑)</th>
<th>ML(↓)</th>
<th>FP(↓)</th>
<th>FN(↓)</th>
<th>IDSw(↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offline</td>
<td>IOU [9]</td>
<td>45.5</td>
<td>76.9</td>
<td>39.4</td>
<td>15.7%</td>
<td>40.5%</td>
<td>19,993</td>
<td>281,643</td>
<td>5,988</td>
</tr>
<tr>
<td></td>
<td>MHT_MLSTM [13]</td>
<td>47.5</td>
<td>77.5</td>
<td>51.9</td>
<td>18.2%</td>
<td>41.7%</td>
<td>25,981</td>
<td>268,042</td>
<td>2,069</td>
</tr>
<tr>
<td></td>
<td>EDFM [5]</td>
<td>50.0</td>
<td>77.3</td>
<td>51.3</td>
<td>21.6%</td>
<td>36.3%</td>
<td>32,279</td>
<td>247,297</td>
<td>2,264</td>
</tr>
<tr>
<td></td>
<td>MHT_DAM [11]</td>
<td>50.7</td>
<td>77.5</td>
<td>47.2</td>
<td>20.8%</td>
<td>36.9%</td>
<td>22,875</td>
<td>252,889</td>
<td>2,314</td>
</tr>
<tr>
<td>Online</td>
<td>FPSN [12]</td>
<td>44.9</td>
<td>76.6</td>
<td>48.4</td>
<td>16.5%</td>
<td>35.8%</td>
<td>33,757</td>
<td>269,952</td>
<td>7,136</td>
</tr>
<tr>
<td></td>
<td>DMAN [19]</td>
<td>48.2</td>
<td>75.7</td>
<td>55.7</td>
<td>19.3%</td>
<td>38.3%</td>
<td>26,218</td>
<td>263,608</td>
<td>2,194</td>
</tr>
<tr>
<td></td>
<td>E2EM</td>
<td>47.5</td>
<td>76.5</td>
<td>48.8</td>
<td>16.5%</td>
<td>37.5%</td>
<td>20,655</td>
<td>272,187</td>
<td>3,632</td>
</tr>
<tr>
<td></td>
<td>AM_ADM [17]</td>
<td>48.1</td>
<td>76.7</td>
<td>52.1</td>
<td>13.4%</td>
<td>39.7%</td>
<td>25,061</td>
<td>265,495</td>
<td>2,214</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>48.5</td>
<td>77.0</td>
<td>44.9</td>
<td>17.7%</td>
<td>38.6%</td>
<td>25,739</td>
<td>261,710</td>
<td>3,089</td>
</tr>
</tbody>
</table>
MOTA. And we achieve a great balance between various metrics using a simple network architecture without the help of the state-of-the-art Single Object architecture Tracker, which results in some disadvantages in IDSs honestly.

E. ablation studies

To demonstrate the contribution of each module in our proposed method, we set up several experiments for components of different aspects of our approach, the detail of each experiment are described as follows:

- Exp1: directly using ResNet50 with ROI-Align to calculate the similarity score without proposed RFModule, and Multi-Attention mechanism, which is considering as the baseline algorithm.
- Exp2: adding the motion model based Exp1.
- Exp3: adding the proposed RFModule based Exp2.
- Exp4: adding the proposed Multi-Attention mechanism based Exp2.
- Exp5: adding both the RFModule and Multi-Attention based Exp2, which include all of our proposed components.

Table II shows the performance of all the experiments on the training set of MOT17 dataset. As we can see, all proposed components make contributions to the final performance in terms of MOTA. Comparing Exp2 and Exp3, when we add RFModule separately based on our baseline algorithm, the MOTA gets slightly dropped. However, the RFModule can achieve a significant improvement combined with the proposed Multi-Attention mechanism, Comparing Exp4 and Exp5. Finally, the proposed Multi-Attention mechanism which improves the MOTA score 2.7% separately makes the most important contributions obviously.

Fig. 4 shows the visualization of the proposed Multi-Attention. In Fig.4(a), we list four groups examples, and each group consists of three images. The first image cropped from video frame shows its original appearance, and the last two show the extracted features before and after spatial and channel attention network. Compared with each other, our network enhances the discrimination of features by focusing on visible local regions. In Fig.4(b), we present the weight score calculated from temporal-attention in some trajectories. As we can see, the network assigns a lower score to the occluded object in order to reduce their suppression. These examples demonstrate the effectiveness of the proposed Multi-Attention network.

VI. Conclusion

In this paper, we have proposed an online MOT approach via multiple attention mechanism (Multi-Attention) to handle the frequent interactions between targets. For a single object, the network can adaptively focus on learning features in visible local regions to get a more recognizable object descriptor. And for multiple objects across frames, the network can also pay different attention to different objects to suppress the effect of occlusion. By using the Multi-Attention mechanism, we try to handle the occlusion problem in MOT from two dimensions of space and time. And the experimental results on MOTChallenging benchmarks demonstrate the effectiveness of the proposed online MOT algorithm.
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