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Abstract—Knowledge Base Question Answering (KBQA), which uses the facts in the knowledge base (KB) to answer natural language questions, has received extensive attention in recent years. The existing works mainly focus on the modeling method and neglect the relations between questions and KB facts, which might restrict the further improvements of the performance. To address this problem, this paper proposes a BERT-based approach for single-relation question answering (SR-QA), which consists of two models, entity linking and relation detection. For entity linking, we adopt pre-trained BERT and a heuristic algorithm to reduce the noise in the candidate facts. For relation detection, the existing approaches usually model the question and the candidate facts to low-dimensional vectors. Then, they use a relation-aware attention network to enhance the semantic gap between the questions and the KB facts. To bridge the semantic gap between the questions and the KB facts, we also use a relation-aware attention network to enhance the representation of candidates. The experimental results show that our entity linking model achieves new state-of-the-art results and our complete approach also achieves state-of-the-art accuracy of 80.9% on the SimpleQuestions dataset.
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I. INTRODUCTION

In recent years, with the emergence of large-scale knowledge bases (KB) such as Freebase [1], YAGO [2] and DBpedia [3], Knowledge Based Question Answering (KBQA) has attracted a lot of attention [4]–[6] and become a heated research hotspot. KBQA aims to automatically answer the natural language question with the facts from a KB. The facts in KB are usually organized as triples, i.e., (head entity, relation, tail entity). According to the number of KB triples in the answer to the question, the KBQA task can be devided into two subtasks: single-relation question answering (SR-QA) and multi-relation question answering (MR-QA). This paper focuses on SR-QA task, where the questions can be answered by a single fact from the KB. Most of the questions queried on the web are single-relation questions, and the SR-QA task is still far from being solved because of the semantic gap between the natural language questions and the structured facts in KB.

The current researches on KBQA can be divided into two categories, semantic parsing-based method [7]–[10] and neural network-based method [11]–[14]. The former uses semantic parsing to translate a natural language question into a KB-specific structured form, which can be used to query the answer from the KB directly. However, such methods might lack of flexibility and versatility. The latter tries to encode both questions and the candidate KB facts as vectors, such that the question and the correct KB facts are the nearest neighbors in the vector space, and finally gets the answers that match the questions best. In general, the KB-based SR-QA usually consists of two steps: (1) entity linking. It finds out the head entities related to the question and then gets the candidate facts from the KB. (2) relation detection. It predicts the candidate triple that can best answer the question.

For entity linking, most of the existing methods first use a sequence labeling model to find out the words in the question that are related to the KB. Then, they query the KB head entities whose names contain these words and get a set of candidate KB facts linked to the entities [12], [13], [15]. Although existing neural network-based methods have achieved good results, the complex expression of the question still brings a great challenge. For example, the word “Apple” in the questions may refer to “Apple Corporation” or the fruit “apple.” Since the pre-trained language models [16], [17] proved to have impressive results in the sequence labeling task, we employ the pre-trained BERT [18] with a heuristic algorithm to improve the performance of entity linking.

For relation detection, many researchers map the questions and the candidate facts to low-dimensional vectors. Then, they encode the interaction information between the questions and the facts and afterwards calculate their similarity to obtain
the answers [19]–[21]. However, all these methods treat the modeling of the questions and the candidate facts as two separate processes, i.e. using the LSTM [22] or CNN [23] to encode them respectively, which may easily lose the original interaction information as a result. To tackle this issue, we construct the question-fact pair as the input of the BERT-based model and employ the Bi-directional LSTM (Bi-LSTM) to extract the high-level interaction information. Another challenge of relation detection is the semantic gap between the natural language questions and the structured KB facts. Some studies use the type of entities as additional information to enhance the representation of the candidate facts [12], [24], but the type attribute of an entity in the KB is often missed. Since the intended answer of SR-QA is the tail entity of the correct triple, we enhance the representation of candidates by the relations linked to their tail entities. And we use the attention mechanism to increase the weight of relations which is more relevant to the question.

This paper proposes a novel approach for KB-based SR-QA, which consists of two models: entity linking model and relation detection model. The contributions of this paper are summarized as follows:

1) For entity linking, we propose a BERT-based sequence labeling model to improve the recognition performance of entity words mentioned in the question. And we also present a heuristic algorithm to reduce the impact of labeling errors.

2) For relation detection, to preserve the original interaction information between the question and the candidate, we use a pre-trained BERT model for encoding the question-fact pair and extracting high-level matching features via Bi-LSTM. We also make use of a relation-aware attention network to enhance the representation of candidates.

3) The experimental results on the SimpleQuestions dataset show that our overall method achieves state-of-the-art accuracy of 80.9%.

The rest of this paper is organized as follows: Section II briefly summarizes some typical related studies about KBQA and BERT. Section III describe our proposed approach in detail. Section IV presents the experiments and their results. The error analysis is shown in section V. Finally, the conclusions and directions for future work are given in section VI.

II. RELATED WORK

A. Neural Network-based KBQA

The goal of Neural Network-based KBQA is to measure the semantic similarity between the question and the candidates. The core of KBQA consists of two parts: entity linking, which determines the quality of the candidates, and relation detection, which determines the accuracy of the answer selection.

Early entity linking studies often use n-gram of the question words to search for the KB entities whose name contains the text and generate a set of candidate KB facts [11], [20], [25]. However, this approach requires lots of KB queries which is time-consuming and introduces too many noisy candidates. More recently, many works use a sequence labeling model to narrow down the n-gram search range, Dai et al. [12] and Yin et al. [15] employ a BiLSTM-CRF sequence labeling model to identify the entity mention of the question, and then query the candidate entity in KB using the entity mention. Qu et al. [13] not only adopt a sequence labeling model to identify the entity mention, but also propose a heuristic algorithm to reduce the impact of the error from the sequence labeling model. As we can see, the performance of the sequence labeling model determines the quality of the entity linking results. To better encode the words in the question according to their context, we employ the pre-trained BERT with a heuristic algorithm to improve the performance of entity linking.

Relation detection methods for KBQA are originally based on the hand-craft features [26], [27]. With the development of deep learning, many researchers apply deep learning architectures to relation detection task. Golub et al. [20] propose a character-level encoder-decoder framework, and adopt the attention mechanism to better handle longer sequences. Yu et al. [19] use both word-level and relation-level relation representations, and propose the Hierarchical Residual Bi-LSTM model for relation detection. To utilizing the mutilevel feature of relations, Wang et al. [14] propose a multilevel target attention method and achieve great success. Qu et al. [13] present the AR-SMCNN model, which is able to capture comprehensive hierarchical information utilizing the advantages of both RNN and CNN. Lan et al. [28] make use of a matching-aggregation model and question-specific contextual relations for relation detection. The main difference between the models mentioned above and ours is that we construct the question-fact pair as the input of our model to preserve the original interaction information between the question and the candidate. We also use the attention mechanism to make better use of the relations linked to the candidates, which enhances the representation of candidate answers.

B. BERT

BERT is a language representation model which stands for Bidirectional Encoder Representations from Transformers [18]. The proposal of BERT has achieved great results on many natural language processing tasks, such as named entity recognition(NER), question answering(QA), and machine reading comprehension(MRC). Goldberg et al. [29] demonstrates that the BERT model extracts the syntactic information of subject-verb agreement well. The research from Jawahar et al. [30] shows that BERT extracts an extensive hierarchical linguistic information, with surface features in lower layers, syntactic features in middle layers and semantic features in higher layers. This work investigates the use of pre-trained BERT for the single-relation question answering(SR-QA) task. In the entity linking model, we employ BERT to improve the accuracy of the sequence labeling model. In the relation detection model, we take advantage of the transformers of BERT to extract the original interaction information between the question and the answer.
III. APPROACH

In this section, we will introduce our approach to SR-QA. As illustrated in Fig.1, our approach contains two models:

1) **Entity linking:** It recognizes the entity words mentioned in the question and then gets the candidate facts and the relations linked to candidates by querying to the KB.

2) **Relation detection:** It gets the best match facts by calculating the similarity between all candidate facts and the question.

### A. Entity linking

The main task of the entity linking model is to identify the entity mention, which are several consecutive words in the question. Therefore, we can regard the task as a binary classification problem that predicts whether each word in the question belongs to the entity mention. Given a question $Q$, we feed it into the WordPiece [31] tokenizer and fine-tune BERT as the NER method mentioned in [18]. Then we get the words that are labeled as positive by the model. Since these words may not be consecutive, we adopt a heuristic algorithm as follows:

1) If a word is predicted as negative, but its neighbors (both on left and right) are positive, it is very likely to be wrong. So we change the labels of all these words to positive and then combine the adjacent positive words to get the substring $S$. If there is more than one $S$, we keep the last one, which is based on the observation that the entity mention is usually close to the end of the question.

2) Query out all the entities in Freebase whose name or alias is exactly the same as $S$ and form a set of candidate entities $E$. If none of the entities in Freebase match $S$, then continue to the next step.

3) Combine all the words in $S$ as a window and slide the window with the distance of $[+1, -1, +2, -2]$ (‘+’ means move to right and ‘-’ means move to left). Each time we slide, we will get a new substring $S’$ and then use $S’$ to find the corresponding entities as step 2). Once a match is found, the sliding stops, and we get the entity mention $S’$ and the candidate entities $E$.

Algorithm 1 describes the heuristic algorithm that we adopt in detail.

For each candidate entity $e$ in $E$, we can get the candidate answers as $(e, r, t)$ by query out all the relations linked to $e$ from KB. For each candidate answer, we also query out the relations $R$ linked to $t$ as the additional information of the answer. Finally, we exclude the tail entity $t$ in the original candidate answer as other studies do, and get a set of candidate answers $F$ for each question.

### B. Relation detection

Given a question $Q$, the target of relation detection is to calculate a matching score $S(Q, f_i)$ for each fact $f_i$ in the candidate answers set $F$. The final prediction $\hat{f}_i$ is as follow:

$$\hat{f}_i = \arg\max_{f_i \in F} S(Q, f_i)$$  \hspace{1cm} (1)

The architecture of our relation detection model is shown in Fig.2. First, we take the question-fact pair as the input of BERT, and we take the relations linked to the candidate as the input of the relation embedding matrix. Next, a pre-trained BERT is employed to encode the question-fact pair. Then we use Bi-LSTM and relation-aware attention network to calculate the matching scores $z_1$ and $z_2$. Finally, we combine the two scores and calculate the final score between the question and each corresponding candidate answer. The details are shown in the following sections.

1) **INPUT LAYER:** Given a question $Q$ and a candidate fact $f$, we construct the question-fact pair as the input of the BERT-based encoder. Firstly we concatenate them into a sequence with a separator token [SEP]. Then we add a classification token [CLS] before the sequence and a token [SEP] as the end. Finally the WordPiece tokenization is perform and we get the input sequence as $T = [t_1, t_2, ..., t_k]$, where $k$ is the number of tokens in the input sequence.

For each candidate fact $f$, since the intended answer is its tail entity, we also take the relations connected to the tail entity of $f$ as its additional information. Then the relations $R$ are mapped as $R' = [r_1, r_2, ..., r_l]$ by a relation embedding matrix $E_r \in \mathbb{R}^{v_r \times d_r}$, which is randomly initialized. Here $l$ is the number of relations linked to the candidate fact, $d_r$ means the dimension of the relation embedding and $v_r$ is the size of the relation vocabulary.

2) **BERT-BASED ENCODER:** The purpose of the BERT-based encoder is to extract the primary interactive information between the question and the candidate fact. BERT consists of multi-layer bidirectional Transformers, which relies entirely on an attention mechanism to extract global dependencies from all the inputs. The benefit of this construction is that the BERT-based encoder can preserve the original interactive information from the question-fact pair and remove the long-term memory bottleneck faced by RNN based models.

The input of BERT-based encoder is the tokenized question-fact pair $T = [t_1, t_2, ..., t_k]$ from input layer. Unlike the sentence pair classification method in [18] that utilizes only the hidden state of the [CLS] token, we also use all of the representations to measure the matching information between the question and the candidate. Thus, the output of the encoding layer are a sequence of vectors:

$$X = [x_1, x_2, ..., x_k] \quad x_i \in \mathbb{R}^{d_{bert}}, \forall i \in \{1, 2, ..., k\}$$  \hspace{1cm} (2)

where $d_{bert}$ is the hidden size of the BERT model and $k$ is the number of the input tokens.

3) **SIMILARITY FROM Bi-LSTM:** Given the contextual representation $X$ from the BERT-based encoder, we employ Bi-LSTM to extract the high-level interaction information between the question and the candidate fact. Then the calculation of an LSTM unit is as follow:

$$f_i = \sigma(W_f[x_i; h_{t-1}] + b_f)$$  \hspace{1cm} (3)

$$i_t = \sigma(W_i[x_i; h_{t-1}] + b_i)$$  \hspace{1cm} (4)

$$o_t = \sigma(W_o[x_i; h_{t-1}] + b_o)$$  \hspace{1cm} (5)
**Algorithm 1** The heuristic algorithm in entity linking

Require: Question tokens: $T = [t_1, t_2, ..., t_k]$, labels of question tokens: $L = l_1, l_2, ..., l_k$

Ensure: Candidate entities $E$

1: $S = [t_i, t_{i+1}, ..., t_n] \in T \leftarrow$ Combine the adjacent words whose labels are positive and keep the last substring
2: for $x$ in $[0, +1, -1, +2, -2]$ do
3:   $S' = [t_i+x, t_{i+1}+x, ..., t_{n+x}]$
4:   if there is no entity named $S'$ in the KB then
5:     continue
6:   else
7:     $E(S') \leftarrow$ Take all the entities named $S'$ as candidate entities
8:     break
9: return Candidate entities $E \leftarrow E(S')$

\[
\tilde{c}_t = \tanh(W_c[x_t; h_{t-1}] + b_c) \quad (6)
\]

\[
c_t = \sigma(f_t \odot c_{t-1} + i_t \odot \tilde{c}_t) \quad (7)
\]

\[
h_t = o_t \odot \tanh(c_t) \quad (8)
\]

where $\sigma(\cdot)$ is the activation function and $\odot$ denotes element-wise production; $x_t$ is the input vector of step $t$ and $h_{t-1}$ is the hidden state of last step; $W_f, W_i, W_o, W_c, b_f, b_i, b_o$ and $b_c$ are the parameters of the LSTM. For each word at step $t$, the output of Bi-LSTM is $v_t = [h_f; h_i; h_o]$, where $h_f$ and $h_i$ are the hidden state from forward LSTM and backward LSTM. And $[; ;]$ is the concatenation operator.

Then we employ a linear layer to get the similarity score $z_1$ between the question and the candidate:

\[
z_1 = W^T [v_1; v_2; ...; v_k] + b \quad (9)
\]

where $V$ is the output of Bi-LSTM, and $[v_1; v_2; ...; v_k]$ is the concatenation of $V$.

4) **SIMILARITY FROM RELATION-AWARE ATTENTION NETWORK:** To enhance the representation of the candidate fact, we apply an attention network between the relevant relations $R' = [r_1, r_2, ..., r_l]$ from the input layer and the hidden state of [CLS] token $x_1$ from the BERT-based encoder, and get another similarity score $z_2$:

\[
z_2 = x'_1 \odot e \quad (10)
\]

The operation $\odot$ here is the dot product of two vectors. And $x'_1$ and $e$ are calculated as:

\[
x'_1 = W'^T x_1 \quad (11)
\]

---

**Fig. 1.** The process of our KBQA approach
\[ e = \sum_{i=1}^{l} \alpha_i r_i \]  

(12)

\[ \alpha_i = \text{softmax}(v_\alpha^T \tanh(W_\alpha^T [r_i; x'_i])) \]  

(13)

where \( W_i \in \mathbb{R}^{d_r \times d_{bert}} \), \( v_\alpha \in \mathbb{R}^{1 \times c} \) and \( W_\alpha \in \mathbb{R}^{c \times (2d_r)} \) (c is a hyperparameter).

5) COMBINATION: After two granularities of matching, we get two similarity scores \((z_1, z_2)\). Then we utilize a linear layer to learn their respective contribution for the final matching score:

\[ S(Q, f_i) = W^T [z_1; z_2] + b \]  

(14)

where \([; ;]\) is the concatenation operator.

Our model is trained with the Margin Ranking Loss to maximizing the margin between the golden fact \( f^+ \) and the negative fact \( f^- \):

\[ \text{loss}(Q, f^+, f^-) = [\lambda + S(Q, f^-) - S(Q, f^+)]_+ \]  

(15)

where \( \lambda \) is a hyper-parameter.

IV. EXPERIMENTS

A. DATASET

We conduct experiments on the SimpleQuestions dataset [11]. SimpleQuestions provides 108,442 single-relation questions and their answer facts, which are triples in Freebase.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>STATISTICS OF FB2M AND FB5M</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB2M</td>
<td>FB5M</td>
</tr>
<tr>
<td>Entities</td>
<td>2,150,604</td>
</tr>
<tr>
<td>Relations</td>
<td>6,701</td>
</tr>
<tr>
<td>Triples</td>
<td>14,180,937</td>
</tr>
</tbody>
</table>

The dataset is split into a training set, a validation set, and a test set, with 75,910, 10,845, and 21,687 question-fact pairs, respectively. The benchmark also provides two subsets of Freebase: FB2M and FB5M, whose statistics are shown in Table I. For this dataset, the standard evaluation metric is accuracy.

B. EXPERIMENTAL SETTINGS

In both entity linking and relation detection models, we use the pre-trained bert-base-uncased model from pytorch-transformers\(^1\), where the number of Transformer blocks is 12, the hidden size is 768, and the number of self-attention heads is 12. For optimization, parameters are trained using Adam optimizer [32] with an initial learning rate of 5e-5 in both two

\(^1\)https://github.com/huggingface/transformers
models except the relation embedding whose learning rate is 1e-3 in relation detection model. And the batch size is set to 64, 3200 in entity linking and relation detection.

For relation detection, the hidden size of Bi-LSTM is 128. To prevent overfitting, we also use dropout with a dropout rate of 0.1. During training, all relation embeddings are randomly initialized with 200 dimensions. The margin $\lambda$ in loss function is set to 1.0 and the negative sampling sizes is 100.

C. EXPERIMENTAL RESULTS

1) OVERALL RESULTS: The overall result in this paper is compared with other works that have performed well in the SimpleQuestions dataset in recent years. These works include the Memory Network based model of Bordes et al. [11], the character-level attention-based model of Golub et al. [20], the CFO model of Dai et al. [12], the multi-level GRU based model of Lukovnikov et al. [24], the AR-SMCNN model of Qu et al. [13], the pattern-revising joint select model of Hao et al. [21], and the enhanced matching-aggregation model of Lan et al. [28].

We adopt the same metrics as Bordes et al. [11] do, which compare the (head entity, relation) pair to the ground truth. If the head entity and relation we select both match the ground truth, the answer to the question is correct. From the results in Table.II, we can see that:

1) Our approach achieves an accuracy of 80.7% on FB5M setting, outperforming the previous state-of-art results by 3.9%. And we got an accuracy of 80.9% on FB2M setting, which is the current state-of-art results.

2) Lan et al. [28] also achieve 80.9% on FB2M setting, they employ a matching-aggregation model for sequence matching. Besides, they propose to use the question-specific contextual relations to enhance the candidate sequence. When neither uses external knowledge, the accuracy of our BERT-BiLSTM model is 0.7% higher than the matching-aggregation model, which shows that our model is better at extracting text features between questions and candidates.

To further evaluate our approach, we also follow [14], [15] in matching the question and the candidate answer on the text level rather than the KB facts level. This means that a question is counted as correct if the selected entity and the true entity have the same name attribute and the predicted relation is correct. Since there are many entities with the same name in Freebase and we do not need to distinguish them on the text level metric, the accuracy will be higher than the results shown in Table.II. We can observe from Table.III that our approach improves the state-of-the-art accuracy of the SimpleQuestions dataset from 82.29% to 89.1% on the text level metric. It means that our model can effectively capture the text matching information between the question and the answer fact.

Overall, all these results indicate that our approach is very competitive compared with other models on SR-QA task. And our approach also performs well on a relaxed evaluation metric.

2) EFFECT OF ENTITY LINKING MODEL: To evaluate the effectiveness of our proposed entity linking method, we compare it with several baselines, including focused pruning method from Dai et al. [12], active entity linker from Yin et al. [15], candidate generation method from Lukovnikov et al. [24], and heuristic extension method from Qu et al. [13]. To compare with the early approaches, we sort the candidate entities by their out-degrees, which is the same as Qu et al. [13]. The recall is computed as the percentage of questions whose correct entity is in the top K of the candidate entities.

Table.IV shows the recall of top K candidate entities. As we can see, our model achieved the best recall from top1 to top400. It proves that our entity linking model can effectively reduce the noise of the candidate entities.

As Table.V shown, we can see that:

1) Our entity linking method gets 98.1% overall recall, which performs 1.4% higher than the state-of-the-art result. The model without the heuristic algorithm achieves can already outperform the state-of-the-art recall, which shows that BERT can effectively improve the performance of the sequence labeling models in entity linking. When augmented with the heuristic algorithm, the recall of our model increases 0.8%, indicating that our heuristic algorithm does lift the quality of the candidate entities.

2) Yin et al. [15] achieve higher recall but Qu et al. [13] get a smaller candidate set. Compared with them, our approach can not only improve the overall performance but also reduce the noise in the candidate set.

In theory, we can use all possible n-gram fragments for question traversal to achieve 100% recall. However, it is time-consuming and would introduce a lot of irrelevant entities. Unlike the previous works that use a model to narrow down the search range, we get the entity mention in question by
the heuristic algorithm mentioned in section III-A. Since our method does not use the substring traversal method, it is more efficient than previous works. Besides, most of our candidate entities have the same name, so our approach avoids the noise entities who have a common substring with the question.

3) ABLATION STUDY ON RELATION DETECTION: To investigate the effect of different modules in our relation detection model, we conduct experiments for our approach with different relation detection models:

- **BERT base**: This is our relation detection model without the Bi-LSTM layer and the relation-aware attention model. As the sentence pair classification method mentioned in [18], we take the hidden state of the [CLS] token in the last hidden layer of BERT as the matching feature and then get the score via a fully connected layer.

- **BERT + Bi-LSTM**: This is our relation detection model that replaces the Bi-LSTM layer. (Use only the $z_1$ score)

- **BERT + Relation-aware attention**: This is our relation detection model that replaces the Bi-LSTM layer. (Use only the $z_2$ score)

- **BERT + Linear + Relation-aware attention**: This is our relation detection model that replaces the Bi-LSTM layer with a linear layer, whose input size and output size are the same as the Bi-LSTM layer.

- **BERT + BiLSTM + Relation-agv**: This is our relation detection model that replaces the attention operate in the Relation-aware attention network with taking the average of all the relation embeddings.

Notice that the ablation experiments are conducted only on FB2M. As shown in Table.VI, we can see that:

1) The accuracy of our original approach is 79.5%. When we add Bi-LSTM, relation-aware attention network and both of them to the original model, the accuracy increases 0.5%, 0.7%, and 1.4%, indicating that either module is important for our approach.

2) When we replace Bi-LSTM with a linear layer to extract the high-level feature, the accuracy dropped by 0.4%, mainly because Bi-LSTM can extract the dependent information of the input sequence, while the linear layer can only model the input sequence independently. At the same time, it was 0.3% higher than the model without the extractor. We conclude that the Bi-LSTM in our model can effectively extract high-level interaction features between questions and candidates.

3) When we use the relevant relations, even we just simply take the average of all the relation embeddings, the performance of our model is improved. And with the attention mechanisms, the performance can be further improved. It proves that the relevant relations can enhance the representation of candidate facts, and the model with attention mechanism can make better use of these relations.

V. ERROR ANALYSIS

We also conduct the error analysis on our approach and examine the reasons for the mistakes. There are 3951 questions answered incorrectly with our approach. We sample 50 wrongly answered questions to analyze the reasons for the mistakes. The errors can be divided into the following categories:

- **Question ambiguity (52%)**: This category of errors are caused by ambiguous question descriptions. In this case, there may be multiple answers to a question, and although our method chooses one of the potential answers, we still label it as a prediction error. For example, for the question "which artist recorded the track Jungle Fever?", the golden answer is "The Tornados", who recorded the track "Jungle Fever". And our predicted answer is "Stevie Wonder", who also recorded a track with the same name.

- **Model error(26%)**: There are some questions that our approach can not answer correctly. For example, for the question "how was 2001 released", the groud truth is "album" but the answer to our method is "Stereopoly", the name of the record.

- **Dataset Noise(16%)**: We also meet the error caused by the incorrect labels in the original SimpleQuestions
dataset as previous research found [14], [21]. For example, for the question "what is Thomas Tallis ’s career ?", the golden relation is "common.topic.notable_types" but our predicted relation is "people.person.profession", though both of them can lead to the same answer "composer", we consider it to be a prediction error. In this case, we think that the relation we predicted is more precise.

- **KB redundancy(6%):** There are some redundant entities in the KB which have exactly the same attributes but different ids. For example, for the question "how is the book Eric Brighteye bound?", both "m.04vg19f" and "m.04vg194", are in the candidate entities set, and they actually refer to the same entity. Since the entity we randomly choose that is different from the target entity, we label it as a mistake.

VI. CONCLUSION

In this paper, we propose a novel approach for KB-based single-relation question answering. In order to reduce the noise in the candidates, we present a BERT-based model and a heuristic algorithm in the entity linking process. To preserve the original matching information between questions and candidate facts, we construct the question-fact pair as input to our relation detection model. And we also use a relation-aware attention network to enhance the representation of candidate KB facts. The experimental results on the SimpleQuestions dataset show that our complete approach achieves state-of-the-art accuracies of 80.9% and 80.7% based on FB2M and FB5M.

In future work, we plan to focus on the utilization of the external KB information. Furthermore, we would like to extend our approach to deal with multi-relation problems.
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