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Abstract—Model optimisation is a key step in model devel-
opment and traditionally this was limited to parameter tuning.
However, recent developments and enhanced understanding of
internal dynamics of model architectures have led to various
exploration to optimise and enhance performance through model
extension and development. In this paper, we extend the ar-
chitecture of the Multi-recurrent Neural Network (MRN) to
incorporate self-learning recurrent link ratios and periodically
attentive hidden units. We contrast and show the superiority of
these extensions to the standard MRN for a complex financial
prediction task. The superiority is attributed to i) the ability
of the self-learning recurrent link ratios to dynamically utilise
data to identify optimal parameters of its memory mechanism
and ii) the periodically attentive units enabling the hidden layer
capture temporal features that are sensitive to different periods
of time. Finally, we evaluate our extended MRNs (Self-Learning
MRN (SL-MRN) and Periodically Attentive MRN (PA-MRN)),
against two current state-of the-art models (Long-Short Term
Memory and Support Vector Machines) for an eye state detection
task. Our preliminary results demonstrate that the PA-MRN
and SL-MRN outperform both state-of-the-art models. These
results demonstrate that the MRN extensions are suitable models
for machine learning applications and these findings would be
further explored.

Index Terms—neural network, attentive nodes, self-learning,
multi-recurrent neural network

I. INTRODUCTION

Artificial neural networks (ANNs) are powerful machine
learning techniques widely applied for problem solving.
Specifically, they have been shown to be an effective learning
paradigm which provide state-of-the-art performance in a
variety of tasks such as biological data mining [1], image
analysis [2], anomaly detection [3], disease detection [4],
financial forecasting [5], natural language processing [6] and
strategic game playing [7].

ANNs are simplified yet powerful computational models
of the neural apparatus underpinning the human brain [8].
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Particularly, they have successfully enabled effective i) ap-
proximation of complex non-linear mappings and handling
of ’noisy’ signals, ii) prediction without a priori distribution
assumptions (which can obscure learning) and iii) adaptation
and incorporation of new data [9].

Historically, ANNs are trained on a given dataset and
optimized solely through hyper-parameter tuning for improved
performance. For example, Ulbricht’s Multi Recurrent Net-
work (MRN) requires the designer to determine both the
learning hyper-parameters (such as; learning rate and momen-
tum) and architecture hyper-parameters (such as; number of
hidden units, number of memory banks for each layer and the
weightings for both self- and layer-level links) [10].

Over the last few decades, researchers have sought to further
enhance and exploit ANNs. In particular, researchers have
identified that endowing ANNs either directly by extending
their architecture (for example; incorporating self-learning,
self-organising, internal decays or attentive nodes) or indi-
rectly, in combination with other techniques (such as; wavelet
or fuzzy learning) have largely enhanced performance.

In this paper, we seek to extend Ulbricht’s original MRN
to specifically overcome two key limitations; i) the require-
ment of designer input to determine self- and layer-recurrent
link ratios and ii) gradient descent learning problem and
catastrophic interference of hidden states due to all temporal
features being super-imposed onto a single homogeneous
hidden feature layer. To resolve the first issue, we will extend
the architecture of an adapted version of Ulbricht’s proposed
model, the MRN, by incorporating self-learning link ratios
within its memory banks to identify whether this extension
will enhance performance. Secondly, to alleviate the issue
of temporal pattern interference, we introduce periodically
attentive nodes within the hidden layer of Ubricht’s MRN. The
main contribution of this paper is algorithmic development: we
are among the first to exploit algorithmic development in the
MRN.

The structure of the paper is as follows. A brief summary
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of self-learning and attentive nodes within neural network is
given in Section 2, The methodology is given in Section 3.
The proposed model extensions are applied for financial and
detection tasks and results are given in Section 4 and Section
5 concludes.

II. BACKGROUND

A. The Multi-recurrent Neural Network (MRN)

The Multi-recurrent Neural Network (MRN) developed by
Ulbricht is a powerful dynamic modelling tool with a unique
memory mechanism which enables enhanced information pro-
cessing and signal extraction. Ulbricht [10] and more recently
Tepper et al. [11] and Orojo et al. [5] demonstrate that the
MRN, a slightly more sophisticated class of Simple Recurrent
Network (SRN), is able to capture better the latent signal in
time-series data and found that the MRN dynamics improved
learning and achieved better accuracy (compared to the SRN,
NARX, ESN and LSTM networks). However, akin to the
numerous ANN variants, the MRN requires parameter tuning
by the user which can be a lengthy process. In addition,
the MRN is not immune to the gradient descent problem
and catastrophic interference popularly known to adversely
affect neural networks. Ulbricht [10], particularly attempts to
deal with the gradient descent problem by employing multiple
varying strengths of memory banks to preserve information
and prevent the network from ’forgetting’. This has proven
to enhance learning and performance as shown by [10]–[12].
However, the MRN configuration does not specifically deal
with the simultaneous response of both long and short term
components as described in [13] and as a result susceptible to
the gradient descent problem.

Therefore, we seek to investigate two techniques namely
self-learning and periodic attentiveness to mitigate some weak-
nesses of the MRN.

B. Self-Learning in ANNs

A number of authors such as [14]–[18] have investigated and
employed various self-learning schemes in neural networks.
For example, Hartstein & Koch [15] prove that multiplicative
synapses are not mandatory in neural networks and that self-
learning occurs as the networks utilize its inputs relative
to learnt threshold voltages. Particularly, the learning of the
voltage thresholds occurs using a Hebbian rule and these
learnt thresholds are believed to contain the memories of these
networks. They view and demonstrate the concept of self-
learning in their network as the dynamic learning capability of
a network irrespective of its synapse function. Conclusively,
their work shows that neural networks in and of themselves
are robust and possess innate self-learning abilities.

Bouchachia & Ortner [14], on the other hand, implement
the idea of self learning in a Recursive Neural Network by
adopting semi-supervised learning for their dataset which is
comprised of both labelled and unlabelled data, thus coercing
the network to harness its structure to extract and learn from
the limited labeled data. Other authors such as [19] and [20]
use similar techniques particularly grouping the unlabeled data

using a relevant scoring system. Lee, et al. [16] build on
the idea of self-learning further by combining the following
schemes; pre-training, dropout and error forgetting which they
show led to improved performance. In addition, Nguyen &
Widrow [17], show that neural networks can learn indepen-
dently and demonstrates that limited user input and design is
achievable.

Research on self-learning/training in neural networks ap-
pears to mainly occur in the ’forward’ layers. There is how-
ever limited work on self-learning for the context/recurrent
layer(s) in recurrent neural networks. These layers are essential
for processing temporal data, particularly they serve as the
networks ’memory’ allowing the network to ’remember’ past
information which is essential for prediction. In an attempt to
bridge this gap, we seek to identify if we can harness the self-
learning ability of a neural network within its recurrent layer(s)
to enhance learning and improve performance. We would
explore and introduce self-learning in the MRN’s ’memory’
layer to understand whether the MRN has the potential to
learn specific ratios for the self- and layer-recurrency links for
a given task, thus eliminating parameter tuning for the memory
banks.

C. Temporal Attentiveness in ANNs

RNNs are notoriously known to suffer from the gradient
descent problem. Either they explode where the gradients in-
fluenced by the long-term components rapidly increase during
training or they vanish rapidly to zero. These behaviours are
largely caused by the long-term components in the network
[21]. Particularly, all components within the network (that
is both short-term and long-term) respond simultaneously to
every time period and as such these networks are unable to
preserve components for the long-term dependency task once
the short-term dependency learning has occurred [13]. This
behaviour is reflective of the synchronous neural firing in the
brain for representing information [22]. Additionally, ANNs
suffer from catastrophic interference, a significant problem
caused by continual learning where the network forgets knowl-
edge acquired from previous tasks (or data distributions) due
to the connectionist nature of these networks [23], [24].

O’Connell [13] sought to deal with this problem within
Simple Recurrent Networks (SRNs) by employing Periodically
Attentive (PA) units to extend the temporal capacity of the
SRN. Particularly, he found that for learning a long term
dependency task such as the Embedded Reber Grammar, the
vanilla SRN was unable to learn both the short and long term
predictors for the task simultaneously. In addition, given the
recurrence of the short-term error, the resources of the network
were predominately utilised for the short-term task [13].

These PA units are configured to receive inputs at regular
intervals such that they forces the network to partition its units
into long and short term [13]. As a result, even if the network
initially learns the short term prediction task (that is most units
in the hidden layer are allocated for the short-term task), some
units will still be available to learn the long-term prediction
task as they will not have been satisfactorily allocated as short



term predictors. Thus PA units ensure appropriate resource
allocation for long term dependency tasks [13].

Other researchers such as [25]–[31] have achieved vary-
ing success by embedding attentiveness in neural networks.
Chaudhari, [32], provides an overview of the implementations
of attention, neural network models employing attention and
in particular discussing the significant gains from attention
incorporation in neural networks.

Given the success with embedded attention in neural net-
works, in this paper, we seek to explore attentiveness in a
neural network variant to encourage long-term dependency
learning and fully exploit the ability of the MRN. We will
extend the methodology in [13] to the MRN in an attempt
to i) overcome the vanishing gradient problem by leaving
node information from previous time periods active for longer
(which is then further embedded within the memory banks)
and ii) reduce catastrophic interference by dedicating hidden
units to specific phases of time.

III. METHODOLOGY

A. Data and Forecasting Methodology

The proposed models will be benchmarked on two datasets
in different domains to assess their performance and transfer-
ability (that is their ability to generalise in different context).

1) Oil price data: The dataset and forecasting methodology
employed is detailed in [5]. In this paper, the best window size
(300) presented in [5] is employed.

2) Electroencephalogram (EEG) data: EEG data created by
Rösler and Suenderman [33] for eye state detection was used
as a benchmark. There are 14,980 instances of eye state with
each instance consisting of 14 EEG features and an eye state
class/label (0: open (55%), 1: closed (45%)). The EEG features
were standarised using the mean and standard deviation.

B. Models

Multi-recurrent Neural Networks (MRNs) originally pro-
posed by [10] utilise a combination of repeated memory banks
(these are feedback activations from one or more layers in the
network’s architecture) with varying strengths. Particularly, the
composition in the memory banks is determined by a ratio of
self- and layer-level recurrency for the number of memory
banks.

1) Introducing Self Learning in the MRN: The MRN is
configured with additional hidden units which act as the Ratio
Control Units (RCUs) that determine the self- and layer-
recurrency ratio links in the memory banks. Thus the hidden
units in the proposed MRN are larger than in a vanilla MRN.
These additional units are treated like the other hidden units.
After a forward pass and/or backpropagation (when the errors
are sent back through the network in order to minimize the
cost function by adjusting the network’s parameters (weights,
and biases)), the RCUs are updated and used for copying the
new available information. A modified MRN architecture is
illustrated in Fig. 1 where the RCUs are represented as the
black hidden units.

Context Units

Hidden Units

Output Units

Previous Hidden UnitsPrevious Internal Output

Copy

Copy

......

Fig. 1. MRN with self-learning links (adapted from [5])

The modified MRN functions are as follows. Given the
inputs at time t, It, the hidden units at time t − 1, Ht−1
and the hidden memory at time t− 1, Mt−1h , the volume of
information stored in the hidden memory at time t is calculated
as:

Mth = (RCUth ×Ht−1) + ((1−RCUth)×Mt−1h) (1)

where RCUth are randomly initialized and thereafter updated
from the allocated hidden units, the output units at time t−1,
Ot−1, the output memory at time t−1, Mt−1o , the volume of
information stored in the output memory at time t is calculated
as:

Mto = (RCUto ×Ot−1) + ((1−RCUto)×Mt−1o) (2)

where RCUto are randomly initialized and thereafter updated
from the allocated hidden units and their respective weights to
the hidden layer Wih , WMhh

and WMoh
, the net hidden units

at time t are calculated as:

Ĥt =
∑

WihIt +
∑

WMhh
Mth +

∑
WMoh

Mto (3)

The hidden units at time t are derived by passing the net
hidden units at time t through the chosen activation function
for the hidden layer (fh) and the RCUs are updated as:

Ht = fh(Ĥt)

RCUth = Ht[0 : nh]

RCUto = Ht[(nh + 1) : no]

(4)

where nh is the total number of memory banks for the
hidden layer and no is the total number of memory banks for
the output layer. Given the hidden units Ht at time t and the
hidden to output weights Who, the net output units at time t are
calculated and passed through the chosen activation function
for the output layer:

Ôt =
∑

Who
Ht

Ot = fo(Ôh)
(5)



2) Introducing Periodically Attentive (PA) Units in the
MRN: The MRN is configured such that PA units receive
patterns in a window sequence periodically and non - PA units
receive patterns at every time-step (note that with every new
window the hidden activations are reset to the mid-point of
the hidden unit activation function). Consider a sequence of
12 observations with a time attentive sensitivity of 3 thus we
divide the PA units into 3 Time Attentive Periods (TAP) and
the remaining units (if any) are responsive to all time periods
such that they have an Holistic Time Attentive Period (H-TAP)
(that is units that are active at every period). The PA-MRN
processes the sequence as shown in Table I (Note: pt refers to
a given pattern at time t, a phase consists of all TAPs, a minus
sign indicates the beginning of a new sequence where the units
are set to a known initial value based on the mid-point of the
hidden unit activation function and a hat symbol (∧) indicates
that the hidden unit activation values of the nodes associated
with that time period remain fixed/unchanged).

TABLE I
EXAMPLE OF PERIODICALLY ATTENTIVE UNITS (FOR A WINDOW OF SIZE

12)

Time step TAP 1 TAP 2 TAP 3 H-TAP Phase
1 p1 - - p1 1
2 ∧ p2 - p2 1
3 ∧ ∧ p3 p3 1
4 p4 ∧ ∧ p4 2
5 ∧ p5 ∧ p5 2
6 ∧ ∧ p6 p6 2
7 p7 ∧ ∧ p7 3
8 ∧ p8 ∧ p8 3
9 ∧ ∧ p9 p9 3
10 p10 ∧ ∧ p10 4
11 ∧ p11 ∧ p11 4
12 ∧ ∧ p12 p12 4

3) Baseline Models: Two classifiers, Long-Short Term
Memory (LSTM) and Support Vector Machine (SVM) are
compared to the models presented in this paper.
• LSTM: Two different LSTM models with different opti-

mizers (Adam and Root Mean Square Propagation (RM-
Sprop)) are employed. All the LSTM models have 2
LSTM layers and 1 dense layer to enable effective repre-
sentation. The first LSTM employs a hyperbolic tangent
activation function while the second LSTM employs a
sigmoidal activation function.

• SVM: SVMs are widely used for classification tasks and
in this paper we employ three SVM models with different
kernels (polynominal, sigmoid and Radial Basis Function
(RBF)).

IV. RESULTS

In this section, three variants of the MRN are benchmarked
on oil price dataset and comparative results presented. In
order to access the transferability and generalisation of these
extensions, the models will be benchmarked in a different
domain for time-series processing using EEG data of similar
complexity and compared with current state-of-the-art models;

LSTM and SVM. Various combinations of parameters were
exploited and the best models were selected.

A. Financial Application

Oil price prediction task is a notoriously challenging yet
important task, particularly as oil prices play a key role in
guiding an economy’s trajectory and are key determinants of
a nation’s well-being [5]. In this paper, three variants of the
MRN are applied for the oil price prediction task and the
results are compared. The MRN models used a sigmoid acti-
vation function for the hidden layer and the linear activation
function for the output layer.

Given the success with the MRN and noise injection re-
ported by Tepper et al. [17], we similarly adopt this method,
however, we inject noise into the weights of the network rather
than through the inputs.

1) Vanilla MRN and SL-MRN: The vanilla MRN is com-
pared to the SL-MRN and in Table II the Root Mean Squared
Errors (RMSEs) are presented. The MRN with self-learning
links in general outperforms the vanilla MRN. In particular,
it requires a smaller network thus showing the ability of the
network to robustly and adequately use the available data to
determine optimal ratio links.

TABLE II
COMPARATIVE NETWORK PERFORMANCE OF THE VANILLA MRN AND MRN

WITH SELF-LEARNING LINKS

Horizon Memory Bank Vanilla
MRN

MRN with
self-learning
links

1
[0, 5, 4] 0.3679 0.4359
[0, 3, 0] 0.4109 0.3643

3
[0, 3, 2] 0.7455 0.9789
[0, 3, 0] 0.8323 0.6970

6
[0, 4, 4] 0.9585 0.9797
[0, 3, 3] 1.1123 0.9329

12
[0, 4, 3] 1.0152 1.2151
[0, 4, 2] 1.2894 1.0979

Interestingly, it can be seen that using the optimal number of
memory banks for the vanilla MRN with the MRN with self-
learning links causes a drop in performance. This behaviour is
probably due to overfitting where the network begins to learn
and fit to the peculiarities of the data instead of learning for
the given task. The learned ratio links for the best SL-MRN
at different horizons are shown in Table III.

The SL-MRN is particularly suited for complex time series
problems as it enables the adjustment of the RCUs based on
the error gradients which are calculated from the complex
input-output mappings and the networks predictions and this
behaviour (that is simultaneous learning) is shown to enhance
the network’s performance.

2) Vanilla MRN and PA-MRN: The Vanilla MRN is
compared to the PA-MRN and the results are presented in
Table IV. The table shows the number of PA units used, for



TABLE III
LINK RATIOS CONFIGURATION FOR THE VANILLA AND MRN WITH

SELF-LEARNING LINKS (MB stands for Memory Bank)

Ratio links for memory banks
Layer Input Hidden Output
Horizon Links Standard

links
Learnt
links

Standard
links

Learnt
links

1 (MB=[0,3,0]) 0
0.3333, 0.8275,

0 00.6667 0.6198,
1 0.5951

3 (MB=[0,3,0]) 0
0.3333, 0.1851,

0 00.6667, 0.1152,
1 0.2488

6 (MB=[0,3,3]) 0
0.3333, 0.5939, 0.3333, 0.2008,
0.6667, 0.6241, 0.6667, 0.4696,
1 0.1649 1 0.4156

12 (MB=[0,4,3]) 0
0.25, 0.0861, 0.5, 0.7988,0.5, 0.4118, 0.5 0.76320.75, 0.0454,
1 0.1473

example 17 (3) refers to 17 periodically attentive units divided
into 3 batches with each batch receiving an input every 3rd

time-step and 3 (20 - 17) units attentive to all time-steps.
(Note: all networks had 20 hidden units but memory banks
and window sizes varied to encourage effective modeling).

As seen from Table IV, the PA-MRN outperforms the
vanilla MRN at an horizon of 3 and 6 however, for an horizon
of 12 fairs comparatively to the vanilla MRN. For an horizon
of 1, the vanilla MRN performs better. In particular, during
training the PA-MRN had large rapid oscillations between er-
rors and this unstable behaviour likely hindered the prediction
performance. Secondly, the PA-MRN needs more hidden units
to compensate for the partition of units as the units in some
partitions were not sufficient to learn the task. Importantly, for
the horizon of 3 and 6, we see the potential of the PA-MRN
and with adequate optimisation, the PA-MRN possesses the
ability to consistently outperform the vanilla MRN which has
been optimised for the task. Finally, the prediction accuracy
for the PA-MRN used smaller window sizes (10, 15 and
150) thus showing its robustness to learn effectively from the
data. (Note: large window sizes such as those used with the
vanilla MRN (300) led to rapid gradient descent and as a
result hindered the learning in the network). The PA-MRN’s
effective use of smaller window sizes enables early prediction
and indication and this is particularly suited to real-time tasks
where limited data is available at any point in time.

TABLE IV
COMPARATIVE NETWORK PERFORMANCE OF THE VANILLA MRN AND

PA-MRN

Horizon 1 3
MRN PA-MRN MRN PA-MRN

PA Units 0 20 (2) 0 17 (3)
RMSE test set 0.3679 0.3986 0.7455 0.6796
Horizon 6 12

MRN PA-MRN MRN PA-MRN
PA Units 0 20 (5) 0 20(5)
RMSE test set 0.9585 0.9023 1.0152 1.09

B. Eye Detection Task

In recent years, there has been an increasing interest in
eye state detection particularly for applications such as facial
expression recognition, physiological state detection, human-
computer interaction, driver fatigue detection and many more
[34], [35]. In this paper, a number of classifiers are applied
for the eye state detection task that is to determine from EEG
signals whether the eyes are open or closed (see Fig. 2 and
preliminary results are presented. The MRN models used the
hyperbolic tangent activation function for the hidden layer and
the sigmoid activation function for the output layer.

Two sets of MRN models were used to assess the
performance, one with noise injection and another without
noise injection. In addition, given the findings from the oil
price prediction task with the PA-MRN, for this task, the
PA-MRN models were trained with a higher number of hidden
nodes to ensure there were sufficient feature nodes available
for each time phase. (Note: for comparability, experiments
with a similar size of hidden nodes was conducted for the
Vanilla MRN and SL-MRN models).
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Fig. 2. Eye detection task for the classifiers

In order to assess the performance of the chosen classifiers,
the Area Under Curve (AUC) score was calculated and is
presented in Table V, the MRN extensions achieve the best
scores. This is due to the extensions i) better utilization of
the MRNs architecture to process the data and learn the task
which enables superior performance and ii) the PA - MRN
particularly ensures the preservation of information through
effective unit allocation within the hidden layer. The MRN
models without noise injection performed best for this task.

TABLE V
COMPARATIVE RESULTS FOR ALL THE CLASSIFIERS BENCHMARKED ON

THE EEG EYE STATE DATA

Models AUC score
PA - MRN 0.9
MRN - Self-learning links 0.877
Vanilla MRN 0.854
SVM (sigmoid) 0.85
LSTM (RMSProp) 0.849
LSTM (Adam) 0.826
SVM (polynomial) 0.622
SVM (RBF) 0.555



V. CONCLUSION

The Multi-recurrent Network has been presented by a num-
ber of researchers as a powerful paradigm for a number of
machine learning applications however it is prone to limita-
tions akin to similar paradigms. In particular, we address two
main limitations of the MRN; i) ad-hoc user design and ii)
diminishing gradient and catastrophic interference. The MRN
is extended with i) self-learning links to encourage dynamic
learning and reduced user design and ii) periodically attentive
nodes to ensure the network learns all tasks (short and long)
and preserves information. The MRN extensions are compared
to the vanilla MRN for a financial task and both extensions
demonstrate superiority. In particular, we identified that i) the
SL-MRN requires less memory banks and therefore weights
as it is able to dynamically learn the ratio of current and
previous information to take forward to the next time-step and
ii) the PA-MRN required a smaller window size as information
is stored in a manner that enables temporal relationships to
be established more effectively. The model extensions are
then compared to two other classifiers; LSTM and SVM for
an eye detection task and preliminary results shows that the
extensions outperforms both classifiers. These findings will be
further explored to assess generalisation of these extensions
and transferability to other domains. Future work will also
investigate the suitability of the MRN and its variants for
complex higher-dimensional time series processing to identify
turning points and provide early warning indication and inform
intervention measures.
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