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Abstract—The rise of smart devices and applications has
increased the dependence of human beings on machine learning
(ML) based code-driven systems. While many of the pragmatic
problems such as image classification, medical diagnosis, and
statistical arbitrage have been addressed by extensive recent
research in machine learning, it still lacks substantial work in the
field of adversarial attacks on safety-critical networked systems.
It is a matter of significant importance, as using the adversarial
samples, attackers are now able to evade pre-trained systems
and mount black-box attacks hence increasing the false positives.
In this research, we are proposing a Random Neural Network-
based Adversarial intrusion detection system (RNN-ADV). For
adversarial attack generation, the Jacobian Saliency Map Attack
(JSMA) algorithm has been used. Swarm optimization capabil-
ities have been implemented by training the system with the
Artificial Bee Colony (ABC) algorithm. Different scenarios have
been designed and the proposed system is then evaluated with
benchmark benign NSL-KDD dataset, adversarial data, and the
performance is compared with deep neural networks (DNN)
using several performance metrics. The results suggest that the
proposed scheme outperforms DNN in terms of adversarial attack
detection where it has successfully classified benign samples from
crafted samples with better accuracy and high F1 scores.

Index Terms—Intrusion Detection, Swarm Intelligence, Adver-
sarial Machine Learning, NSL-KDD, JSMA

I. INTRODUCTION

N today’s hyper-connected world where digital

technologies are easing the way we interact with
each other, the threats to network security are ubiquitous.
Computer networks are constantly getting proliferated and
the risks towards securing user’s specific information are
increasing [1]. Although many techniques were proposed in
the past to meet this challenge but the attackers are using
more novel and sophisticated ways to accomplish their goal
to bypass network security parameters such as firewalls etc.
With the advent of Artificial Intelligence (Al), the future
technologies are shaping towards designing self-operating
vehicles to the telemedicine, etc, which would call-for the
on-demand high-speed Internet to perform efficiently. In order
to ensure such standards, the years 2020, would mark the
release of new generation cellular networks known as 5G [2].
But many of the risk assessment organizations have warned
that security threats would be more prominent in this year
as attackers can now exploit the Internet-of-Things(IoT) user
devices, easier than ever [3].
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To mitigate against such extraordinary situations, intrusion
detection systems (IDS) are developed. Unlike traditional
firewalls which only monitor packets, IDS enables packet
sniffing both inbound and outbound on the network due
to their unique ability to search for novel threats. They
are categorized as signature-based or anomaly-based [4].
Signature-based IDS requires a constant update to the known
signature data so that IDS could work efficiently. Anomaly-
based IDS learns from the existing data and uses patterns to
quantify intrusion in the network [26]. The latter approach is
more realistic and used widely to design intrusion detection
applications. Throughout the literature, many techniques
have been proposed to design an efficient intrusion detection
system. Most popular among them is the machine learning
(ML). In order to train the ML model, training algorithms are
utilized. Such heuristic algorithms are necessary to increase
the computational capacity of the technique under observation
[5]. The solution to this complex problem could be swarm
intelligence (SI) or evolutionary algorithms (EA) which
can be iterative, population-based or stochastic [6]. We are
focusing on swarm intelligence (SI), where a collective goal
is achieved using individual entities/agents. The examples of
such algorithms are Artificial bee colony (ABC), Ant colony
optimization (ACO) and Particle swarm optimization (PSO).

In our previous work [4] we used the Artificial bee
colony (ABC) algorithm to train our proposed model. ABC
is a meta-heuristic training algorithm that is used to find an
optimal solution during the learning stage. It works on the
same principle as honey bees in hives. A population-based SI
approach is utilized and different agents such as onlookers,
scout, and employed bees work together to locate the food
source, measure the nectar value and abandon it after finding
the best value. Recent research has suggested that ML
techniques and many of the proposed intrusion detection
systems are vulnerable to adversaries [7] [8] [9] [10]. They
increase the false positive rate of a classifier many folds by
adding a careful perturbation to a benign sample. Adversaries
use class ambiguity to reduce the trust of classifier and then
trick it further to generate the wrong result which resembles
the required output when actually it belongs to another class.



To generate adversarial samples from benign samples
and to check the performance of classifiers in the adversarial
environment a few algorithms are proposed. In an extension
of our previous work [4] we propose the Random Neural
Networks based Adversarial Intrusion Detection System
(RNN-ADV) which is trained with Artificial bee colony
(ABC) algorithm. For crafting adversarial samples, the
Jacobian Saliency Map Attack (JSMA) algorithm [8] is
utilized. To evaluate the performance of RNN-ADYV, different
scenarios are devised where the NSL-KDD dataset [11] and
crafted adversarial data are used to train/test the system.
Performance is further compared to the deep neural network
(DNN) and results are elaborated in further sections.

The primary contributions of this paper are:

e For adversarial attack detection, a random neural
network based intrusion detection system (RNN-ADV)
is presented using swarm optimization based Artificial
bee colony (ABC) algorithm.

o The Jacobian Saliency Map Attacks (JSMA) algorithm
is used to generate adversarial sample by computing
forward derivative.

o Performance of RNN-ADV is compared with deep neural
network in terms of accuracy, precision, recall, F1 score.

The rest of the paper sections are organized as follows:

review of the literature reported in this research related
to adversarial attacks, intrusion detection and random neural
networks (RNN) is discussed in Section II. The Artificial bee
colony (ABC) algorithm and the methodology for Adversarial
attack crafting using Jacobian Saliency map Attacks (JSMA)
algorithm is explained in Section III. The experimental results
and analysis is presented in Section IV while the conclusion
and future research directions are outlined in Section V.

II. RELATED WORK

Intrusion detection systems (IDS) are used to detect
malware entering the networks. Many approaches have been
presented in the past to design and develop such systems. In
[12], authors used the Recurrent Neural Network (RNN) to
classify attacks from normal patterns. The system was trained
with benchmark NSL-KDD and the authors concluded that
the accuracy of proposed IDS is higher in binary-class as
compared to the multi-class due to problems such as vanishing
gradient. In [13], the authors concluded that Convolutional
Neural Networks (CNN) based IDS performed better with
respect to other ML platforms but performance needs further
improvements in terms of U2R and R2L attacks. In [14],
the random neural networks model is trained with the ABC
algorithm and then performance was further compared with
the GD algorithm. The authors conclude that ABC performed
better for binary-class of NSL-KDD due to the novel ability
of bees to measure the nectar value and optimize the network
weights accordingly.

In [15] authors have used principal component analysis
(PCA) to extract useful features from NSL-KDD and trained
deep neural network (DNN) to estimate the performance
with other benchmark techniques. Results suggest that
proposed IDS performed better for binary-class of the dataset
while classifier needs further improvement to enhance the
performance for the multi-class category. In [16], Chaithanya
etal developed IDS wusing Moth-Flame Optimization
Algorithm-based Random Forest (MFOA-RF) and compared
the result based on different performance metrics while to
enhance efficiency, in [17] authors developed IDS using State
Preserving Extreme Learning Machine(SPELM) algorithm.

Even though neural networks are reported to have good
performance in intrusion detection but Szedgy et.al in [18]
concluded that the false rate of a classifier can be increased
if we add careful perturbation to the existing data, thus
making them vulnerable to adversarial attacks. Samples were
generated by Broyden-FletcherGoldfarb-Shanno (LBFGS)
optimization algorithm. After that, a lot of research has been
carried out to check the performance of ML classifiers against
adversaries but most of them were addressed in the field
of image processing. Many of the algorithms were further
proposed to craft the adversarial samples.

To improve the process, Goodfellow et.al in [19] developed
the Fast Gradient Sign Method (FGSM) algorithm to craft
the adversarial samples where the algorithm calculates
the loss of gradient of a function to produce samples by
producing perturbation which is the sum of controlled
parameter and input gradient. Moosvi et.al, in [20] proposed
the DeepFool algorithm to craft adversarial samples. The
minimum perturbation is added. The adversary is located
by establishing a clear boundary between different class
labels and perturbations are added in fashion. Performance
is compared with other ML techniques and enhanced via
fine-tuning parameters. While in [8], Papernot et al, proposed
the Jacobian Saliency Map Attack (JSMA) algorithm where
adversaries are crafted by mapping inputs to the corresponding
outputs. Perturbations are added to the minimum level and
saliency maps are calculated. Authors conclude that JSMA
can increase false positives of the system even if a few
features are altered after adding perturbations to the benign
samples.

In this research, we are exploring the effect of adversarial
attacks on random neural networks. Jacobian-based Saliency
Map Attack (JSMA) algorithm is used to generate adversarial
samples and the system is trained with the Artificial Bee
Colony (ABC) algorithm. The effect of adversaries on the
proposed system is then evaluated using different performance
matrices.

Random Neural Network Model: A novel class of
artificial neural networks was proposed by Gelenbe named
Random Neural Network (RNN) [21]. RNNs have been
used extensively for pattern recognition [22]. However, a
little research has been reported to analyze the effectiveness



of RNN’s for intrusion detection systems using NSL-KDD
dataset.

As mentioned in our previously published work [4] [14], in an
RNN model, neurons trigger the excitation and inhabitation
states whenever any signal with positive or negative potential
arrives [14] [25]. In Random neural Network Model, the
neurons exchange information using positive excitation and
negative inhibition signals. The information flows between
neighbouring neurons in time ¢ as an impulse. Based upon
the behaviour of neuron g, the following probabilities can
occur with its current state Jg(f):

If J,(t) =0 The neuron n, would remain inactive
If J,(t) > 0 The neuron n, transmits the information with
firing rate o, towards neighbouring neuron n;,

Mathematically,

pT(g.h)+p (gh)]=1,1<g<n, (1

M=

b(i)+

h=1

Where, p*(g,h) and p~(g,h) represent probabilities due to
excitation and inhibition signal whereas b(g) symbolises
the departure probability of the information. During training
phase, Poison rate A(g) is used to denominate positive signal
while Poisson rate A(g) is for the negative signal. The output
activation function s(g) for neuron g is defined as:
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o(g) is the firing rate between neurons whereas w(g,h) and
w™ (g, h) represent weight updates between neurons g and A.
Mathematical model is further explained in [21] [4] [23] and
[1].

III. METHODOLOGY

In this paper, a random neural network-based adversarial
intrusion detection system (RNN-ADV) is utilized. NSL-KDD
data with full feature space is used and the adversarial attack
crafting is accomplished using the Jacobian Saliency map
Attack (JSMA) algorithm. A stochastic, population-based
approach is used and the model is trained with an artificial
bee colony (ABC) algorithm. Data is preprocessed where it
is normalized and one-hot encoded. Since we are comparing
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Fig. 1: Steps for Adversarial Attack Detection System (RNN-
ADV) using Swarm Optimization
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our work with deep neural networks, the neurons in the
proposed RNN-ADV are structured among two hidden
layers and 1 output layer. The size of the bee colony is not
changed and the maximum iteration limit is applied to ensure
fast optimization when bees are looking for an appropriate
solution in identified food sources. Following steps as shown
Figure: 1 are undertaken to design adversarial IDS.

The Dataset and Pre-Processing: For this study, the
NSL-KDD dataset is used. Although a lot of datasets are not
the actual representations of real-world data but NSL-KDD
is still considered as a benchmark for training and testing
of network intrusion detection systems (IDS). From the
total of 42 features, first 41 feature is used as inputs which
contain the traces from collected network traffic such as
Dstbytes, Protocol, ServerrRate, etc. The 42"¢ feature is the
output label which contains information about the targeted
class. The attack in the output label varies from Probe, Root-
to-local (R2L), Denial-of-Service and User-to-root (U2R).
The dataset is widely used due to its packet distribution
among normal and abnormal packets in training and testing
sets, where it contains 46.5% attack patterns.

The dataset also lists three features that are nominal in
nature, and we know the fact that the ML algorithm can only
process the information which is binary or numeric in nature.
For this purpose, we have utilized “One-hot Encoding” where
these features are converted to the designated numeric values.
Many of the researchers [14] [23] utilized feature selection by
using the gain ratio (GR), correlation-based feature extraction
(CFS) and information gain (IG) which helps reduce the
complexity of classifier. For this study we use the complete
feature space of the dataset and performance is estimated.

To truncate the training time of proposed RNN-ADYV,
data is normalized and then used as corresponding input.
Min-Max normalization is exploited and data is processed
accordingly. Mathematically,

w; — min(w)

a; = (6)

~ max(w) —min(w)’

where:

e g=(wi,...,w,) indicates output
« a(i) denotes input

Artificial bee Colony (ABC) Algorithm: ABC is a
meta-heuristic training algorithm that is used to find an
optimal solution during the learning stage. It works on the
same principle as honey bees in hives. Population consists of
onlookers, scout, and employed bees work together to locate
the food source, measure the nectar value and abandon it
when finding the best value.

The search process of a food source in a search space
is initiated by scout bees with random values. Employed bees
are responsible to visit the identified food sources. Based on
the information onlooker bees take the further actions which

include measuring the *nectar’ amount and fitness value (fit,)
is then estimated as [14]:

. —— f(p)=0
it, = 1+£(p)
fit {1++<f'3p>| £(p) <o}

If the new solution is better than the previous one, the value
is updated, else the bees would continue searching the data
space of E dimensions and apply greedy selection process for
more appropriate value iteratively until one of the following
conditions is reached:

)

o A solution with better fitness value is obtained.

¢ Maximum iterations limit to look for search space is
reached.

e Minimum value for mean squared error is achieved.

After fulfilling the upper conditions, the bees abandon previ-
ously selected food source and scout bees initiate the search
process all over by random values.

Mathematically:

hpq = hl,, +rand(0,1)(h,, —hl,) ®)

min
where

e hy, food source value, ranges from p = 1....SS,

« SS is population size.

Jacobian Saliency Map Attacks

As discussed before, Szedgy et.al [18] reported that
neural networks are vulnerable to adversarial attacks. Many
algorithms were proposed to craft adversarial samples from
benign samples but most of them use gradients to produce
desired output. In [8], Papernot et. al proposed a new
algorithm known as Jacobian Saliency Map Attacks (JSMA)
which is used to generate adversaries, where the input is
mapped to desired output by establishing direct mapping.
While preparing the dataset for RNN model, if the activation
function F : C — D where C original input and D represents
desired output, then to generate adversary C*, consider the
following mathematical model:

argmax || o, || s.t. F(C+o,) =D, 9)
Ce

where,
e O, is the perturbation vector

o || .| is the relevant norm for RNN input comparison
o D™ is the required adversarial output data points/features

e C+ o0, = C* is the adversarial sample

For the benign samples, F(C) = D, the idea is to create
adversary C* in such a way that it satisfies the condition



F(C*)# D* but resembles the original sample C. The forward
derivate approach is used to add perturbation o©,, which
would then return the features which are altered as adversarial
samples in a search space as mentioned in Algorithm 1. The
non-negative integers m; and m, demonstrate the total change
applied to the original features. Mathematically:

SF(C) 8F(C)

VF(C):[ 5m1 ’ 5}’}12

] (10)

Algorithm 1 Adversarial Attack Crafting with JSMA

Input: C,D*,F,{,a

Initialization:

C'+C

for F(C*)#D*and || o.| ; { do
Initiate Saliency Map
compute VF(C*)
o ||« (©)—(c")

end for

return D*

end procedure
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IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we have explained the experimental results
and presented an analysis of the effects of adversarial attacks
on random neural networks. The system is trained with
the artificial bee colony algorithm (ABC). NVIDIA GPU
acceleration is used for the training. Several performance
matrices such as Precision (P), Recall (R), F1 Score, False
Alarm (FA) and Accuracy (ACC) are used to elaborate on
the results which are denoted as ¢, p, u, and v the True
Positives (TP), True Negatives (TN), False Positives (FP) and
False Negative (FN) respectively.

p+p

Accuracy(RNN —ADV) =ACC= ———  (11)
L+p+v+o
T
Precision =P = —— (12)
u+o
Recall =R = —2 (13)
V+oe
FalseAlarm = FA = —2— (14)
p+u
PrecisonxRecall
F1 =2 1
Score x( Precision + Recall ) (15

To estimate the performance of proposed RNN-ADV, different
methods were adopted and scenarios are created. Results are
then compared to deep neural networks. The network consists
of two hidden layers and trained at the learning rate of 0.001.
NSL-KDD data and Adversarial data are used to train/test

the system. For adversarial attack crafting using the JSMA
algorithm. Using L distance metric, the perturbation added
is 0.5 [8]. Cleverhans python library [24] is also utilized.
As mentioned in [4], during the training phase, a total of
20 bees coordinate together to find the optimal value with
a maximum iterations limit of 100. The number of food
sources to be searched and employed bees are 10. Following
scenarios were adopted.

Baseline Scenario: For benchmarking, the proposed
RNN-ADV is trained with the Traint and tested against
Test™ sample of the NSL-KDD data. This would help to
establish the fundamental performance of the system.

Adversarial Scenario: After adversarial attack crafting
using the Jacobian Saliency map Attack (JSMA) Algorithm,
the proposed RNN-ADV is trained/tested with adversarial
data to understand the performance when an attacker can
compromise network integrity by introducing adversaries.

Attack Scenario: An attack scenario is devised, where
the system is trained with predefined data from NSL-KDD
but tested with crafted adversarial data. This resembles
real-world attacks where pre-trained systems can be accessed
by attackers with the help of crafted adversarial samples.

TABLE I: Baseline Scenario: Performance of RNN-ADV with
‘Benchmark Data’

Metrics |Accuracy|Precision| Recall False F1- Score
Alarm
Normal 89.42 99.89 93.52 43.22 96.60
Denial-of-
Service 97.51 99.47 97.81 3.24 98.63
(DoS)
Probe 92.69 98.24 79.33 3.98 87.77
User-to-
Root 46.12 92.93 51.21 0.96 66.03
(U2R)
Root-to-
Local 66.72 97.11 42.49 1.38 59.11
(R2L)

As discussed, a baseline scenario for benchmarking the
performance of RNN-ADV is proposed where the system is
trained with Train™ data points. The system is trained with
the ABC algorithm and the input layer is fed with complete
feature space. The trained system is then tested with Test™
data and results are reported in Table: I. Several performance
metrics such as accuracy, precision, recall, false alarm, and



TABLE II: Adversarial Scenario: Performance of RNN-ADV
with ‘Adversarial Only Data’

TABLE III: Attack Scenario: Performance of RNN-ADV with
‘Heterogeneous Data’

Metrics |Accuracy|Precision| Recall False F1- Score Metrics |Accuracy|Precision| Recall False F1- Score
Alarm Alarm
Normal 70.71 59.35 47.24 50.21 52.60 Normal 66.85 48.21 37.35 47.98 42.09
Denial-of- Denial-of-
Service 76.24 53.12 38.29 36.98 44.50 Service 72.58 41.58 31.12 33.57 35.59
(DoS) (DoS)
Probe 80.97 39.65 36.25 33.13 37.87 Probe 75.02 30.14 27.77 29.42 28.90
User-to- User-to-
Root 42.87 6.39 8.58 7.95 7.32 Root 38.59 3.57 5.69 5.14 4.38
(U2R) (U2R)
Root-to- Root-to-
Local 59.22 33.11 32.98 31.11 33.04 Local 98.27 22.27 24.22 27.69 23.20
(R2L) (R2L)

Fl-score are used to demonstrate the results. For the multi-
class category of NSL-KDD data, RNN-ADV successfully
classified normal patterns from anomalous records by 89.42%.
For attack classes, it classified denial-of-service attacks with
an accuracy of 97.51% which is the highest among other
attacks such as probe 95.69%, U2R 46.12% and R2L 66.72%.
For better understanding F1-Score metric is used which is
calculated by taking a harmonic mean of recall and precision
values. It remained 96.60% for normal and the highest value
is 98.63% for attack classes. Since there is no adversary
added to the system, the false alarm rate for attack classes is
recorded low.

To check the performance of RNN-ADV in an adversarial
environment, a second scenario is devised where the system is
trained and tested with adversarial only data. For this purpose,
the Jacobian Saliency Map Attack (JSMA) algorithm is used,
which unlike previous schemes that use output gradient
to generate perturbation, maps inputs to the desired and
calculates the difference. Perturbation is added and saliency
maps are computed which would return the adversarial
data/features. The main aim of this protocol is to craft
adversarial samples with minimum added perturbation and
more change from benign samples while keeping them related.
The results reported in Table: II suggest that the accuracy
of the normal class falls to 70.71% while attack classes also
depict performance depreciation. Adding an adversary to the
benign sample has significantly increased the false alarm rate
for both normal and attack class, which validates our claim
that RNN-ADV successfully classified adversarial packets.
F1-Score is reported to 52.60% for normal and 44.50% for
attack class in case of denial-of-service attacks.

Since machine learning models are prone to adversarial

attacks, we have developed an attack scenario where RNN-
ADV is trained with benchmark Train® data it is tested with
adversarial data. This scenario represents a real-time situation
where an ML model is trained with required data as a
black-box model but an attacker is manipulating the network
integrity by adding perturbations and gain unauthorized
access. Results are reported in Table: III, which shows that
accuracy for the normal class is further decreased by 5%
while attack classes also show performance depreciation.
False alarm rate for normal class is 37.35% while it is
33.57%, 29.42%,5.14,% and 27.69% for DoS, probe, U2R
and R2L attacks respectively. Fl-score, which is used as an
overall performance indicator is also decreased by 10% for
both normal and attack classes. This change in performance
is happening due to the class imbalance which is created by
an adversary and targeted classes are misclassified based on
added perturbation to the benign sample.

To estimate the performance of proposed RNN-ADV,

Proposed RNN-ADV vs DNN

Normal .
R2L | N
UIR — BIDNN
ORNN-ADV
Probe [ i
DoS .
0 20 40 60

F1 Score

Fig. 2: Performance Comparison between Adversarial RNN-
ADV and DNN



results are reported using different matrices in Table: I, II
and III. Fl-score which is the harmonic mean of precision
and recall values [14] is used as a key performance indicator.
We have compared the results with deep neural networks
based adversarial IDS [7] in Figure: 2 where it shows that,
when RNN-ADV is tested in an adversarial environment,
the Fl-score is 52.60% for normal class and 44.65% for
denial-of-service attacks as compared to a deep neural
network where these indicators are 35.69% and 25.89%
respectively. This proves that proposed RNN-ADV performs
better and classifies adversaries with improved precision and
higher accuracy.

V. CONCLUSION

To detect adversarial attacks on computer networks, a
random neural network-based adversarial intrusion detection
system (RNN-ADV) has been proposed. The system is trained
with an artificial bee colony (ABC) algorithm. Adversarial
attack crafting is accomplished using the Jacobian Saliency
map Attacks (JSMA) algorithm. After training/testing the
system with benign samples and adversarial samples the result
suggests that even though false alarms have increased but the
proposed RNN-ADV successfully classified attacks from nor-
mal traffic under adversarial settings. More optimal solutions
throughout the search space of the given data were identified
by artificial bee colony algorithm. Since the JSMA only alters
a few features to add perturbations which makes it more
viable in real-time implementation, the RNN-ADV used those
features to improve adversarial attack detection capabilities
in terms of higher accuracy, precision, and better F1-Score.
As, the detection of adversaries remains an open issue, in
the future, we would extend this work to craft adversarial
samples by Fast Gradient Sign Method (FGSM), DeepFool
and CW attack algorithms. Better training can help classifiers
to reduce misclassification for this purpose different training
algorithms such as Levenberg-Marquardt algorithm, Particle
Swarm Optimization (PSO) can be used.
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