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Abstract—A dynamic binary neural network is characterized by ternary connection parameters and can generate various binary periodic orbits. This paper studies a two-objective problem for sparsity of the connection parameters and stability of the binary periodic orbits. In order to optimize the two-objective problem, we present a simple algorithm (ALG/M) based on the multiobjective evolutionary algorithm based on decomposition. The ALG/M decomposes the two-objective problem into multiple subproblems and can optimize the problem effectively. Performing elementary numerical experiments for typical examples of binary periodic orbits, it is confirmed that the ALG/M realizes both appropriate connection sparsity and strong orbit stability. It is also confirmed that the ALG/M outperforms another algorithm based on the regularization algorithms such as the Lasso.

Index Terms—binary neural networks, stability, sparsification, periodic orbits, multiobjective evolutionary algorithms.

I. INTRODUCTION

A dynamic binary neural network (DBNN) is a recurrent-type neural network characterized by the signum activation function and ternary connection parameters [1]-[4]. Depending on the connection parameters, the DBNN can generate various binary periodic orbits. The DBNN is suitable for precise analysis and simple hardware implementation [3]-[7]. The dynamics of DBNNs can be integrated into the digital return map defined on a set of points. The digital return map can be regarded as a digital version of one-dimensional maps [8] and is useful to visualize/analyze the dynamics. On the other hand, the DBNN can be implemented into FPGA based hardware that is basic to realize engineering applications. The applications include associative memories [9], control of switching circuits [10], and central pattern generators [11].

In the analysis of the DBNN, storage of a target binary periodic orbit (TBPO) and stability of the stored TBPO are basic problem. We have obtained a parameter condition that guarantees storage of a TBPO [1]. We have also obtained experimental results that suggest appropriate connection sparsification can reinforce stability of a TBPO. The stability corresponds robust system operation and the sparsity can reduce power consumption in hardware [2] [3]. That is, optimization of the two objectives (the connection sparsity and orbit stability) can realize robust and low-power system operation in engineering applications. However, a trade-off may exist between the two objectives and optimization of the two-objectives is not easy.

In order to optimize the two-objective problem, this paper presents a simple algorithm (ALG/M) based on the multiobjective evolutionary algorithm based on decomposition (MOEA/D [12]). Although uniobjective optimization problems require the optimization of only one objective, multiobjective optimization problems require the simultaneous optimization of multiple objectives [12]-[15]. If the simultaneous optimization is achieved, we can obtain the optimal solution; however, usually the optimal solution is not feasible. We often encounter various difficulties such as the presence of conflicting objectives, where an improvement in one objective may cause a deterioration in another objective. The task is to find Pareto optimal solutions which balance trade-offs. The Pareto solutions in a decision space correspond to the Pareto front in the objective space. In order to optimize multiobjective problems, various evolutionary algorithms (incl. the MOEA/D) have been studied.

The ALG/M aims at optimization of the two-objective problem. The first objective is given by the ratio of initial points falling directory into a TBPO. It evaluates stability of the TBPO. The second objective is given by the ratio of zero elements in connection parameters. It evaluates connection sparsity of the DBNN. Referring to the MOEA/D, the ALG/M decomposes the two-objective problem effectively into multiple subproblems. Using simple mutation operators, the ALG/M evolves potential solutions and can optimize the two-objective problem. Performing elementary numerical experiments for typical examples of TBPOs, we have confirmed that the ALG/M realizes appropriate connection sparsity of the DBNN and strong stability of TBPOs. The TBPO examples include a control signal of central pattern generators. We have also confirmed that the ALG/M outperforms another algorithm (ALG/L) based on regularization algorithms such as the Lasso [16] [17]. The ALG/L tries to minimize one cost function given by weighted sum of the two objectives for connection sparsity and orbit stability.

As novelty of this paper, it should be noted that this is the first paper of MOEA/D based parameters optimization for two-objective problems in recurrent-type neural networks. Since trade-off problems are inevitable in parameters optimization in various neural networks, the ALG/M will be developed into an efficient synthesis algorithm of neural networks.
II. DYNAMIC BINARY NEURAL NETWORKS

Here we define the DBNN and TBPO [1] [2]. The dynamics is described by

\[ x_i^{t+1} = F \left( \sum_{j=1}^{N} w_{ij} x_j^t - T_i \right), \quad i = 1 \sim N \]

\[ F(x) = \begin{cases} +1 & \text{if } x \geq 0 \\ -1 & \text{if } x < 0 \end{cases} \tag{1} \]

where \( x_i^t \in \{-1,+1\} \equiv B \) is the \( i \)-th binary state at discrete time \( t \). The DBNN is characterized by a signum activation function \( F \) and ternary connection parameters \( w_{ij} \in \{-1,0,+1\} \) as shown in Fig. 1. Threshold parameters \( T_i \in \{0, \pm 1, \pm 2, \ldots\} \) are integer. For simplicity, we arrange these parameters into the connection matrix \( W \) and the threshold vector \( T \):

\[ W \equiv \begin{pmatrix} w_{11} & \cdots & w_{1N} \\ \vdots & \ddots & \vdots \\ w_{N1} & \cdots & w_{NN} \end{pmatrix}, \quad T \equiv \begin{pmatrix} T_1 \\ \vdots \\ T_N \end{pmatrix} \tag{2} \]

The DBNN in Eq. (1) is abbreviated by \( x^{t+1} = F_D(x^t) \) where \( x^t = (x_1^t, \ldots, x_N^t) \). A TBPO with period \( p \) is a periodic sequence of binary vectors

\[ z^1, \ldots, z^p, \ldots \quad \begin{cases} z^t = z^s & \text{for } |t-s| = n \cdot p \\ z^t \neq z^s & \text{for } |t-s| \neq n \cdot p \end{cases} \tag{3} \]

This TBPO corresponds to an insect gait pattern as shown in Fig. 2(a). Applying the correlation-based learning in [1] that can set connection parameters \( w_i \) to satisfy \( L(i) \leq R(i) + 1 \) for a class of TBPO and can set integer parameters \( T_i \). As a typical example of TBPO, we introduce the 6-dimensional TBPO with period 6:

\[ z^1 = (+1, -1, -1, -1, -1, 1+1) \]
\[ z^2 = (+1, -1, -1, 1+1, -1, -1) \]
\[ z^3 = (-1, +1, -1, -1, -1, 1+1) \]
\[ z^4 = (-1, +1, +1, +1, -1, -1) \]
\[ z^5 = (-1, +1, -1, +1, +1, -1) \]
\[ z^6 = (-1, +1, -1, -1, +1, +1) \]

This TBPO is equivalent to a set of \( 2^N \) points, dynamics of the DBNN is integrated into a Dmap

\[ \theta^{t+1} = f_D(\theta^t), \quad \theta^t \in L_N \equiv \{C_1, \ldots, C_{2^N}\}, \tag{7} \]

where \( C_i \equiv \frac{i}{2^N}, \quad i = 1 \sim 2^N \). The domain of the Dmap is \( L_6 = \{C_1, \ldots, C_{2^6}\} \) where \( C_1 \) to \( C_{2^6} \) are equivalent to \((-1, -1, -1, -1, -1, -1)\) to \((+1, +1, +1, +1, +1, +1)\). Since the number of points in the domain is finite, the steady state must be a periodic orbit. Fig. 3(a) shows a Dmap of the DBNN with parameters in Eq. (6). The Dmap is useful in analysis/visualization of the dynamics.

Using the Dmap, we give basic definitions. A point \( \theta_p \in L_D \) is said to be a periodic point with period \( p \) if \( f_D^p(\theta_p) = \theta_p \) and \( f_D(\theta_p) \) to \( f_D^p(\theta_p) \) are all different where \( f_D^k \) is the \( k \)-fold composition of \( f_D \). A sequence of periodic points \( \{f_D(\theta_p), \ldots, f_D^p(\theta_p)\} \) is said to be a periodic orbit. A periodic orbit in Dmap is equivalent to a BPO in the DBNN. A point \( \theta_e \in L_D \) is said to be an eventually periodic point (EPP) with step \( q \) if \( \theta_e \) is not a periodic but falls into some PEO after \( q \) steps. An eventually periodic point with step \( 1 \) is referred to as a direct eventually periodic point (DEPP). As the
number of DEPPs increases, stability of the TBPO becomes strong. Fig. 2 (b) illustrates a TBPO and DEPPs to it. Fig. 3 (a) shows DBNN and Dmap for full binary connection $W_B$ in Eq. (6).

### III. STABILIZATION AND SPARSIFICATION

Here we consider sparsification of connection matrix $W$ and stabilization of a TBPO. In order to evaluate a DBNN, we define two objectives. The first objective evaluates stability of a TBPO with period $p$:

$$F_1(W) = 1 - \frac{\text{The number of DEPPs falling into a TBPO}}{2^N - p}$$  (8)

where $0 \leq F_1(W) \leq 1$. As $F_1(W)$ decreases, stability is reinforced and the DBNN becomes robust. The second objective evaluates sparsity of the connection matrix

$$F_2(W) = 1 - \frac{\text{The number of zeros in connection matrix}}{N^2 - N}$$  (9)

where $0 \leq F_2(W) \leq 1$. For convenience, we assume that a connection matrix with $N$ non-zero elements is sparse limit. As $F_2(W)$ decreases, the connection sparsity increases. If the connection sparsity in a hardware increases, then power consumption is reduced. For the DBNN with full binary connection matrix $W_B$ in Eq. (6), $F_1(W_B) = 52/58$ and $F_2(W_B) = 30/30$. As zero elements are inserted appropriately into the $W_B$, the stability of the TBPO1 can be reinforced [1].

We show an example of the sparsification:

$$W_S = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & +1 \\
0 & 0 & 0 & -1 & -1 \\
0 & 0 & 0 & +1 & -1 \\
0 & 0 & +1 & 0 & 0 \\
0 & -1 & -1 & 0 & 0 \\
-1 & +1 & 0 & 0 & +1
\end{pmatrix} \quad T_S = \begin{pmatrix}
0 \\
1 \\
1 \\
1 \\
1 \\
0
\end{pmatrix}$$  (10)

These parameters satisfy storage condition in Eq. (4) and storage condition of TBPO1 is guaranteed. Fig. 3 (b) shows DBNN and Dmap for the connection matrix $W_S$. The two objectives are given by $F_1(W_S) = 22/58$ and $F_2(W_S) = 6/30$. In this example, the connection sparsification can reinforce stability of TBPO ($F_1$ reduces from 52/58 to 22/58). In order to optimize both connection sparsity and TBPO stability, we consider two algorithms.

#### A. ALG/M: MOEA/D based algorithm

The first algorithm ALG/M is based on the MOEA/D [13]. It tries to optimize the two-objective problem:

Minimize $F(W) = (F_1, F_2) \in S_O$, subject to $W \in S_D$  (11)

where $S_O = \{(F_1, F_2) | 0 \leq F_1 \leq 1, 0 \leq F_2 \leq 1\}$ and $S_D = \{W | w_{ij} \in \{-1, 0, +1\}, i = 1 \sim N, j = 1 \sim N\}$. In the real-valued objective functions $F : S_D \rightarrow S_O$, $S_D$ and $S_O$ are referred to as the design space and the objective space, respectively. In this problem, we define domination relationship. Connection (matrix) parameters $W_1 \in S_D$ are said to dominate other connection parameters $W_2 \in S_D$ if either of the following is satisfied:

$$F_1(W_1) < F_1(W_2) \quad \text{and} \quad F_2(W_1) < F_2(W_2)$$  (12)

$$F_1(W_1) < F_1(W_2) \quad \text{and} \quad F_2(W_1) = F_2(W_2)$$  (13)

$$F_2(W_1) < F_2(W_2) \quad \text{and} \quad F_1(W_1) = F_1(W_2)$$  (14)

Fig. 3. DBNN and Dmaps. (a) $W_B$. 6 green points in Dmap denote DEPPs. $(F_1(W_B) = 52/58, F_2(W_B) = 30/30)$. (b) $W_S$. 36 green points denote DEPPs. $(F_1(W_S) = 22/58, F_2(W_S) = 6/30)$.
A set of parameters $W_p$ is referred to as a Pareto optimal solution if $W_p$ is not dominated by any other parameters. The set of all Pareto solutions is named a Pareto set while its image in the objective space is named Pareto front.

In the ALG/M, the two-objective problem is decomposed into multiple uni-objective subproblems by the weighted sum decomposition approach [12] [14]. The $k$-th subproblem is represented by the $k$-th adaptability function

Minimize $F^k(W|\lambda^k) = \lambda^k_1 F_1(W) + \lambda^k_2 F_2(W)$, $k = 1 \sim M_1$

where the weight vectors $\lambda^k \equiv (\lambda^k_1, \lambda^k_2)$, $k \in \{1, \ldots, M_1\}$, are given by $\lambda^k_1 = (k-1)/(M_1 - 1)$ and $\lambda^k_2 = 1$. Each weight vector gives one uni-objective problem by the adaptability function $F^k(W|\lambda^k)$ for $W$. Let $W^k$ denote the $k$-th individual (potential solution) of the $k$-th subproblem $F^k(W|\lambda^k)$. The $W^k$ corresponds to the connection parameters. Correspondence between a weight vector and an individual is one-to-one. A set of $M_1$ individuals, $\{W^1, \ldots, W^{M_1}\}$, is referred to as a population. An external population (EP) is used to store nondominated individuals at each generation as illustrated in Fig. 4. Let $\lambda^1$ and $\lambda^2$ ($l_1, l_2 \in B(k)$) denote closest weight vectors to $\lambda^k$ where $B(k) = \{k-1, k, k+1\}$ for $k = 2 \sim M_1 - 1$, $B(1) = \{1, 2, 3\}$ for $k = 1$, and $B(M_1) = \{M_1-2, M_1-1, M_1\}$ for $k = M_1$. Let $g$ denote the generation of the algorithm evolution. The ALG/M is defined as follows.

**Step 1** (Initialization):
Let $g = 1$. Set EP = $\emptyset$. Generate an initial population $\{W^1, \ldots, W^{M_1}\}$.

**Step 2** (Update): For $k = 1, \ldots, M_1$, do.

- One individual is selected randomly from neighbor set $B(k)$. Applying a mutation, a new individual is generated, where the mutation means inserting one zero element randomly into the connection matrix. If the new individual does not satisfy the storage condition in Eq. (4), then the individual is ignored and the mutation operator is applied again. If the new individual satisfies the storage condition until $M_1$ times application of the mutation, then the individual is declared as an offspring, otherwise the original individual is declared as the offspring and a threshold vector $T$ is determined.

- Using the adaptability function with the elitism, the neighbor set $B(k)$ is updated.

- Remove from external population (EP) all elements dominated by the offspring. Add the offspring to EP if no elements in EP dominate offspring. Fig. 4 illustrates mutation and the EP update.

**Step 3** (Termination):
Let $g \leftarrow g + 1$, go to Step 2, and repeat until the maximum generation $g_{max}$. After the algorithm is terminated, the EP gives the Pareto optimal solutions.

Experiment 1: We have applied the ALG/M to the TBPO1 where the algorithm parameters are

$$M_1 = 50, \ g_{max} = 30.$$  \hspace{1cm} (16)

In Step 1, we prepare 50 copies of full binary connection matrix $W_B$ as the fundamental individuals. At $g = 1$, the initial population is given by inserting one zero element randomly into each individual. An evolution process is shown in Fig. 5. The ALG/M tries to optimize the two-objective problem and finds three optimal solutions by $g = g_{max}$. The three solutions give three DBNNs one of which has connection matrix $W_S$ in Eq. (10). These DBNNs can realize appropriate connection sparsity and strong TBPO stability.

**B. ALG/L: Lasso based algorithm**

The second algorithm ALG/L is based on the Lasso [16] [17]. It tries to minimize cost function given by weighted sum of two terms

$$G(W|\lambda) = \lambda_1 F_1(W) + \lambda_2 F_2(W), \ \lambda_1 + \lambda_2 = 1.$$  \hspace{1cm} (17)

As is well known, the Lasso is one of regularization algorithms in machine learning. In the regularization, the cost function is given by weighted sum of error term and an L1 norm of connection parameters. The addition of the norm term is effective to reduce learning error by parameters sparsification (dimension reduction of the parameters space). In the ALG/L, the first and the second terms $F_1$ and $F_2$ correspond to the error term and the L1 norm term, respectively. Selection of the weight parameter $\lambda_1$ is important and we try various values of it. In the regularization algorithms, the cost function is usually minimized by a gradient method. The ALG/L uses a population of $M_2$ individuals and tries to minimize $G(W|\lambda)$ by mutation as the following.

**Step 1** (Initialization):
Generate initial population as is the ALG/M.

**Step 2** (Update): For $k = 1, \ldots, M_2$, do.

- Reproduce offspring by using a mutation operator.
- Each offspring is evaluated by $G(W|\lambda)$. $M_2$ offspring are selected by the elitism and are preserved in the next generation.

**Step 3** (Termination):
Let $g \leftarrow g + 1$, go to Step 2, and repeat until the maximum generation $g_{max}$. 

Fig. 4. Mutation (left) and EP update (right).
Experiment 2: We have applied the ALG/L to the TBPO1 where the algorithm parameters are
\[ \lambda_1 = \lambda_2 = 0.5, \ M_2 = 200, \ g_{\max} = 30. \]  \hspace{1cm} (18)
The ALG/L finds one optimal solution by \( g = g_{\max} \). An evolution process is shown in Fig. 5. As \( g \) increases, the best value of the cost function \( G \) decreases with plateau-like shape.

C. Comparison of the two algorithms

In the ALG/M, the best value of the adaptability functions \( F \equiv \min_k F^k \) decreases almost monotone. For \( g \geq 5 \), \( F \) of ALG/M becomes lower than \( G \) of ALG/L. These results suggest that the ALG/M outperforms the ALG/L. The reasons may include effective selection ability of MOEA/D and flexible search process. In the ALG/M, individuals can move wide range in the objective space. Each individual can make various offspring by cross-interaction of neighbor sets \( B(k) \). On the other hand, in ALG/L, territory of each individual is restricted by the weighted sum \( \lambda_1 F_1 + \lambda_2 F_2 \) in the objective space.

In order to confirm the algorithm efficiency, we have performed numerical experiments for 10 examples of TBPO with period 6. The 10 TBPOs are generated randomly and the following three algorithms are applied: ALG/M with \( M_1 = 50 \) individuals, ALG/L with \( M_2 = 50 \) individuals, and ALG/L with \( M_2 = 200 \) individuals. At \( g = 1 \), initial individuals are generated from the full binary connection by the correlation-based algorithm as is \( W_B \) in Eq. (6). The maximum generation is \( g_{\max} = 30 \).

The ALG/M is evaluated the best value of the adaptability functions \( F \equiv \min_k F^k \) for \( 1 \leq g \leq g_{\max} \). The average values for 10 trials (10 TBPOs) are shown in Table I. The ALG/L is evaluated the best value of the cost function \( G \) for \( 1 \leq g \leq g_{\max} = 30 \). In each of 10 trials, the best, average, and worst values for all the value of \( \lambda \) are calculated. The average of the best, average, and worst values for 10 trials are shown in Table I. In the Table, we can see that the average solution of ALG/M smaller than the best solution of ALG/L; the ALG/M outperforms the ALG/L. However, these results are given by only 10 simple examples. For accurate evaluation of the ALG/M, more detailed consideration is necessary for various TBPOs.

IV. CONCLUSIONS

Connection sparsity of the DBNN and stability of a TBPO have been considered in this paper. In order to optimize the two-objective problem, a MOEA/D based simple algorithm ALG/M is presented. Performing basic numerical experiments of typical TBPOs, it is confirmed that the ALG/M can find optimal solutions: suitable sparse connection of the DBNN and strong stability of a TBPO can be realized. It is also confirmed that the ALG/M outperforms the Lasso based algorithm ALG/L.

Future problems include numerical experiments of various TBPOs, application to various objectives, analysis of evolution process, and hardware implementation for engineering applications.

### Table I

<table>
<thead>
<tr>
<th>Generation</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALG/M</td>
<td>0.558</td>
<td>0.523</td>
<td>0.450</td>
<td>0.308</td>
<td>0.141</td>
<td>0.125</td>
</tr>
<tr>
<td>ALG/L Best</td>
<td>0.574</td>
<td>0.545</td>
<td>0.500</td>
<td>0.333</td>
<td>0.158</td>
<td>0.129</td>
</tr>
<tr>
<td>( M_2 = ) Avg</td>
<td>0.725</td>
<td>0.647</td>
<td>0.565</td>
<td>0.476</td>
<td>0.394</td>
<td>0.381</td>
</tr>
<tr>
<td>50 Worst</td>
<td>0.833</td>
<td>0.671</td>
<td>0.610</td>
<td>0.610</td>
<td>0.598</td>
<td>0.597</td>
</tr>
<tr>
<td>ALG/L Best</td>
<td>0.562</td>
<td>0.536</td>
<td>0.466</td>
<td>0.332</td>
<td>0.158</td>
<td>0.129</td>
</tr>
<tr>
<td>( M_2 = ) Avg</td>
<td>0.725</td>
<td>0.645</td>
<td>0.565</td>
<td>0.476</td>
<td>0.391</td>
<td>0.379</td>
</tr>
<tr>
<td>200 Worst</td>
<td>0.834</td>
<td>0.710</td>
<td>0.646</td>
<td>0.616</td>
<td>0.601</td>
<td>0.601</td>
</tr>
</tbody>
</table>

### References

Fig. 5. Evolution process of MOEA/D based algorithm (ALG/M, left) and Lasso based algorithm (ALG/L, right). (a)-(c): Snapshots of individuals. Red individuals are optimal solutions at each generation. (d) Evolution of $\min F_k(W|\lambda^k)$ and $G(W|\lambda)$. At $g = g_{\max}$, $F_k(W|\lambda^k) = 0.133$ ($F_1(W) = 22/58$, $F_2(W) = 6/30$) for ALG/M and $G(W|\lambda) = 0.450$ ($F_1(W) = 29/58$, $F_2(W) = 12/30$) for ALG/L.