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Abstract—Aspect-based sentiment analysis(ABSA) is a task
to identify the sentiment polarity of the given aspect. Usually,
attention mechanisms, Convolution Neural Networks(CNN) and
Recurrent Neural Network(RNN) are applied to this field. These
models can learn the semantic information of sentences but ignore
the syntactic information. Dependency tree can help improve this.
But in the previous model, it is not treated seriously. In this
paper, we propose a model named Dependency Guided Graph
Convolutional Network(DGGCN) to tackle the shortcomings of
previous models. The model uses different types of dependency
information to guide the operation of graph convolutional net-
work and employ a filter layer to enhance the important parts
while filtering out the irrelevant parts of the sentence. Exper-
iments on four benchmark datasets demonstrate our model’s
effectiveness, which significantly outperforms previous state-of-
the-art baselines.

Index Terms—Aspect-based sentiment analysis, GCN, depen-
dency tree, attention

I. INTRODUCTION

Aspect-based (or aspect-level) sentiment analysis is a re-
fined sentiment classification task aiming at identifying the
sentiment polarity (e.g., positive, negative, neutral) of the given
aspect words. It is an important subtask in natural language
processing and has attracted much attention. As shown in
Table I, there is an example of aspected-based sentiment
analysis. Aspect-based sentiment analysis is a challenging task
because modeling semantic relatedness between the aspect
and its relevant contexts is difficult [1]. Therefore, how to
capture the relevant syntactical constraints and long-range
word dependencies should be taken into consideration.

The initial approach was to manually refine the features [2].
But the manual method is not only slow but also poor in per-
formance. Then the neural network methods are widely used
because of its efficiency. Recurrent Neural Networks(RNN) is
the most commonly-used technique for this task (see [3], [4],
[5], [6] for details). But these models have the weakness of
pooling functions [1]. To solve this problem, Zhang et al. [4]
proposed a sentence level neural model using two gated neural
networks. And Wang et al. [7] adopted attention mechanism,
which is first proposed in machine translation [8]. Tang et
al. [9] adopted memory network into attention mechanism to
explicitly capture the importance of each context word when

TABLE I: An example of a aspect-based sentiment analysis.
There is a sentence “Not only was the food outstanding, but
the little ‘perks’ were great.” There are two aspects food and
perks, whose sentiment polarities are both positive.

sentence Not only was the food outstanding, but the little ‘perks’ were great.
Aspect food perks
Sentiment polarity positive positive

inferring the sentiment polarity of the given aspect. These
attention-based neural network methods regard the aspect as
a query of the calculation, so they can learn the association
between aspect and contexts directly. However, the above
attention models simply use a single vector to represent the
aspect. These models fail to make further improvements on
the performance of aspect sentiment classification because the
poor capacity of a single vector. Based on this and in order to
solve the problem of neglecting the contexts of aspects and the
distance feature between context words and the given aspect
in the same time, dependency tree is employed ( [10], [11],
[12]). Dependency tree is mainly used to model the syntactic
relations between the aspect and its context words. In this
way, the model can take into consideration the grammatical
dependency structure of the entire sentence. Zhang et al. [11]
employ a convolutional opertion on this type of dependency
tree for aspect-based sentiment analysis. The model maps
the dependency tree naively to a adjacency matrix and runs
graph convolutional network on it to obtain the contextual
representation of the sentence.

However, the above models have some drawbacks more or
less. First, most of these models for aspect-based sentiment
analysis employ attention mechanism to get a vector of a sen-
tence by summing the weighted word embeddings. Although
this can capture the semantic information conveniently and has
been verified its effectiveness in many previous works, they
may lose some important relevant information because of the
capability of a single vector and capture some noise irrelevant
to the given aspect. They can not attend to the important words
and filter out the irrelevant parts of the sentence effectively.
Second, their utilization of the dependency tree is too naive
and simple. They just map the dependency tree to an adjacency
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Fig. 1: An overview of our proposed model.

matrix. The item of the adjacency matrix is set to 1 if
the corresponding two nodes are adjacent in the dependency
tree, otherwise the item is set to 0. In this way, they can
not distinguish between two different dependency relations.
These models treat these different types of relations the same.
Consequently, it limits a further improvement of the results.

In this paper, we propose a novel model named Dependency
Guided Graph Convolutional Network(DGGCN) to tackle the
shortcomings of previous models. Experiments on three bench-
marking datasets show that DGGCN effectively addresses both
limitations of the current aspect-based sentiment classification
models, and outperforms a range of state-of-the-art models.

First, we propose the dependency embedding to construct a
dynamic dependency tree. The dynamic dependency tree can
model the different syntactic dependency relations between
two words, which can help the aspect words consider the
relevant context words more. And the embedding mechanism
maps different dependency relations to different vectors, which
can help distinguish different types of dependency relations
and more consideration is given to the important dependency
relations during the process of Convolution operations.

In our proposed model DGGCN, whose overview structure
is shown in Figure 1, a Bidirectional LSTM is used to capture
the contextual representation of the whole sentence. Then,
a dynamic dependency tree is constructed by our proposed
dependency embedding. This dynamic dependency tree guides
the convolutional operations. To get refined text representation,
we run graph convolutional network over this dynamic depen-

dency tree, after which we obtain the aspect representation by
a mask layer. Next, we run our proposed filter layer on the
original text representation to filter out the irrelevant words
and take more consideration into the important words. We
make a dot production between the aspect representation and
enhanced text representation to get a similarity score. We use
this score to weight the representation of the text and then
sum it. Finally, we feed it to a full connection layer to get the
prediction results.

Our contributions are as follows:
• We propose to make deep use of dependency tree, i.e.,

different types of dependency relations, instead of ex-
ploiting it in a naive way.

• We first employ dependency embedding to construct dy-
namic dependency tree for aspect-based sentiment anal-
ysis, which can identify different types of relations be-
tween two words so that further improve the performance.

• We propose a filter layer to help the model attend relevant
words and introduce less noise of the irrelevant words.

• Extensive experiment results verify that the effectiveness
of our model in exploiting different types of dependency
relations and demonstrate the importance of filtering out
the irrelevant parts of the sentences.

II. RELATED WORK

Aspect-based sentiment analysis (ABSA) can be consid-
ered as a fine-grained sentiment analysis task that aims at
identifying the sentiment polarity of a sentence expressed



Fig. 2: An example of GCN.

towards a specific aspect [13]. The traditional methods for
aspect-based sentiment analysis mostly rely on rich manual
features and syntactic dependencies ( [14], [15], [16]), which
are labor-intensive and can’t model the relatedness between
the aspect and context words. Jiang et. al [2] first emphasize
the importance of targets according to their manual evaluation
results that 40% of sentiment classification errors are caused
by not considering aspects. Since then, research on ABSA has
focused on how to take the aspect information into account
better, some related works are described below.

A. Neural Network for Aspect-based Sentiment Analysis

In recent years, aspect-based sentiment analysis has at-
tracted more and more attention with the development of deep
learning and has achieved some significant results. Aspect-
based sentiment analysis is more difficult than traditional
sentiment classification because it needs to model the semantic
relatedness of the given aspect with its surrounding context
words.

Dong et al. [3] proposed an Adaptive Recursive Neural
Network(AdaRNN) for target-dependent twitter classification.
The model uses context and syntactic structure to calculate
the sentiments of the given aspect words. Tang et al. [5]
proposed a model based on LSTM because of its capability
of capturing semantic relations between the aspect and its
context words. Zhang et al. [4] proposed a sentence level
neural model using two gated neural networks. Wang et al.
[7] proposed an attention-based LSTM method with target
embedding which enforces the model to attend to the important
part of a sentecne. Tay et al. [17] designed a Dyadic Memory
Network (DyMemNN) that models dyadic interations between
aspect and context.

B. Graph Convolutional Networks

In recent years, Graph Convolution Networks (see [18],
[19], [20], [21] for details, an example shown in Figure 2)
have attracted more and more attention in the field of artificial
intelligence and have made some contributions in the field
of natural language processing (such as [22]). Marcheggiani
and Titov [23] claimed that GCN could be considered as a
complement to LSTM, and proposed a GCN-based model for

semantic role labeling. Guo et al. [24] proposed to adopt multi-
head mechanism [25] into Graph Convolution Networks to
automatically learns how to selectively attend to the relevant
sub-structures useful for the relation extraction task. Ding et
al. [26] use graph convolutional network to handle millions
of documents for multi-hop reasoning questions in the Hot-
potQA fullwiki dataset, which is a dataset of machine reading
comprehension. In this paper, we first propose the dependency
embedding to construct the dynamic dependency tree. We
employ graph convolutional network to capture their hidden
relations on our proposed dynamic weight dependency tree.

III. PROPOSED MODEL

Figure 1 gives an overview of DGGCN. We will introduce
our proposed methods in details in this section.

A. Embedding Layer

Given a n-word sentence {w1, ..., wa+1, ..., wa+m, ..., wn},
the aspect words’ span is from a+1 to a+m. The Embedding
Layer embeds each token into a low-dimensional real-valued
vector space [27] with embedding matrix E ∈ R|V |×de , where
|V | is the size of vocabulary and de is the dimension of the
word embeddings. In this way, we can get the inputs of the
following layers X = {x1, x2..., xn} ∈ Rn×de .

B. Encoding Layer

However, only using vanilla word embedding can not
catch contextual information. Here, we employ the Bidi-
rectional LSTM (see [28] for details) to process the in-
put (i.e., X) to obtain the hidden contextual representation
H = {h0, h1, ..., ha+1, ..., ha+m, ..., hn} ∈ Rn×2dh , where
hi = [

−→
hi ,
←−
hi ] represents the hidden state of the bidirectional

LSTM at the i-th time step. Formally,
−→
hi ,
←−
hi are calculated as

follows:
−→
hi =

−−−−→
LSTM(xi,

−−→
hi−1) (1)

←−
hi =

←−−−−
LSTM(xi,

←−−
hi+1) (2)

C. Dynamic Dependency Tree

Attention-based models can impose some syntactical con-
straints on attention weights, but the effect of syntactical
structure was not fully exploited. The common dependency
tree can exploit more but not enough. In order to solve the
previous models’ problem that the previous dependency tree
can not distinguish between different types of relations, we
adopt a dynamic dependency tree into our model and it will
guide the graph convolutional operation. In this part, we will
introduce how to construct relation-specific adjacent matrix
and how to obtain dynamic dependency tree through the
dependency embedding and relation-specific adjacency matrix.

1) Construct Dependency Tree: The dependency tree is
used to express the dependency relations between words in a
sentence. Specifically, it analyzes and identifies the grammat-
ical components such as subject, predicate, object, attribute,
adverbial and complement in a sentence, each node of which
is a word.



TABLE II: Model comparison results

TWITTER REST14 REST15 REST16

Model Acc. F1 Acc. F1 Acc. F1 Acc. F1

SVM 63.40 63.30 80.16 N/A N/A N/A N/A N/A
LSTM 69.56 67.70 78.13 67.47 77.37 55.17 86.80 63.88
ASGCN 72.15 70.40 80.77 72.02 79.89 61.89 88.99 67.48
MemNet 71.48 69.90 79.61 69.64 77.31 58.28 85.44 65.99
IAN 72.50 70.81 79.26 70.09 78.54 52.65 84.74 55.21
AOA 72.30 70.20 79.97 70.42 78.17 57.02 87.50 66.21
DGGCN(our proposed model) 74.27 72.79 81.99 74.11 80.20 63.95 87.88 70.32

A adjacency matrix of the dependency tree A ∈ Rn×n is
obtained by spacy toolkit, where n is the length of the sentence.
If Aij = 0, it means there is no dependency between them.
Otherwise, we map each type of dependency to a specific
integer, e.g., nsubj to 1 and conj to 2.

2) Dependency Embedding Layer: In previous works, they
treat different types of dependency relations between two
words the same. Intuitively, different types of children of a
node in a dependency tree play different roles, e.g., nsubj is
different from conj.

Here we first propose Dependency Embedding in this
field as far as we know. We build an embedding matrix
Edep ∈ Rk×ddep , where k is the number of different types
of dependency relations and ddep means the dimension of
the Dependency Embedding. Following the novel dependency
embedding layer, we add a full connection layer. Then we
obtain a new adjacency matrix A′ ∈ Rn×n

D. Graph Convolution Layer

To model the dependency relations of each part of the
sentence with the new adjacency matrix A′, we employ
Graph Convolution Network(GCN) [22]. Formally, consider
an undirected graph G = (V,E), where V and E are set
of nodes and edges respectively. The goal of GCN is to
learn a function f(·, ·) over the graph G, which takes feature
descriptions Hk ∈ Rn×d and corresponding adjacency matrix
A′ ∈ Rn×n as inputs, and outputs the updated node features
Hk+1 ∈ Rn×d. Each GCN layer can be computed as equation
3, especially H0 = H.

Hk+1 = f(Hk,A′) (3)

In our proposed method, the function f(·, ·) consist of ReLU
[29] and matrix multiplication as equation 4, where W k ∈
Rd×d denotes learnable weight matrix of the k-th GCN layer
and ReLu(·) is a rectifier linear unit activation function.

Hk+1 = ReLU(A′HkW k) (4)

E. Filter Layer&Re-allocate weight

Intuitively, not each part has the same effect on the judgment
of sentiment polarity. The more relevant this part is, the more
helpful it is to identify the sentiment polarity of the aspect.

So we decide to introduce a weight matrix W ∈ Rn, whose
item is from 0 to 1, to measure the impact of each word in a
sentence of length n. We construct it as follows:

H ′ = [H,Ha, P ] (5)
Ĥ ′ = Wttanh(WH′H ′ + bH′) (6)
W = σ(Ĥ ′) (7)

where Ha is the aspect embedding obtained by averaging
the hidden states of the bidirectional LSTM running on
the aspect word embedding {ha+1, ha+2, ..., ha+m}, WH′ ∈
Rdhid×(2dh+dha+dp), Wt ∈ R1×dhid , and bH′ ∈ Rdhid are
learnable weight matrix, dhid is a hyper-parameter, P ∈ Rn

is the position embedding computed as equation 8.

Pi =

{
0, a+ 1 ≤ i ≤ a+m

min(|i− (a+ 1)|, |i− (a+m)|), Otherwise
(8)

Then, the re-weighted word embedding is calculated as equa-
tion 9, where the � operation means elementwise multiplica-
tion, Wf ∈ R2dh×(2dh+dha+dp) is a learnable weight matrix.

Hfilter =Wf (W �H ′) (9)

What is more, we add residual connection to further improve
the performance as follows, where λ is a hyperparameter:

Hfinal = λHfilter + (1− λ)H (10)

F. Attention Layer

Based on previous layers, a refined text representation
through l layers of GCN H l and a reweighted text represen-
tation obtained by filter layer Hfinal are produced. Here, we



TABLE III: DGGCN ablation experiments’ results

TWITTER REST14 REST15 REST16

Model Acc. F1 Acc. F1 Acc. F1 Acc. F1

DGGCN 74.27 72.79 81.99 74.11 80.31 63.95 88.25 70.32
DGGCN w/o Filter Layer 72.97 70.89 81.88 73.66 79.80 61.59 88.09 68.40
DGGCN w/o Dependency Embedding 72.11 70.47 81.90 73.71 80.20 61.91 87.82 69.66
DGGCN w/o both 72.10 70.22 81.39 72.95 79.70 61.33 87.25 66.79

adopt attention mechanism to summarize all relevant parts in
the sentence given the aspect as follows:

maski =

{
1, a+ 1 ≤ i ≤ a+m

0, Otherwise
(11)

Ĥ l = mask �H l (12)

S = Ĥ lHT
final (13)

α = Softmax(S) (14)

Softmax(S) =
eSi∑n
i=1 e

Si
(15)

Hresult =

n∑
i=1

αiHfinali (16)

First we need to get the mask ∈ Rn, where maski = 0 if
the i-th word is not one of the aspect words and maski = 1
if the i-th word is one of the aspect words. Then we can
get the aspect representation Ĥl by elementwise multiplication
between mask and Hl. After we get Ĥl, we can calculate the
similarity score between Ĥl and Hfinal by dot production.
Then we use the softmax of similarity score as the weights to
sum Hfinal to get Hresult, which used to calculate the final
outputs.

G. Loss and Training

Having obtained the sentence’s final state Hresult ∈ R2dh ,
it needs to be fed into a fully-connected layer to yield a
probability distribution P ∈ Rdpolarity over polarity decision
space as follows:

P =WresultHresult (17)

where Wresults ∈ Rdpolarity×2dh is a learnable matrix.
The model is trained by minimizeing the cross entropy using

back propagation algorithm, the loss function is defined as
follows:

Loss = −
dpolarity∑

i=1

yilogPi (18)

where dpolarity is the number of the sentiment polarity, y ∈
Rdpolarity is a one-hot vector of the ground truth.

IV. EXPERIMENT

A. Datasets and Evaluation metrics

Our experiments are conducted on four datasets: one
(TWITTER) is originally built by Dong et al [3] contain-
ing twitter posts, while the other three (REST14, REST15,
REST16) are respectively from SemEval 2014 task 4 [13],
SemEval 2015 [30] task 12 and SemEval 2016 task 5 [31].

Following the previous work (see [11], [32] for details),
we choose macro-F1 score to evaluate the performance of
our model. The accurate score is also reported to assist the
analysis.

B. Experiment setting

For all our experiments, we use 300-dimensional pre-trained
GloVe vectors [33] to initialize word embeddings, and the
out-of-vocabulary (OOV) words are replaced with UNK to-
ken initialized with uniform distribution U(−0.1, 0.1). The
dimensionality of the LSTM’s hidden state vector is set to
300. The dimensionality of the hidden state of the Filter layer
is also set to 300. We use the Adam [34] optimization method
to minimize the cross-entropy loss over the training data.
For the hyper-parameters of the Adam optimizer, we set the
batch size to 64, the learning rate α = 0.001, momentum
parametersβ1 = 0.9, β2 = 0.999 and ε = 10−8. The
dimensionality of dynamic dependency embedding is set to
1. What is more,the number of GCN layers is set to 2 and the
number of filter layers is set to 1.

Following the previous work such as [11], the experimental
results are obtained by averaging 3 runs with the random
initialization, where Accuracy and Macro-Averaged F1 are
adopted as the evaluation metrics.

C. Models for comparison

In order to comprehensively evaluate our model, namely,
DGGCN, we compare it with a range of baselines and state-
of-the-art models, as listed below:
• SVM [35] is the model which has won SemEval 2014

task 4 with conventional feature extraction methods.
• LSTM [5] uses the last hidden state vector of LSTM to

predict sentiment polarity.
• ASGCN [11] is the model using dependency tree too, but

its usage is naive compared to ours and it can not filter
out the irrelevant parts of the sentecne.



Fig. 3: A case of the attention scores of four models.

• MemNet [9] considers contexts as external memories and
benefits from a multi-hop architecture.

• IAN [32] interactively models the relationships between
aspects and their contexts.

• AOA [36] borrows the idea of attention-over-attention
from the field of machine translation.

D. Results

As shown in Table II, our proposed model DGGCN consis-
tently outperforms all compared models on all datasets. The re-
sults demonstrate the effectiveness of DGGCN and drawbacks
of previous models. Formally, it makes an improvement of
2.4% accuracy rate and 2.79% on TWITTER dataset compared
with IAN [32], which performs best at this dataset among the
previous models. For the other dataset, ASGCN [11] performs
best among the previous models. And our model DGGCN
yields a significant performance gain compared with it, i.e.,
about an improvement of 2.3% of macro-F1 on these datasets
compared with ASGCN [11].

E. Ablation study

In order to verify the contribution of the most innovative
components of our model ,i.e., dependency embedding and
filter layer, we design three simplified model to conduct the
ablation study:
• DGGCN w/o Dependency Embedding removes the de-

pendency embedding,instead we just use the naive adja-
cency matrix of the dependency tree as previous works
[11].

• DGGCN w/o Filter Layer removes the Filter layer mod-
ule, which can not filter out the irrelevant words given
aspect words.

• DGGCN w/o both removes both dependency embedding
and filter layer.

As we can see from Table III, both the dependency embedding
and filter layer make a great contribution to the final perfor-
mance. The complete model has a significant lead in macro-F1
scores on each data set.

DGGCN w/o Dependency Embedding suffers a reduction of
2.32% macro-F1 at most. This is because a naive adjacency
matrix cannot tell the difference between different dependency
relations. The complete model automatically learn the differ-
ence between different dependency relations in the process
of training so that makes a further improvement. DGGCN
w/o Filter Layer suffers a reduction of 1.92% macro-F1 at
most. This is because the irrelevant parts of a sentence have
negative effects on the results. The complete model makes an
improvement by reducing the weights of useless words and
take more consideration into the important words.

F. Case Study

To further understand our model, we will show case study
of some examples in the test set to verify its performance. We
visualize the attention scores of the layer before the prediction
layer. Three ablation models, i.e., DGGCN without filter
layer, DGGCN without dependency embedding, and DGGCN
without both, are compared with the complete DGGCN model,
whose results are shown in Figure 3.

In the example shown in Figure 3, there is a sentence “the
place is absolutely adorable and the food is delicious.”. There
are two aspects “place” and “food”, and the attention scores
of each word over the “place” have been visualized. The
most important parts for determining the sentiment polarity
of the given aspect is recognizing the corresponding adjective
in the sentence, i.e., “adorable” instead of “delicious”. When
considering the aspect “food”, the DGGCN puts most attention
on “adorable” and puts least attention on “delicious”. The
other models don’t recognize this situation and have a worse
performance. The attention may attend to some wrong aspect’s
context words when there are more than one aspect in one
sentence. The dynamic embedding and filter layer in DGGCN
can help release the problem.

G. Investigation on the Dependency Embedding

To Investigate the effectiveness of our proposed Dependency
Embedding, which helps to construct the dynamic depen-
dency tree, we project the dependency embedding into one-
dimension vector space and do a softmax calculation on it.
Then we visualize the final result as shown in Figure 4.

In the section one, i.e., Introduction, we have an example
“Not only was the food outstanding,but the little ‘perks’ were
great”. ‘outstanding’, which is the adjectival modifier(amod),
is much more important than ‘the’, which is a determiner(det),
when determining the sentiment polarity of the given aspect
‘food’. This situation can be shown in Figure 4. The brighter
the color, the greater the effect of this dependency relation.
This result is corresponding to our knowledge.

V. CONCLUTION

In this paper, we propose a novel model named Dependency
Guided Graph Convolutional Network (DGGCN) for aspect-
based sentiment analysis and have verified its effectiveness.
We first propose a novel dependency embedding and filter
layer in this field to tackle with the drawbacks of previous



Fig. 4: Visualization of the dynamic embedding(projection)

models. The dependency embedding can help to construct a
dynamic dependency tree, which is used to refine the text
representation and it can make full use of different types of
dependency relations. The filter layer is used to filter out the ir-
relevant parts of a sentence and attend to the important words.
Extensive experiments on four datasets have demonstrated our
proposed model’s effectiveness.

This study may be further improved by making deeper use
of different types of dependency relations. What is more,
previos models seldom consider the relations between two
aspects in one sentence and this is worthy to conduct more
study.
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