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Abstract—Solar radiation significantly affected the cooling
requirements of air-conditioned buildings during the summer
period, attention is also paid to it in order to optimize the
management of indoor lighting as it is a natural lighting source.
However, the solar radiation is measured by a few weather
stations in a few locations. The aim of this paper is to reconstruct
the hourly solar global radiation trend on a year in some cities of
the Northern and Southern Italy, starting from typical recorded
meteorological data: temperature, relative humidity, wind speed
and direction, etc. For this task a supervised machine learning
algorithm has been used to build a model. The reached results
show that the solar radiation hourly values can be extrapolated
from other weather data in a reliable way, in fact an f-measure
ranging from 0.950 an 1 is obtained for the several Italian cities
involved in the experiment.

I. INTRODUCTION AND RELATED WORK

Solar global radiation on a horizontal plane at the Earth
surface on one hand depends on deterministic variables like:
latitude of the place, the hour of the day, the day of the
year, while, on the other hand it is significantly affected by
stochastic parameters like the atmospheric conditions (cloudi-
ness conditions). The measurement of the solar radiation all
over the world is not so diffuse as other climatic quantities
are. Weather stations often do not provide the measurement
of solar radiation. Statistically in the world only one station
every 500 stations records solar radiation [32].

As reported by the World Meteorological Organization in
[1], solar radiation measurement is mandatory only in weather
stations used for climate applications, it is not required for
basic on land and marine meteorological observations, or for
aeronautical meteorology. Therefore, data from aeronautics,
can be uncomplete. The climatic stations installed in the cities
have the aim to monitor the urban microclimate and usually
do not provide the radiation data because they are located
within an urbanized space and suffer from the shading of the
buildings. A further issue that can take place concerns the
recorded data, in some cases even where all data are measured,
only maximum, minimum and average values of each day
are then archived. Finally, the sensors for solar radiation are
more expensive than the other and so are not provided if not
necessary.

This determines that there are not many data to analyze
and use in research activities. Solar radiation is the primary
driver for the life on the Earth, it is at the base of many
chemical, physical and biological processes. It plays a big
role in the energy balance of the building. As concern this
last aspect it can be very useful to know the solar radiation
values because it could constitute the most significant energy
contribution in the energy balance of a building during the
summer period. Solar radiation knowledge is also important
in the natural/artificial lighting management or in the air-
conditioning plants design, sizing and operation especially if
they are solar-activated. The energy audits of the buildings
provide for an evaluation phase of the building-plant system
improvement interventions. These assessments are carried out
through simulation models. To demonstrate their reliability,
it is necessary to validate and calibrate the models with
respect to the measured environmental conditions and the
energy demands that are, for example, obtained from the bills.
The ISO 52016 of 2017 is the reference standard for the
assessment of Energy performance of buildings, heating and
cooling needs, internal temperatures and sensible and latent
heat loads. It suggests an hourly method as the most detailed
calculation solution. As mentioned before, the contribution
of solar radiation is very important in the energy balance
of a building and since bills refer to previous years and
the detailed methodology considers hourly simulation, the
importance of reconstructing hourly solar radiation for those
places where it is not measured or not archived, appears
evident. Many studies are focused on the solar radiation trend
reconstruction, those estimations are performed on different
time scales depending on their application: conventionally in
meteorology the analyses are on annual base because they are
used for the evaluation of climate change. On the contrary, a
detailed approach (i.e., with a lower time resolution) is applied
in the forecast activity, especially if it is for the estimation
of the power production by renewable energy based plant
connected to an electric grid. In [35] a sub-hourly time-step
and a statistical approach are adopted in the solar radiation
determination. Authors obtain a Root Mean Square Error
(RMSE) value achievable are 23.4% and 7.2% on average.
The models used to replicate the solar energy arriving on
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the Earth can be classified as linear or non-linear, they are
based on Angström-Prescott model [29] or on its modified
versions. The time scale at which they have been applied was
the day, the month and the year. More recent solutions, instead,
consider artificial neural networks and fuzzy logic techniques
[17], with an RMSE ranging from 2.01% to 9.32%. Chiteka
and Enweremadu [9] designed a Neural Network to predict
the global solar radiation in Zimbabwe. The geographical data
of latitude and longitude and meteorological data of humidity
pressure, clearness index and average temperature were used as
inputs variables of the model. They exploit a network with 10
neurons with a tansig transfer function. The network achieved
a determination coefficient equal to 99.89%. Researchers in
[18] propose two networks to predict the solar irradiance by
reporting a correlation coefficient more than 0.95 with regard
to the testing data-set. As demonstrated by current literature
[11], machine learning models outcome empirical models for
predicting daily global solar radiation from sunshine duration.

The main difference with respect to these papers is repre-
sented by the reconstruction of the solar radiation at hourly
rate with respect to a long period, a year. Using data-sets of
two parts of Italy, i.e., from the Lombardia (in the North of
Italy) and the Puglia region (in the South of Italy), a supervised
machine learning model has been trained and then evaluated on
several Italian cities. The final aim is to demonstrate the model
ability to generalise different Italian cities from a climatic
point of view. Unfortunately, other data, for instance related
to more places and with a detailed time resolution, are not
available but in future works the method will be extended.
Despite being a preliminary work, this paper shows some
novelty notes with respect to other works found in current
literature: on one hand the reconstruction presented hereinafter
has a certain degree of generality in terms of time, as it is
performed for a long period (1 year) and with a short time-
step (1 hour), succeeding in the determination of the solar
radiation in all the four seasons of the year and not in one day
or in some days. On the other hand, the proposed model is also
appreciable in geographical terms for its capability to represent
the radiation in cities that have different climatic conditions,
as they are in the norther and southern part of Italy, reaching
in each case very high levels of precision. The current state of
art provides that software used for energy audit and dynamic
simulations typically refer to weather data derived from his-
torical series recorded in the selected location and/or from
interpolations of data measured in more or less close climatic
stations [17]. Typically, for many locations measured data like
temperature, humidity, wind speed and direction are available
but can not be used because information on the radiation is
missing. Therefore, the aim of this paper is to reconstruct
global solar radiation on horizontal surface using standard
weather data in order to make the results of the aforementioned
energy assessments more reliable. Furthermore, the proposed
approach can be integrated in weather station software to
estimate solar radiation also where it is not measured.

The remaining of the paper proceeds as follows: in the
next section the proposed method aimed to reconstruct solar

radiation is presented, in Section III an experiment aimed
to demonstrate the effectiveness of the proposed method is
provided and, finally, in the last section conclusion remarks
and future works are drawn.

II. THE METHOD

In this section we describe the proposed method to re-
construct the average solar radiation values starting from
meteorological data.

To this aim, machine learning is considered. Machine
learning is a type of artificial intelligence aimed to provide
computers with the ability to learn without being explicitly
programmed [28].

Machine learning tasks are typically classified into two
categories, depending on the nature of the learning available
to a learning system:

• Supervised learning: the computer is presented with
example inputs and their desired outputs, given by a
“teacher”, and the goal is to learn a general rule that
maps inputs to outputs. It represents the classification:
the process of building a model of classes from a set of
records that contains class labels;

• Unsupervised learning: no labels are given to the learning
algorithm, leaving it on its own to find structure in
its input. Unsupervised learning can be a goal in itself
(discovering hidden patterns in data) or a means towards
an end (feature learning).

In this paper we experiment the effectiveness of supervised
classification to reconstruct solar radiation value. In fact,
the most used algorithms for the model building tasks are
typically supervised decision tree-based i.e., algorithms using
a decision tree as a model which maps observations about an
item (represented in the branches) to conclusions about the
target (i.e., the label to reconstruct, the average solar radiation
in the following study) of the items value (represented in
the leaves). These algorithms (for instance, LadTree, J48,
RandomTree, RepTree) are the most widespread to solve data
mining problems [28] for instance, from malware detection
[3, 26, 7, 22] to disease classification [24].

In detail the proposed method, coherently with the super-
vised machine learning classification, is mainly composed by
two phases: the training (shown in Figure 1) and the testing
(shown in Figure 2).

Figure 1 depicts the training phase of the proposed method.
The aim of this step is to build a model with the ability to

reconstruct the solar radiation. The inputs of the training step
are the following: a set of Meteorological Data, the relative
average Solar Radiation (in fact, as previously explained, the
supervised machine learning model training task requires the
label to generate the model) and the Time intervals. In detail
the values of the Solar Radiation and the Meteorological
Data are gathered each hour, therefore we consider hourly
measurements.

Table I shows the Meteorological Data we considered.



Fig. 1: The training step.

Feature Description Measure unit
F1 Average hourly temperature ◦C
F2 Maximum hourly temperature ◦C
F3 Average hourly humidity %
F4 Minimum hourly humidity %
F5 Maximum hourly humidity %
F6 Prevailing wind direction ◦

F7 Average wind speed m/s
F8 Maximum wind speed m/s
F9 Average atmospheric pressure hPa
F10 Accumulated precipitation mm
F11 Degree day number of days

TABLE I: The Meteorological Data.

The features from F1 to F10 are practically available
from the weather stations, from amateur weather stations to
professional ones [11].

The F11 feature, the degree day, is a measure of heating or
cooling. This measure is usually considered within an energy
monitoring and targeting scheme to monitor the heating and
cooling costs of climate controlled buildings, while annual
figures can be used for estimating future costs.

The F11 feature is obtained as follows, according to UNI
EN ISO 15927-6: 20081 i.e., the official Italian version of the
European standard EN ISO 15927-62:

F11 =

n∑
e=1

(T0 − Te)

where n represents the number of days of the conventional
heating period, T0 is conventional temperature and Te aver-
age daily outdoor temperature such that Te < T0. For the
definition, it is clear that the values related to F12 feature are

1http://efficienzaenergetica.acs.enea.it/doc/dpr412-93 allA
tabellagradigiorno.pdf

2https://www.degreedays.net/#generate

different for places at different latitude and longitude: we refer
to the official documentation3 to obtain the degree day for the
several localities analysed in the experimental analysis.

As previously explained, the supervised classification task
requires the label to built an efficient model. For this reason
the variable to reconstruct i.e., the average Solar Radiation
(measured in [W/m2]) is considered. We perform a Discreti-
sation on the numeric values of the average Solar Radiation.
In fact, data are usually given in the form of continuous values,
the problem is that their number is huge and model building
for such data can be difficult. Furthermore, many supervised
machine learning algorithms operate only in discrete search
or variable space [28]. For instance, decision trees typically
divide the values of a variable into two parts according to an
appropriate threshold value [27]. The aim of Discretisation
is to reduce the number of values of a continuous variable
assumes by grouping them into a number b of classes. Several
techniques were proposed by research community to discre-
tise continuous variables in discrete ones, in this paper we
resort to the equal-frequency discretization [19]. Basically, this
algorithm determines the minimum and maximum values of
the numeric variable to discretise (in the following study the
average solar radiation), sorts all values in ascending order, and
divides the range into a user-defined number of intervals (we
set b = 10), in such a way that every interval contains the equal
number of sorted values. Table II shows the discretisation
classes gathered by the discretisation technique.

As shown in Table II there are the 10 intervals in which the
average solar radiation can falls, coherently with the number
of bins b = 10 we set.

Once obtained the discretised values, we put together the
discretised solar radiation, the meteorological data with the

3http://efficienzaenergetica.acs.enea.it/doc/dpr412-93 allA
tabellagradigiorno.pdf



Class Solar radiation range
1 (-∞ - 86.9]
2 (86.9 - 173.8]
3 (173.8 - 260.7]
4 (260.7 - 347.6]
5 (347.6 - 434.5]
6 (434.5 - 521.4]
7 (521.4 - 608.3]
8 (608.3 - 695.2]
9 (695.2 - 782.1]

10 (782.1 - ∞)

TABLE II: the Discretisation classes (ranges are expressed in
[W/m2]).

relative hourly time to generate the Feature Vector to train the
model.

The next step is the feature vector Cleaning: it is aimed to
remove all the instances where the Solar Radiation is equal to
0: in fact we are interested to reconstruct the radiation values
different from zero, for this reason we consider not significant
the instances where the solar radiation value is equal to 0 [15].
Moreover, considering that during the night hours the radiation
is always equal to 0, this would lead to an introduction of noise
in the data which would lead to inaccuracies in the model.

After the Cleaning step, the next one is represented by
the Pre-Processing: this step is focused on removing equal
instances in the feature vector. It is advisable to remove
duplicates while segregating samples for training and testing
[33]. We basically remove duplicate instances such that only
one of all the duplicate instances is kept. Two (or more)
instances are considered duplicate if the meteorological data,
the time and the solar radiation exhibit the same values in the
considered instances.

Then, in the Machine Learning step we adopt a supervised
machine learning classification algorithm to generate a Model.
In detail, in this paper we experiment the effectiveness of
solar radiation reconstruction of a decision tree algorithm, the
LadTree [14] one. We exploit this algorithm considering its
ability to generate a multi-class alternating decision tree using
the LogitBoost [16] strategy and its successfully application in
different contexts, from the medical field [24] to the software
security one [6, 5, 10]. In fact, considering that each instance
under analysis must be assigned in one of the b solar radiation
classes, this represents a multi-class classification problem.
In machine learning, multiclass or multinomial classification
is the problem of classifying instances into one of three or
more classes (in our case into one of ten instances). While
some classification algorithms naturally permit the use of more
than two classes, others are by nature binary algorithms; these
can, however, be turned into multinomial classifiers by using
several strategies [28].

Once generated the Model, the testing phase is focused on
the analysis of its accuracy for solar radiation reconstruction.

Figure 2 shows the testing phase related to the proposed
method.

The meteorological data and the time step are the same

we described for the training phase: the only difference is
that in this case the average solar radiation is the variable to
reconstruct. Clearly, also the cleaning and the Pre-Processing
steps are the same we explained in the training phase. In
fact, the feature vector is cleaned by all the instances where
the average solar radiation is equal to 0 and from instance
duplicates.

Thus, the feature vector is an input for the Model that will
reconstruct one of the 10 solar radiation intervals for each
instance under analysis.

III. THE EXPERIMENTAL ANALYSIS

The experimental analysis section describes the experiment
we designed to evaluate the effectiveness of the proposed
method in average solar radiation.

A. The Data-set

Meteorological data belonging to several localities (i.e.,
Milano, Bari, Cremona, Mantova, Brindisi and Benevento)
in Italy were obtained from different sources. The localities
involved are shown in Figure 3.

As shown from Figure 3, localities in different latitude and
longitude are chosen, to demonstrate the effectiveness of the
proposed method to build a classifier able to generalise the
global solar radiation, regardless of the specific locality.

In Table III we report for each considered locality the alti-
tude, the longitude and the degree day (the last one according
with the information provided by the UNI EN ISO 15927-6:
2008 document4.

Locality Latitude Latitude Degree day
Milano 45.46 9.18 2404

Bari 41.12 16.86 1185
Benevento 41.12 14.78 1316
Cremona 45.13 10.02 2389
Mantova 45.15 10.79 2388
Brindisi 40.63 17.94 1083

TABLE III: The degree days for the localities involved in the
experiment (expressed in number of days).

The meteorological data for the cities of Bari and Brindisi
were obtained from “ARPA Puglia” (Agenzia Regionale per
la Prevenzione e la Protezione Ambientale)5, the Regional
Agency for Environmental Protection of Puglia. The data for
the Bari and Brindisi cities are available at the following url:
http://www.arpa.puglia.it/web/guest/serviziometeo.

The data for the Milano, Mantova and Cremona
localities were gathered from the “ARPA Lombardia”
(Agenzia Regionale per la Protezione dell’Ambiente della
Lombardia)6, the Regional Agency for the Environmental
Protection of Lombardia. The data for Milano, Mantova
and Cremona are available at the following url:

4http://efficienzaenergetica.acs.enea.it/doc/dpr412-93 allA
tabellagradigiorno.pdf

5http://www.arpa.puglia.it/web/guest/serviziometeo
6https://www.arpalombardia.it/Pages/ARPA Home Page.aspx



Fig. 2: The testing step.

Fig. 3: Map of Italy with the localities involved in the
experiment.

https://www.arpalombardia.it/siti/arpalombardia/meteo/
richiesta-dati-misurati/Pagine/RichiestaDatiMisurati.aspx by
submitting a web form.

The data for the city of Benevento were gathered from
a weather station provided by the University of Sannio7 in
Benevento.

B. The Classification

The classification analysis consisted of building several
classifiers to evaluate the meteorological data accuracy to dis-
criminate between global solar radiation in different localities.

Figure 4 shows the overall picture of the experiment set-
tings.

As shown in Figure 4, the cities of Milano and Bari are
selected for the model building phase (depicted in Figure
1), while for the testing phase we considered the remaining

7https://www.unisannio.it/

cities (depicted in Figure 2): Cremona, Mantova, Brindisi and
Benevento.

We considered the cities of Milano and Bari for the model
training considering that from a climatic point of view they
can be considered the antipodes [21]. In fact, the Bari climate
is typically Mediterranean, with mild winters and hot, long
and very often humid summers8. As a seaside city Bari,
thanks to the mitigating action of the Adriatic sea from which
it is wet, it has a more typically maritime climate, with
less pronounced seasonal temperature ranges [20]. Differently,
Milano has a continental climate, characterized by hot and
humid summers and harsh ones and in the winter months
moderate precipitation occurs, but also some snowfall 9.

Considering the proximity of Brindisi to Bari, we can state
that from a climatic point of view the two cities are similar,
for the same reason we consider the cities of Cremona and
Mantova close to Milano (as appears in Figure 3).

The rationale behind the adoption of two the cities of Milano
and Bari for the model building is to create a model as general
as possible. In machine learning, generalization usually refers
to the ability of an algorithm to be effective across a range
of inputs: to demonstrate the generalisation of the model we
perform the evaluation on others cities, several really closer
to Milano (i.e., Cremona and Mantova), to Bari (i.e., Brindisi)
and Benevento (similar neither in Milan nor in Bari). In fact
in Benevento there is a warm and temperate climate. There is
more rainfall in the winter than in the summer in Benevento.
The climate of Benevento has more continental stretches than
the maritime one of the areas of Caserta and Napoli. In the
winter semester the temperature is generally lower; the rains
are relatively frequent, as well as fog, frost, and sometimes
frost (with temperatures of some degree below zero).

For training the classifiers, we defined T as a set of labeled
messages (M, l), where each M is the label associated to the
global solar radiation ranges l ∈ { (-∞ - 86.9], (86.9 - 173.8],
(173.8 - 260.7], (260.7 - 347.6], (347.6 - 434.5], (434.5 -
521.4], (521.4 - 608.3], (608.3 - 695.2], (695.2 - 782.1],
(782.1 - ∞)}. For each M we built a feature vector F ∈ Ry ,

8https://www.ilmeteo.it/
9https://www.accuweather.com/it/it/italy-weather



Fig. 4: The experiment settings.

where y is the number of the features used in training phase
(y = 11).

For the learning phase, we use a k-fold cross-validation: the
data-set is randomly partitioned into k subsets. A single subset
is retained as the validation data-set for testing the model,
while the remaining k − 1 subsets of the original data-set are
used as training data. We repeated the process for k = 10
times; each one of the k subsets has been used once as the
validation data-set. To obtain a single estimate, we computed
the average of the k results from the folds.

We evaluated the effectiveness of the classification method
for the cities of Milano and Bari with the following procedure:

1) build a training set T⊂D;
2) build a testing set T ′ = D÷T;
3) run the training phase on T;
4) apply the learned classifier to each element of T ′.

Each classification was performed using 80% of the data-
set as training data-set and 20% as testing data-set employing
the full feature set exploiting the LadTree [28] classification
algorithm.

Moreover, the data related to the cities of Cremona, Man-
tova, Benevento and Brindisi are considered as testing set.

Furthermore, for the cities involved in the experiment i.e.,
Milano, Bari, Benevento, Cremona, Mantova and Brindisi the
values related to the meteorological data and the solar global
radiation were obtained for several years. In fact, data from
the following years were available from the considered data
sources, as shown in Table IV.

In Table IV, the 3symbol indicates a year considered to
train the model, the 3 stands for the a year available in the
data-sets and considered to evaluated the model, while the the
7 symbol denotes the non availability of the year.

We generate, as shown in Figure 4, a model for each month
(we built a total of 12 models).

Thus, considering that we obtained data for several years,
according to the Table IV we obtained several sub Ly

m data-
sets where L ∈ {Milano, Bari, Cremona, Mantova, Benevento,
Brindisi}, m ∈ {January, February, March, April, May, June,
July, August, September, October, November, December} and
y ∈ {2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018}.

According to Table IV, we build a model for each m month:
below we indicate the Ly

m data-sets considered to train each
Mm model where m ∈ {January, February, March, April,
May, June, July, August, September, October, November,
December}.

The twelve Mm models are evaluated with the cross-
validation, while the remaining sub data-sets of Milano and
Bari (i.e., Milano2018m , Bari2015m , Bari2016m , Bari2017m and
Bari2018m ) are considered as testing data-sets for the trained
models. Clearly to evaluate, for instance, Mdecember we con-
sidered sub Ly

december data-sets (i.e., sub data-sets related to
the same month of the trained model).

The following metrics are considered to evaluate the clas-
sification results [28, 27]: Precision, Recall and F-Measure.

Table V shows the average performances we obtained.
As appears in Table V, the precision is ranging from 0,986

for the (173.8 - 260.7] solar radiation class to 1,000 for the
(-∞ - 86.9] class. The lowest recall value reached is 0,905
for (173.8 - 260.7] solar radiation class, while the remaining
classes obtain a recall equal to 1,000.

The experimental results demonstrate the effectiveness of
the proposed that for global solar radiation reconstruction.

IV. CONCLUSION AND FUTURE WORK

Considering the importance of solar radiation measurements
and that only few weather station provides this parameter, in



Locality 2010 2011 2012 2013 2014 2015 2016 2017 2018
Milano 7 7 7 7 7 3 7 3 3

Bari 3 3 3 3 3 3 3 3 3
Benevento 7 7 7 7 7 7 3 3 7
Cremona 7 7 7 7 7 3 3 3 3
Mantova 7 7 7 7 7 3 3 3 3
Brindisi 3 3 3 3 3 3 3 3 3

TABLE IV: The years available for each locality, with details about the years used in the model training and testing.

TABLE V: Performance evaluation.

Precision Recall F-Measure Class
1,000 0,905 0,950 (-∞ - 86.9]
0,980 1,000 0,990 (86.9 - 173.8]
0,988 1,000 0,994 (173.8 - 260.7]
0,986 1,000 0,993 (260.7 - 347.6]
0,990 1,000 0,995 (347.6 - 434.5]
0,988 1,000 0,994 (434.5 - 521.4]
0,990 1,000 0,995 (521.4 - 608.3]
0,991 1,000 0,996 (608.3 - 695.2]
0,994 1,000 0,997 (695.2 - 782.1]
0,999 1,000 1,000 (782.1 - ∞)

this paper a method to reconstruct the solar radiation starting
from a set of variables currently measured also from cheaper
weather station is proposed. Supervised machine learning is
exploited, with the aim to build a model able to reconstruct
the solar radiation for different Italian cities. Experiments on
real data gathered from several reliable sources demonstrated
the effectiveness of the proposed method by reaching an f-
measure ranging from 0.950 to 1. Future research lines will
consider the adoption of deep learning [25, 4, 23, 34] and
formal verification techniques [8, 12, 30, 2, 31, 13] with
the aim to improve the performances on an extended data-
set and to reconstruct the exact values related to global
solar radiation (not the discretisation range). Another research
direction is related to the adoption of unsupervised approaches
i.e., the application of algorithms for generating clusters of
data without the radiation label.
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