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Abstract—We present a method that “meta” classifies whether
segments predicted by a semantic segmentation neural network
intersect with the ground truth. For this purpose, we employ
measures of dispersion for predicted pixel-wise class probability
distributions, like classification entropy, that yield heat maps of
the input scene’s size. We aggregate these dispersion measures
segment-wise and derive metrics that are well correlated with
the segment-wise /oU of prediction and ground truth. This
procedure yields an almost plug and play post-processing tool
to rate the prediction quality of semantic segmentation networks
on segment level. This is especially relevant for monitoring neural
networks in online applications like automated driving or medical
imaging where reliability is of utmost importance. In our tests,
we use publicly available state-of-the-art networks trained on the
Cityscapes dataset and the BraTS2017 dataset and analyze the
predictive power of different metrics as well as different sets of
metrics. To this end, we compute logistic LASSO regression fits
for the task of classifying loU = 0 vs. IoU > 0 per segment and
obtain AUROC values of up to 91.55%. We complement these
tests with linear regression fits to predict the segment-wise JoU
and obtain prediction standard deviations of down to 0.130 as
well as R? values of up to 84.15%. We show that these results
clearly outperform standard approaches.

Index Terms—computer vision, convolutional neural networks,
false positive detection

I. INTRODUCTION

In recent years, deep learning has outperformed other
classes of predictive models in many applications. In some of
these, e.g. autonomous driving or diagnostics in medicine, the
reliability of a prediction is of highest interest. In classification
tasks, thresholding on the highest softmax probability or
thresholding on the entropy of the classification distributions
(softmax output) are commonly used approaches to detect false
predictions of neural networks, see e.g. [1], [2]. Metrics like
classification entropy or the highest softmax probability are
usually combined with model uncertainty (Monte-Carlo (MC)
dropout inference) and sometimes input uncertainty, cf. [3]
and [2], respectively. These approaches have proven to be
practically efficient for detecting uncertainty. Such methods
have also been transferred to semantic segmentation tasks. See
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also [4] for further uncertainty metrics. The work presented in
[5] makes use of MC dropout to model the uncertainty of
segmentation networks and also shows performance improve-
ments in terms of segmentation accuracy. This approach was
applied in other works to model the uncertainty and filter out
predictions with low reliability, cf. e.g. [6], [7]. In [8] this
line of research was further developed to detect spacial and
temporal uncertainty in the semantic segmentation of videos.

In this work we establish an approach for efficiently meta
classifying whether an inferred segment (representing a pre-
dicted object) of a semantic segmentation intersects with
the ground truth or not. This task was first proposed for
classification problems in [!] and transferred to semantic
segmentation [9], [10], however not on segment level but for
estimating the quality of a segmentation for an entire image
that contains only a single object of interest. Segment level
quality control for brain segmentation by means of metrics
computed from MC dropout inferences is introduced in [11]
and another MC dropout based approach for object detection
is presented in [12].

We term the task of classifying whether a predicted segment
intersects with the ground truth or not as meta classification.
This term has been used in the context of classical machine
learning for learning the weights for each member of a
committee of classifiers [13]. In terms of deep learning we use
this term as a shorthand to distinguish between a network’s
own classification and the classification whether a prediction is
“true” or “false”. In contrast to the work cited above, we aim
at judging the statistical reliability of each segment inferred
by the neural network. To the best of our knowledge, this is
the first work that detects false positive segments (objects) in
the semantic segmentation with multiple segments per image.

For meta classification we utilize dispersion measures, like
entropy, applied to the softmax probabilities (the network’s
output) on pixel level yielding dispersion heat maps. We
aggregate these heat maps over predicted segments alongside
with other quantities derived from the network’s prediction like
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Figure 1. A demonstrations of the proposed method’s performance of predict-
ing the segment-wise JoU as a quality measure. The figure consists of ground
truth (bottom left), segmentation predicted by DeepLabv3+ MobilenetV2
(bottom right), true JoU for each predicted segment (top left) and prediction
of the JoU for each predicted segment obtained by our method (top right).
In the top row, green color corresponds to high IoU values and red color
to low ones. For the white regions there is no ground truth available. These
regions are excluded from statistical evaluations.

the segment size and predicted class. From this, we construct
per-segment metrics. A commonly used performance measure
for the quality of a segmentation is the intersection over union
(IoU ak.a. Jaccard index [14]) of prediction and ground
truth. We use the constructed metrics as inputs to logistic
regression models for meta classifying, whether an inferred
segment’s JoU vanishes or not, i.e., predicting JoU = 0 or
IoU > 0. Also, we use linear regression models for predicting
a segment’s JoU directly, thus obtaining statements about the
reliability of the network’s prediction. We term this task meta
regression and also introduce a modified version of the loU
(adjusted IoU) that is more suitable for this task. The same
task is pursued in [9], [10] for images containing only a single
object, instead of metrics they utilize additional CNNs. The
approach presented in [ 1] is inherently based on MC dropout
while our approach is independent of this.

Our method only uses the softmax output of a semantic
segmentation network and the corresponding ground truth.
It is a pure post-processing tool that is trained once and
offline, there is no additional training of segmentation net-
works involved. The segmentation network’s output is not
changed, only assessed. Our approach can be equipped with
any heat map obtained from pixel-wise uncertainty measures.
Thus, any work on uncertainty quantification for semantic
segmentation that yields new improved dispersion heat maps
can be seamlessly integrated and leverages our method. Hence,
we also provide a framework to evaluate the information
contained in pixel-wise uncertainty measures for semantic
segmentation. To the best of our knowledge, this is the first
work that estimates the quality of each predicted segment in
a fully segmented image. A demonstration of its performance
is given in Fig. 1.

The work presented in this publication has initiated further
research on resolution dependent uncertainty [15] as well as
time-dynamic quality estimates [16].

In our tests we use two publicly available datasets:
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Figure 2. Illustration of different behaviors of IoU and IoU ,q4j. Two disjoint
predictions (of the same size and assumed to be assigned to the same class)
are enclosed by their corresponding ground truth component. Each predicted
component achieves an loU of 43%. However, this value seems rather low
as the ground truth is well covered. Thus, we modify the quality measure for
each prediction by excluding that part of the ground truth covered by other
predicted components (of the same class), yielding an ToU ,q; of 76%.

Cityscapes [17] for the semantic segmentation of street scenes
and BraTS2017 [18], [19] for brain tumor segmentation.
For each of the two datasets we employ two state-of-the-art
networks. We perform tests on validation sets and demonstrate
that our segment-wise metrics are well correlated with the
IoU; thus they are suitable for detecting false positives on
segment level. For logistic regression fits we obtain values
of up to 91.55% for the area under curve corresponding to
the receiver operator characteristic curve (AUROC, see [20]).
Predicting the segment-wise [oU via linear regression we
obtain prediction standard deviations of down to 0.130 and
R? values of up to 84.15%.

II. FALSE POSITIVES AND SEGMENT-WISE QUALITY
MEASURES FOR SEMANTIC SEGMENTATION

In order to perform meta classification and regression we
first define the corresponding measures that can be deduced
from prediction and ground truth.

A segmentation network with a softmax output layer can be
seen as a statistical model that provides for each pixel z of
the image a probability distribution f,(y|z,w) on the ¢ class
labels y € C = {y1,...,y,}, given the weights w and the data
z. The predicted class in y is then given by

Y- (2, w) = arg max f,(y|z,w). (1)

yel
For a given image x we denote by K, the set of con-
nected components (segments) in the predicted segmentation
S. = {j.(x,w)|z € x} (omitting the dependence on the
weights w). Analogously we denote by X, the set of connected
components in the ground truth S,. For each k € K., the
intersection over union IoU is defined as follows: Let Ky |
be the set of all k¥’ € K, that have non-trivial intersection with
k and whose class label are equal to the predicted class of k,

then kK|
1 = — K = ", 2
oU(k) = Fo R U * )

k'EIthc

High values of IoU (k) correspond to good predictions, low
values to bad predictions. The task of meta classification can



Figure 3. Segmentation example (top line) and heat map D (bottom line) for
Xception65 (left column) and MobilenetV2 (right column). Original image is
not part of the Cityscapes dataset.

now be defined as predicting for each k£ € K., whether
IoU(k) = 0 or IoU(k) > 0. Meta regression amounts to
predicting JoU (k) quantitatively. For the latter task, however,
in specific scenarios the JoU (k) can have low values while
the prediction looks fine. This is the case, when a ground
truth segment is covered by more than one predicted segment.
In this case the predicted segments can have a low IoU (k)
although together they provide a good prediction. To this end
we introduce as a segment-wise quality measure the adjusted

intersection over union IoU,q;: Let Q = {q € K, \ {k} :
gN K’ # (0}, then
|k N K'|
IoU,qi(k) = —————. 3)
Y0 = RUERN Q)

The IoU »4j(k) does not punish different predicted segments
that share a common bigger ground truth segment, for an
illustration of this see Fig. 2. Clearly, we have IoU .qj(k) =
IoU(k) = 1 if and only if the predicted segment %k and the
ground truth K’ match for each pixel, IoU,q; = IoU =
|k N K’'| = 0 when ground truth and predicted segment do not
overlap, i.e., kNK' = (), and it holds Io Uagj = IoU. Thus, the
meta classification task is invariant under interchanging loU
and IoU ,q;. However, the meta regression task for directly
predicting IoU and IoU ,q;, respectively, is not invariant. In
our experiments we found that the JoU ,q;(k) is indeed more
suitable for the task of meta regression which is manifested by
higher performance in terms of R? values. For this discussion
we refer to Sec. VL.

III. PIXEL-WISE DISPERSION METRICS AND AGGREGATION
OVER SEGMENTS

In this section we introduce the metrics that are used as input
quantities for performing meta classification and regression.
They are based on dispersion measures as well as different
size measures that are aggregated for each predicted segment.

Dispersion or concentration measures quantify the degree
of randomness in f.(y|z,w). Here, we consider two of those
measures: entropy E, (also known as Shannon information

Table 1
CORRELATION COEFFICIENTS p OF AGGREGATED DISPERSION METRICS
WITH RESPECT TO IoU »q;. RESULTS ARE COMPUTED ON THE
CITYSCAPES VALIDATION SET, XC: DEEPLABV3+XCEPTION65 AND MN:
DEEPLABV3+MOBILENETV2.

XC MN XC MN
E -0.70139 | -0.70162 || D -0.85211 | -0.84858
Epq | -0.44065 | -0.41845 || Dpq | -0.60308 | -0.52163
Ein | 071623 | -0.69884 || Dy, | -0.85458 | -0.82171
E 031219 | 036261 || D 0.22797 | 030245
E;n | 039195 | 042806 || Din | 029279 | 035131
s 030442 | 047978 || S 0.50758 | 0.71071
Spq | 044625 | 062713 || S;n | 050758 | 0.71071
Sin | 030201 | 0.47708

[21]) and difference in probability D,, i.e., the difference

between the two largest softmax values:

E.(x,w) = Zfz (ylz, w)log f.(yle,w), @)

1og
D,(z,w)=1-— fz(yz(x,w)|x,w)
yee\ (e () f(yl,w). ©)
For better comparison, both quantities have been written as
dispersion measures and been normalized to the interval [0, 1]:
One has E, = D, = 1 for the equiprobability distribution
f-(ylz,w) = ¢,y € C,and E, = D, = 0 on the deterministic
probability distribution (f,(y|z,w) = 1 for one class and 0
otherwise). For further discussion on dispersion measures, see
[22]. The most direct method of uncertainty quantification on
an image is the heat mapping of a dispersion measure as
in Fig. 3. We now aggregate these measures over predicted
segments. Therefore, for each k € I@w, we define the following
quantities:
o the interior k;,, C k where a pixel z is an element of k;;,
if all eight neighbouring pixels are an element of k

o the boundary kpg = k \ k
« the pixel sizes S = |k|, Sin = |kinl, Sbda = | Kbl
o the mean entropies E, E;,, Eypg defined as

5 X B,

ZEku

te{, in,bd}

o the mean distances D, D;,, Dy, defined in analogy to
the mean entroples

o the relative sizes S = S/Spq, Sin = Sin/Sbd

« the relative mean entropies E = ES Em = Emgm, and

o the relative mean distances D = DS, D;;, = D;, Sin.
Typically, £, and D, are large for z € kpg. This motivates
the separate treatment of interior and boundary measures. With
the exception of JoU and IoU ,qj, all scalar quantities defined
above can be computed without the knowledge of the ground
truth. Our aim is to analyze to which extent they are able to
predict IoU ,g;.

IV. NUMERICAL EXPERIMENTS: STREET SCENES

We investigate the properties of the metrics defined in the
previous section for the example of a semantic segmentation of
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Figure 4. Correlation scatter plots of IoU ,q; and rescaled features for the DeepLabv3+Xception65 network. Dot sizes in the first two rows are proportional

to S.

street scenes. In order to investigate the predictive power of the
metrics, we first compute the Pearson correlation p € [—1, 1]
between each feature and JoU ,q4;. We report the results of this
analysis in Tab. I and Fig. 4.

In our experiments we consider the DeepLabv3+ model [23]
for which we use a reference implementation in Tensorflow
[24] as well as weights pretrained on the Cityscapes dataset
[17] that are available on GitHub. The DeepLabv3+ implemen-
tation and weights are available for two network backbones:
Xception65, which is a modified version of Xception [25] and
is a powerful structure intended for server-side deployment,
and MobilenetV2 [26], a fast structure designed for mobile
devices. Each of these implementations have parameters tuning
the segmentation accuracy. We choose the following best (for
Xception65) and worst (for MobilenetV?2) parameters in order
to perform our analysis on two very distinct networks. Note,
that the parameter set for the Xception65 setting also includes
the evaluation of the input on multiple scales (averaging
the results) which increases the accuracy and also leverages
classification uncertainty. We refer to [23] for a detailed
explanation of the chosen parameters.

For both networks, we consider the output probabilities and
predictions on the Cityscapes validation set, which consists of
500 street scene images at a resolution of 2048 x 1024. We
compute the 15 constructed metrics as well as JoU ,q; for each
segment in the segmentations of the images. Note, that in all
computations, we only consider connected components with
non-empty interior.

o DeepLabv3+Xception65: output stride 8, decoder output
stride 4, evaluation on input scales 0.75,1.00,1.25 —

mloU = 79.72% on the Cityscapes validation set
o DeepLabv3+MobilenetV2: output stride 16, evaluation on

input scale 1.00 — mloU = 61.85% on the Cityscapes
validation set

For both networks IoU ,q; shows a strong correlation with the
mean distances D and D,,, as well as with the mean entropies
E and E;,. On the other hand, the relative counterparts
are less correlated with JoU,.q;. The relative segment size
S for the DeepLabv3+MobilenetV2 network shows a clear
correlation whereas this is not the case for the more powerful
DeepLabv3+Xception65 network.

In order to find more indicative measures, we now in-
vestigate the predictive power of the metrics when they are
combined. For the Xception65 net, we obtain 45,194 segments
with non-empty interior of which 11,331 have IoU,q; = 0.
For the weaker MobilenetV2 this ratio is 42,261/17,671.
We would first like to detect segments with ToU,q; = 0,
i.e., learn the meta classification task of identifying false
positive segments based on our 15 metrics and the segment-
wise averaged probability distribution vectors. We term these
(standardized) inputs x; for a segment k. Further, let y;, =
Ceil(IOUadj) = {0 if IOUadj =0,1if IOUadj > 0}

The least absolute shrinkage and selection operator
(LASSO, [27]) is a popular tool for investigating the predic-
tive power of different combinations of input variables. We
compute a series of LASSO fits, i.e., ¢1-penalized logistic
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Figure 5. Results for the meta classification task loU,q; = 0,> 0 for predictions obtained from the Xception65 net. (Top left): the weights coefficients
for the 15 metrics computed with LASSO fits as function of A~!, C}, denotes the maximum of the absolute values of all weight coefficients for predicted
classes. (Top right): like top left but showing coefficients for the 18 predicted classes. (Bottom left): meta classification rates for loU,q; = 0, > 0. The blue
line are the LASSO fits for different A values, the orange line shows the performance of regular logistic regression fits (A = 0) where the input metrics are
only those that have non-zero coefficients in the LASSO fit for the current A. (Bottom right) same as bottom left, but for AUROC. The vertical dashed lines

indicate the A value for which we obtained the best validation accuracy.

regression fits
min Z[_yi log(r(w"z;))

— (1= 4:)(1 = log(r(w"z:))) + Al|w|] ,

for different regularization parameters A and standardized
inputs (zero mean and unit standard deviation). Here, 7(-) is
the logistic function. Results for the Xception65 net are shown
in Fig. 5.

The top left and top right panels show, in which order the
weight coefficients w for each metric/predicted class become
active. At the same time the bottom left and bottom right
panels show, which weight coefficient causes which amount of
increase in predictive performance in terms of meta classifica-
tion rate and AUROC, respectively. The AUROC is obtained
by varying the decision threshold of the logistic regression
output for deciding whether JoU = 0 or loU > 0.

The first non-zero coefficient activates the D, metric,
which elevates the predictive power above our reference
benchmark of choice, the mean entropy per component F.
Another significant gain is achieved when Dy and the pre-
dicted classes come into play. In the numerical experiments we
randomly choose 10 50/50 training/validation data splits and

(6)

average the results. Additionally, the bottom line of Fig. 5
shows that there is almost no performance loss when only
incorporating some of the metrics proposed by the LASSO
trajectory. For both networks the classification accuracy cor-
responds to a logistic regression trained with unbalanced
meta classes IoU,q; = 0 and IoUa.q; > 0, ie., we did
not adjust the class weights. On average (over the 10 train-
ing/validation splits) 6851 components with vanishing IoU q;
are detected for Xception65 while 4480 remain undetected,
for MobilenetV2 this ratio is 14976/2695. These ratios can
be adjusted by varying the probability thresholds for deciding
between JoU,q4; = 0 and IoU ,q; > 0. For this reason we state
results in terms of AUROC which is threshold independent.

We compare our results with two different baselines. The
naive baseline is given by random guessing (randomly assign-
ing a probability to each segment k and then thresholding on
it). The best meta classification accuracy is achieved for the
threshold being either 0 or 1. For Iy := [{k : JoU,q; = 0}
and I; := |{k : IoU,q; > 0}| the naive baseline accuracy is
then given by %IOHIIJ) The corresponding AUROC value is
50%. Another baseline is to equip our approach only with a
single metric. For this purpose we choose the entropy as it is
commonly used for uncertainty quantification.



Table 11
SUMMARIZED RESULTS FOR THE META CLASSIFICATION AND REGRESSION TASK FOR CITYSCAPES. THE RESULTS ARE AVERAGED OVER 10 RUNS. THE
NUMBERS IN BRACKETS DENOTE STANDARD DEVIATIONS OF THE COMPUTED MEAN VALUES.

Xception65

I MobilenetV2

Cityscapes training [

validation |

training [ validation

Classification loU,q; =0,> 0

ACC, penalized
ACC, unpenalized
ACC, entropy only

81.88%(£0.13%)
81.91%(£0.12%)
76.36%(0.17%)

81.01%(£0.13%)
81.92%(£0.12%)
76.32%(£0.17%)

78.87%(E£0.13%)
78.84%(+0.14%) | 78.93%(+0.18%)
68.33%(+0.27%) | 68.57%(+0.25%)

78.93%(£0.17%)

ACC, naive baseline 74.93%

58.19%

AUROC, penalized
AUROC, unpenalized
AUROC, entropy only

87.71%(£0.14%)
87.72%(+0.14%)
77.81%(40.16%)

87.71%(£0.15%)
87.72%(+0.15%)
77.94%(+0.15%)

86.74%(£0.18%) | 86.77%(E£0.17%)
86.74%(£0.18%) | 86.76%(40.18%)
76.63%(£0.24%) | 76.74%(40.24%)

Regression loU ,q;

o, all metrics

o, entropy only
R2, all metrics
R2, entropy only

0.181(£0.001
0.258(+0.001
75.06%(£0.22%
49.37%(=£0.32%

NONONND

0.182(£0.001)
0.259(40.001)
74.97%(£0.22%) || 81.50%(£0.23%)
49.02% (+0.32%)

0.130(%£0.001)
0.215(+0.001)

0.130(%£0.001)
0.215(+0.001)
81.48%(+0.23%)
49.12%(+0.32%)

49.32%(40.31%)
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Figure 6. Relationship between IoU ,q4; and predicted IoU ,q; for all con-
nected components predicted by Xception65 (left) and MobilenetV2 (right).
Dot sizes are proportional to connected component’s size S.

The meta classification results averaged over 10 runs with
different training/validation splits are reported in Tab. II. We
obtain a meta classification validation accuracy of up to
81.91%(+0.13%) and an AUROC of up to 87.71%(+0.15%)
for Xception65. And also for the weaker MobilenetV2
we obtain 78.93%(+0.17%) classification accuracy and
86.77%(£0.17%) AUROC. The numbers in brackets denote
standard deviations of the performance scores. The classifica-
tion accuracy and AUROC results are slightly biased towards
the validation results as they correspond to the particular A
value that maximizes the validation accuracy. Both baselines
(random guessing and entropy) are clearly outperformed and
indicate that the computed set of dispersion measures contains
rich information for detecting unreliably predicted segments.

Ultimately, we want to perform meta regression, i.e., predict
IoU ,qj values for all connected components and thus model
a quality measure. We now resign from regularization and use
a linear regression model to predict the JToU ,q;. Fig. 6 depicts
the quality of a single linear regression fit for each of the two
segmentation networks.

For Xception65 we obtain an R? value of 74.93%(+£0.22%)
and for MobilenetV2 81.48%(+0.23%). Averaged results over
10 runs including standard deviations ¢ are summarized
in Tab. II. In both cases, our presented approach clearly
outperforms the entropy. The linear regression models do
not overfit the data and note-worthily we obtain prediction

standard deviations of down to 0.130 and almost no standard
deviation for the averages.

V. NUMERICAL EXPERIMENTS: BRAIN TUMOR
SEGMENTATION

The method we propose only uses dispersion heat maps
and softmax probabilities as inputs. Any additional heat map
increases the performance as long as there is no overfitting.
Thus, we expect our approach to generalize across different
datasets even from different domains. To demonstrate this, we
perform additional tests with the brain tumor segmentation
dataset BraTS2017 [18], [19] and two different networks,
i.e., a simple 2D network and a more complex 3D network.
Compared to the segmentation of street scenes, brain tumor
segmentation involves way fewer classes. The background
class is usually dominant. In BraTS2017, roughly 98% of
all pixels are background, the remaining classes comprise
necrotic/non-enhancing tumor, peritumoral edema and enhanc-
ing tumor. For benchmarks of predictive methods, these labels
are combined into three nested classes: whole tumor (WT),
tumor core (TC) and enhancing tumor (ET) (see Fig. 7). The
most commonly used evaluation metric is the so-called Dice-
Coefficient [28] that is defined as

Dice := 2TP/(2TP + FP + FN) 7

where TP, FP and FN denote all true positive, false positive
and false negative pixels, respectively, for a chosen class.

The BraTS data is available as magnetic resonance imaging
(MRI) brain scans from three viewing angles and with four
modalities of higher grade gliomas (HGG) and lower grade
gliomas (LGG). For training and validation, we combine HGG
and LGG images and randomly split the data 80/20. We train
the networks from scratch with the different scan modalities
stacked as the network’s input channels. Once this is done,
we perform tests analogously to the previous section. The
performance of the two networks being used for our validation
split are reported in Tab. III, the results for meta classification
and regression are summarized in Tab. IV.

For the first test we use the network by Kermi et al. [
is based on the U-Net [

1. It
] which is originally well known for
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(a) 2D U-Net by Kermi et al.
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(b) 3D Net by Myronenko et al.

Figure 7. Two demonstrations (left and right four panels, analogously to Fig. 1) of our method’s performance of predicting foU ,q; on BraTS2017. In the
bottom row, the whole tumor (WT) includes all colored segments (union of green, yellow & red), the tumor core (TC) the yellow joined with the red colored
segments and the enhancing tumor (ET) only the yellow colored segments. In the top row, green color corresponds to high IoU ,q; values and red color to
low ones. In both examples, predicted quality and true quality look very similar.

Table III
BRATS2017 PERFORMANCE SCORES ON VALIDATION DATA SPLIT FOR THE TWO NETWORKS USED IN THE NUMERICAL EXPERIMENTS. THE NESTED
CLASSES WHOLE TUMOR (WT), TUMOR CORE (TC) AND ENHANCING TUMOR (ET) ARE EVALUATED WITH THE DICE COEFFICIENT. FOR COMPARISON
PURPOSES, THE MEAN DICE SCORE IS REPORTED AS WELL AS MEAN INTERSECTION OVER UNION FOR NESTED CLASSES AND SINGLE CLASSES
(BACKGROUND, NON-ENHANCING TUMOR, PERITUMORAL EDEMA AND ENHANCING TUMOR).

Metric Dice Coefficient Intersection over Union
WT TC ET mDice mloU nested mloU single
2D U-Net by Kermi et al. 88.09% | 77.38% | 78.89% || 81.45% 68.99% 67.14%
3D Net by Myronenko et al. || 88.83% | 81.07% | 79.63% || 83.18% 71.40% 69.64%
Table IV

SUMMARIZED RESULTS FOR THE META CLASSIFICATION AND REGRESSION TASK FOR BRATS2017. THE RESULTS ARE AVERAGED OVER 10 RUNS. THE
NUMBERS IN BRACKETS DENOTE STANDARD DEVIATIONS OF THE COMPUTED MEAN VALUES.

2D U-Net by Kermi et al.

I 3D Net by Myronenko et al.

BraTS2017 training [

validation i

training [ validation

Classification JoU,q; = 0,> 0

ACC, penalized
ACC, unpenalized
ACC, entropy only

89.30%(£0.18%)
89. 20%&0 19%)
87.96%(=£0.12%)

89.30%(£0.17%)
89.40%(=£0.18%)
87.96%(£0.12%)

88.40%(£0.27%)
88.38%(£0.27%)
86.69%(+0.20%)

88.42%(£0.27%)
88.40%(£0.28%)
86.69%(+0.20%)

ACC, naive baseline

88.30%

86.35%

AUROC, penalized
AUROC, unpenalized
AUROC, entropy only

91.84%(£0.25%)
91.83%(£0.25%)
86.68%(£0.25%)

91.93%(£0.24%)
91.93% (+0.24%)
86.73%(£0.25%)

91.51%(%0.22%)
91.49%(£0.22%)
86.59%(£0.28%)

91.55%(£0.22%)
91.53%(£0.22%)
86.74%(£0.28%)

Regression IoU aqj

o, all metrics

o, entropy only
R2, all metrics
R2, entropy only

0.148(£0.001
0.178(+0.001
84.22%(+£0.21%
77.18%(£0.18%

|

0.149(%0.001)
0.178(40.001)
84.15%(£0.21%) || 79.53%(40.28%
77.30%(£0.17%)

0.171(£0.001

) 0.171(£0.001
0. 198(10 001)

)

)

)
0.197(+0.001)
79.64%(+0.28%)

)

72.63%(%0.27% 72.91%(£0.27%

its performance on biomedical image segmentation. We train
the network on randomly sampled 2D patches from axial (top
view) slices of the brain scans. The results of our prediction
rating methods are computed for 22,242 non-empty segments
of which 2,603 have IoU,q; = 0. Indeed, we obtain higher
accuracy values compared to Cityscapes, however the gain
over the single metric baseline is not as big. This is primarily
due to a strong correlation between E and IoU ,q; (—0.87794).
In this case, the gain over the naive baseline is marginal.
This may be misleading to the disadvantage of our method
as the high naive accuracy is caused by the strong sample

imbalance of the meta classes. The corresponding AUROC
value of 91.93% shows that our method meta classifies with
significantly higher confidence when incorporating all metrics.
Regarding the R? value of our regression model for predicting
IoU .45, we observe an increase from 77.30%(+0.17%) to
84.15%(£0.21%) when incorporating all metrics instead of
only the entropy.

Next, we compare the U-Net’s performance to the state-
of-the-art network by Myronenko et al. [31]. One main dif-
ference is that the latter network considers the MRI scans’
3D contextual information by processing multiple contiguous



Table V

COMPARISON OF REGRESSION RESULTS FOR SEGMENT-WISE FITTING [oU ,4; AND [oU, AVERAGED OVER 10 RUNS. THE NUMBERS IN BRACKETS

DENOTE STANDARD DEVIATIONS OF THE COMPUTED MEAN VALUES.

Xception65

MobilenetV?2

training

validation |

training

validation

Regression loU ,4;

o, all metrics

o, entropy only
R2, all metrics
RZ2, entropy only

0.181(£0.001)
0.258(=£0.001)
75.06%(£0.22%)
49.37%(£0.32%)

0.182(£0.001)
0.259(=£0.001)
74.97%(£0.22%)
49.02%(£0.32%)

0.130(%£0.001)
0.215(+0.001)
81.50%(£0.23%)
49.32%(£0.31%)

0.130(£0.001
0.215(=£0.001
81.48%(£0.23%
49.12%(+0.32%

NONDNN

Regressi

on loU

o, all metrics

o, entropy only
R2, all metrics
R2, entropy only

0.192(£0.001)
0.267(£0.001)
72.90%(£0.21%)
47.43%(£0.28%)

0.192(£0.001)
0.268(=£0.001)
72.77%(£0.21%)
47.07%(£0.28%)

0.135(£0.001)
0.217(+0.001)
79.63%(£0.27%)
47.73%(£0.37%)

0.135(£0.001
0.217(=£0.001
79.58%(£0.27%
47.50% (40.38%

NONDNN

(@

(b)

Figure 8. Illustration of the different behaviors of IoU and IoU ,qj. We have (a): IoU per predicted segment, (b) left: ground truth, right: detail views for
the crucial area of the predicted segmentation (top) and the corresponding ground truth (bottom) and (c): IoU ,q4; per segment. Green stands for high JToU
and IoU ,q; values, red for low ones, respectively. The top right panel in (b) shows that the prediction for the class ‘nature’ is decoupled into two components
by the traffic light’s prediction. The JoU rates this small part on the left from the traffic light very badly even though the prediction is absolutely fine. The

adjusted JoU ,qj circumvents this type of problems.

2D slices at once, i.e., we train the network on randomly
sampled 3D patches. As a consequence, the model is more
complex and the number of trainable parameters is noticeably
increased (10.1M vs. 17.3M). We perform the evaluation in
the same 2D slice-wise manner as for the U-Net. The results
are now computed for 24,397 non-empty segments of which
3331 have IoU ,q; = 0. Again, we observe a strong correlation
between I and IoU ,q4; of —0.84294 which results in a nearly
identical gain in terms of percent points over the single metric
baseline as for the U-Net. Also with respect to the R? value
of our regression model, the gain is again around 7 percent
points, whereas the absolute value with 79.64%(£0.28%) for
all metrics is not as high as for the U-Net.

VI. COMPARISON OF IoU AND IoU .4

Recall from Sec. II, the ToU qj(k) does not punish differ-
ently predicted segments that share a common bigger ground
truth segment, whereas the standard JoU measure does. As
the meta regression task is not invariant under interchanging
IoU and IoU ,q;, we compare performance differences when
using either of these measures. Carrying out the regression
tests from Sec. IV for the IoU ,q; with the IoU as well, we
observe that the regression fit for the loU,q; achieves R?
values that are roughly 2% higher than those for the IoU,
cf. Tab. V. Usually, for performance measures in semantic
segmentation, the loU is computed for a chosen class over
the whole image. This means that each pixel of the union

of prediction and ground truth is only counted once in the
denominator of the image-wise loU. On the other hand, a
ground truth pixel may contribute to segment-wise loUs of
several segments, a practical example is given in Fig. 8. In this
sense, in the context of semantic segmentation, the adjusted
IoU ,q; is in spirit closer to the regular image-wise IoU.

VII. CONCLUSION AND OUTLOOK

We have shown statistically that per-segment metrics de-
rived from entropy, probability difference, segment size and
the predicted class clearly contain information about the
reliability of the segments and constructed an approach for
detecting unreliable segments in the network’s prediction.
In our tests with publicly available networks and datasets,
Cityscapes and BraTS2017, the computed logistic LASSO fits
for meta classification task IoU,q; = 0 vs. IoU,q; > 0
achieve AUROC values of up to 91.55%. When predicting
the JoU,q4; with a linear regression fit we obtain a prediction
standard deviation of down to 0.130, as well as R? values
of up to 84.15%. These results could be further improved
when incorporating model uncertainty in heat map genera-
tion. We believe that using MC dropout will further improve
these results, just like the development of ever more accurate
networks. We plan to use our method for detecting labeling
errors, for label acquisition in active learning and we plan
to investigate further metrics that may leverage detection
accuracy. Apart from that, detection mechanisms built on the



softmax input and even earlier layers could be thought of.
Furthermore, when reducing the number of false negatives for
a chosen class by adjusting softmax thresholds, our method
can be used to keep the production of new false positives under
control. The source code of our method is publicly available
at https://github.com/mrottmann/MetaSeg.
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