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Abstract—Writer verification has drawn significant attention over the past few decades due to its extensive applications in forensics and biometrics. In traditional writer verification, handwriting similarity/dissimilarity analysis is mostly performed by extracting two feature vectors from two respective handwritten samples, followed by comparing them in relation to their similarity. In the state-of-the-art writer verification approaches, a distance metric is usually employed in terms of the similarity between two handwritten samples. If the distance between two handwritten samples is greater than a given threshold, then the samples are assumed to be written by two different writers, otherwise, they are considered to be due to the same writer. In this paper, for the very first time, we propose a model that generates English sentences to explain reasons for writer dissimilarity/similarity. First, our proposed model obtains features from handwritten images by employing a convolutional neural network, verifies the writer using a Siamese architecture, and generates English words using a recurrent neural network. Finally, these two networks are merged using an affine transformation to produce an explanatory sentence in support of writer similarity/dissimilarity. We evaluated our model on a handwritten numeral database of 100 writers and obtained promising results.

Index Terms—Deep Neural Network, Explainable Artificial Intelligence, Handwriting Understanding, Writer Verification.

I. INTRODUCTION

The eXplainable Artificial Intelligence (XAI) [1] has become a hot research area for the last couple of years, where the primary focus is to make machine learning models human-comprehensible [2], [3]. There are enormous opportunities and challenges in XAI as reported by Arrieta et al. in [1].

In this paper, we primarily work on “post-hoc explainability” where the machine provides an explanation after taking an action. This explanation can be of multiple types, such as textual, visual, featural, architectural, etc. [1]. For our study, we prefer the textual explanation. One popular example of such an explanation is “image caption generation” [3], [4], where a few descriptive lines in natural language are produced from an image.

Our current research aims to generate the text explanation for biometric authentication. We work with handwriting, which is a strong behavioral biometric and accepted as valid evidence in criminal courts of several countries [5]. In biometrics, forensics, and document image analysis domains, handwriting authentication or writer verification is a recognized topic of research [6]. Writer verification is a process where a questioned handwriting specimen is compared with the writing samples of a known writer-database [7]. Usually, in the writer verification task, we obtain two separate feature vectors from two writing samples and compare these two feature vectors based on a distance metric. If the metric is smaller than a certain threshold, then the two samples are assumed to be written by the same writer, otherwise, they are written by two different writers. The past methods in the literature [6]–[9] produce such binary outputs, either ‘0’ (if same) or ‘1’ (if different) by analyzing the writing characteristics inherently, which appear as a black-box [2] to the user. The objective of our research is to open up the black-box in order to attain justifiable and legitimate explanations for understanding the handwriting/writer [10].

In this paper, by leveraging the writer-verification output, we generate a human-understandable text explanation of the reason behind the writer-similarity/dissimilarity. This is our major contribution in this paper. An illustration regarding the explainability of our proposed model is presented in Fig. 1.

In writer verification, deep neural network-based features are extracted from the handwriting sample, and a Siamese architecture [11] is employed for similarity learning. To explain the reason for writer similarity/dissimilarity, we generate text in the English language. We use here a recurrent neural network with an LSTM (Long Short-Term Memory) unit [12] for text generation, since this network works well in machine translation [13] and image caption generation [3], [4]. We perform our experiments on a Bengali offline handwritten numeral database [14].
Although we are motivated by image caption generation research, our work is markedly different from such caption generation. The image caption generator [4], [15] takes an input image, analyzes the objects in it, builds semantic relationships among the objects, and then produces the caption text. On the other hand, our system takes handwritten images in parallel and analyzes the reason for their writer similarity/dissimilarity, and finally, produces the textual explanation for authenticity.

To the best of our knowledge, our work is the earliest attempt of its kind in producing human-comprehensible justifications for biometric authentication. We did not come across any paper on this topic to the best of our exhaustive searching capacity (up to 10th April, 2020).

The rest of this paper is organized as follows. Section II describes the proposed methodology. Then Section III presents and analyzes the experimental results. Finally, Section IV concludes the paper.

II. PROPOSED METHOD

In this section, we discuss our proposed methodology in detail. As mentioned earlier in Section I, our system takes two handwritten images as input and generates the explanation for writer similarity/dissimilarity in an English sentence. In this paper, we call our proposed method “ReasonTeller”. ReasonTeller takes assistance from two independently trained modules, (a) an image module and (b) a language module. The image module is responsible for understanding the handwritten image features, which aids the writer verification also. The language module is responsible for learning the sentence structure. We now discuss these two modules followed by a discussion about ReasonTeller.

A. Image Module

The objective of this module is to extract the features from handwritten samples in order to authenticate the authorship.

1) Feature Extraction: In computational handwriting analysis, the features are extracted first from a handwritten sample to represent the writing in a higher-dimensional real vector space.

From a handwritten image sample, we extract deep features due to their superior performance compared to hand-crafted features [16]. For feature extraction, we choose Inception-ResNet-v2 [17], since it works better than some other contemporary deep networks, such as Xception net, Inception-v4, etc. [17], [18]. The Inception-ResNet-v2 usually takes an input of size $299 \times 299$. In this paper, we work with a handwritten isolated numeral image ($H$), which is subsequently normalized into the size of $299 \times 299$. From the “average pooling” [17] layer of Inception-ResNet-v2 (say, IR-net), we obtain a 1536-dimensional feature vector ($f_H$) for each handwritten sample. This feature vector is first used in writer verification to authenticate a writer and later engaged in ReasonTeller to provide the reason behind writer similarity/dissimilarity.

2) Writer Verification: In writer verification, an unknown handwritten sample is usually compared with a known one to check writing similarity [16]. Therefore, two handwriting inputs are fed here.

For the verification, we adopt the concept of a Siamese net [11], where two identical neural networks progress in parallel and produce deep feature vectors $f_{H_i}$ and $f_{H_j}$ from two different input images $H_i$ and $H_j$, respectively [16]. The neural twins of the Siamese net are actually two IR-nets that share weights. The objective of the Siamese net is writer-similarity learning. Therefore, the Siamese twins are joined by a loss function $\mathcal{L}$, for which we use a contrastive loss function [19], given below.

$$\mathcal{L}(H_i, H_j, l) = \alpha(1-l)D^2 + \beta l (\max(0, m-D))^2$$  (1)

where, label $l = 0$ if $H_i$ and $H_j$ samples are written by the same writer, and $l = 1$, otherwise. Two scalar quantities $\alpha$ and $\beta$ are fixed empirically as $\alpha = 0.5$ and $\beta = 0.5$. To compare $H_i$ and $H_j$, the Euclidean distance ($D$) is used as a similarity metric, i.e., $D = D(H_i, H_j) = \|f_{H_i} - f_{H_j}\|_2$. The margin $m$ is set as the average distance of all sample pairs in the training dataset.

To verify whether two samples $H_i$ and $H_j$ are written by two different writers or by the same writer, a threshold $t_d$ is used. If $D(H_i, H_j)$ is less than $t_d$, then $H_i$ and $H_j$ are considered to be written by the same writer, otherwise, they are written by two different writers. Thus, from the writer verification block, we can generate an English word either “same” or “different” that is used in ReasonTeller. In Fig. 2, we present the writer verification block under the image module.

The image module is initially trained independently. We employ mini-batch gradient descent with momentum to optimize the cost. Regularization is also used to reduce overfitting. The hyper-parameters are set empirically.

B. Language Module

In this paper, our main objective is to generate an explanatory English sentence $S = \{S_0, S_1, \ldots, S_N\}$, which provides the human-understandable reason for writer similarity/dissimilarity. Therefore, we need a module that can generate natural language/text. We now discuss this language module.

To generate the natural language/explanatory sentence, we take some knowledge, especially the machine translation [13] idea, from the NLP (Natural Language Processing) domain [20]. For sequence tasks such as machine translation, the recurrent neural network is widely used since it performs reasonably well [13], [20]. Recently, the computer vision community has successfully applied recurrent architectures for image caption generation [4], [15]. Therefore, in our language module also, we employ the recurrent net.

For computational purposes, an English word ($S_i \in S$) is required to be represented in a numerical vector format. A word is initially encoded here using a one-hot-vector. However, the dimension of such a vector representation is
Fig. 2: Workflow of the proposed ReasonTeller model.

extremely large, i.e., equal to the dictionary size. Therefore, the one-hot-vector representation is further embedded into a lower dimension $eS_i$, where $e$ is a weight matrix [21], [22].

We present our language module inside Fig. 2. In this module, at every time step $t$, the previous word ($S_{t-1} \in S$) of a sentence $S$ is fed into the embedding layer to obtain an embedded word $x_t = eS_{t-1}$. Now, the embedded word $x_t$ is fed into an LSTM (Long Short-Term Memory) unit [12] of a recurrent neural net. We use LSTM due to its superior performance over some other recurrent units, such as a fully gated unit, minimal gated unit, etc. [23]. The embedding dimension and the size of the LSTM memory are both set to 512.

The LSTM is used to predict a word $S_t$ of a sentence $S$ at every time step $t$. We obtain a probability distribution $p_t$ of all the words, at each time step $t$, by employing the softmax function on the LSTM output, i.e., $p_t = softmax(LSTM(x_t))$, where $x_t = eS_{t-1}$.

The loss is defined below as the sum of negative log likelihood of the correct word at every step.

$$L(S) = - \sum_t \log p_t(S_t)$$ (2)

We use mini-batch gradient descent with momentum to minimize the cost. We empirically set the hyperparameters used in this module.

From the language module, we obtain some language feature $f_L$ by concatenating the embedded word and LSTM output, which is also employed in ReasonTeller.

C. ReasonTeller

The ReasonTeller architecture merges the image module and language module to generate an explanatory sentence pertaining to writer similarity/dissimilarity.

By leveraging the writer verification block of the image module, we have obtained an English word (either “same” or “different”) which is transferred to the language module in order to use it as the first word ($S_o$) of the prefix.

From the image module, we obtained the image features $f_{H_i}$ and $f_{H_j}$, which are now combined with the language feature $f_L$ obtained from the language module. For this combination, an affine transformation is performed, as follows.

$$p_S = softmax(W_{H_i}f_{H_i} + W_{H_j}f_{H_j} + W_Lf_L + b)$$ (3)

where, $W_{H_i}$, $W_{H_j}$, $W_L$ are weight matrices, $b$ is a bias vector, and $p_S$ is a probability distribution over the predicted word. On one hand, $W_{H_i}$ and $W_{H_j}$ learn to produce a set of words with respect to the handwriting characteristics, on the other hand, $W_L$ learns the word sequence in an English sentence.

As we mentioned earlier, initially the language module and image module are trained independently, and then combined in ReasonTeller to train further for producing a joint explanatory English sentence. We adopt the idea of [24] here, since the exclusive handling of the image and language modules perform quite well [15]. In the training stage of ReasonTeller, the language module has knowledge of the outcome of the writer-verification block, which is crucial information for producing English words pertaining to writer similarity/dissimilarity. The weights $W_{H_i}$ and $W_{H_j}$ are learned during the latter training of ReasonTeller. During training, the ground-truthed word is input to the language module, however, during testing, the predicted previous-word of the prefix is fed to the module.

To find the best natural language output, we use the beam search technique [4], [25] with a beam-size of 20.

The loss ($L$) is defined here as the summation of the negative log-likelihood of the correct word at every step $t$.

$$L(H_i, H_j, S) = - \sum_t \log p_{S_t}(S_t)$$ (4)
During the training of ReasonTeller, we use mini-batch gradient descent with momentum to minimize the cost. For accelerating the training speed, we employ batch normalization [26]. Empirically, we fix the hyperparameters, such as initial learning rate $= 10^{-2}$, learning rate decay $= 10^{-5}$, and momentum $= 0.9$, on a tuning set.

### III. Experiments and Discussion

In this section, first, we discuss the database employed for executing the experiments and then evaluating the system performance.

#### A. Database Employed

For our experimentation, we required a database which contains handwriting samples of multiple writers. Furthermore, it should contain some ground-truth information in English sentences regarding the explanation for writer similarity/dissimilarity.

In this paper, we employed the Bengali offline handwritten numerals of the NewISIdb:HwC database [14], which contains samples obtained from 100 writers. We used nine numeral classes (1, 2, ..., 9) here as shown in Fig. 3. We refrained from using numeral ‘0’, since it bears the least information for offline writer inspection [14]. In the rest of the paper, we call this database as $DB_N$. In $DB_N$, 100 writers wrote 11 copies of each of the nine numeral classes. Therefore, $DB_N$ contains a total of 9900 ($= 100 \times 11 \times 9$) handwritten numeral images. Further details regarding the generation of $DB_N$ can be found in [14].

![Fig. 3: A set of Bengali handwritten numerals from $DB_N$.](image)

The NewISIdb:HwC database [14] does not contain any explanatory sentence-level ground-truth. Therefore, for ground-truth generation, we consulted 20 handwriting and linguistic experts having high professional proficiency in the English language. For every pair of writer’s handwriting in $DB_N$, the experts stated their subjective reasons for similarity/dissimilarity. The experts were aware of the ground-truth information of the writers. Among 100 writers, we had 5050 pairs, out of which 4950 pairs were for dissimilar writers and 100 pairs for similar writers. For each of these 5050 pairs with nine separate numerals, we chose the 3 most logical and unbiased sentences as ground-truth explanatory sentences. Some brief details of $DB_N$ are shown in TABLE I.

#### B. Performance of Writer Verification

The language module of our proposed model depends on writer verification, as we discussed earlier in Section II (refer to Fig. 2). Therefore, we required a good writer verification system. For this, we evaluated the performance of our writer verification block and compared it with some state-of-the-art methods [7]–[9], [27], [28].

For writer verification, in the image module (refer to Fig. 2), the weights of the initial few layers of IR-net were trained on the ILSVRC dataset [29] and then transferred to the IR-net.

#### TABLE II: Writer Verification Performance on $DB_N$

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro-micro features [27]</td>
<td>80.53</td>
</tr>
<tr>
<td>Texture [8]</td>
<td>93.89</td>
</tr>
<tr>
<td>LBP [28]</td>
<td>94.16</td>
</tr>
<tr>
<td>Contour-hinge [7]</td>
<td>94.71</td>
</tr>
<tr>
<td>Textural CNN-Siamese [9]</td>
<td>97.62</td>
</tr>
<tr>
<td>Proposed</td>
<td><strong>98.74</strong></td>
</tr>
</tbody>
</table>

In TABLE II, we analyze the performances of our writer verification block and some major state-of-the-art methods on $DB_N$. For the experimentation, $DB_N$ was divided into training, validation, and test sets in the ratio of $3 : 1 : 1$. The writer verification performance was calculated in terms of accuracy (balanced) [16]. From this table, we can see our method performed the best and achieved 98.74% accuracy for writer verification.

#### C. Performance of ReasonTeller

The language module (refer to Fig. 2) was initially trained with the British National Corpus (BNC)\(^1\) and the Flickr1M [30] image captioned text corpora. The learned weights of this language module were transferred during the entire training of ReasonTeller.

For the experimental analysis of our proposed ReasonTeller, we used 5-fold cross-validation. Besides random subsampling, here we ensured 990 pairs of dissimilar writers and 20 pairs of similar writers in each fold. Finally, we present the average performance from the 5 experiments.

For the performance measure, we used the BLEU score [31], which is commonly employed in machine translation and image caption generation papers [4], [15], [24], [31]. We employed BLEU-1, 2, 3, 4 here. Furthermore, we used another evaluation metric, i.e., METEOR [32] due to the recent criticism of BLEU [33].

In TABLE III, we present the performance of our proposed ReasonTeller in terms of BLEU and METEOR. In this table, we also present the BLEU score of “human” that was

\(^1\)BNC: www.natcorp.ox.ac.uk, last retrieved on 30th Jan., 2020.
TABLE III: Performance of ReasonTeller on DB

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dissimilarity/Similarity</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReasonTeller</td>
<td>Writer Similarity</td>
<td>63.23</td>
<td>40.45</td>
<td>26.92</td>
<td>18.67</td>
<td>17.90</td>
</tr>
<tr>
<td></td>
<td>Writer Dissimilarity</td>
<td>65.73</td>
<td>43.57</td>
<td>29.20</td>
<td>20.81</td>
<td>19.35</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>64.26</td>
<td>42.12</td>
<td>28.56</td>
<td>19.89</td>
<td>18.43</td>
</tr>
<tr>
<td>Human</td>
<td>Writer Similarity</td>
<td>69.64</td>
<td>46.90</td>
<td>31.45</td>
<td>24.20</td>
<td>22.42</td>
</tr>
<tr>
<td></td>
<td>Writer Dissimilarity</td>
<td>72.43</td>
<td>49.86</td>
<td>36.85</td>
<td>26.12</td>
<td>24.87</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>71.50</td>
<td>48.67</td>
<td>34.62</td>
<td>25.36</td>
<td>23.70</td>
</tr>
</tbody>
</table>

calculated by comparing one of the three experts’ sentences against the other two. This was repeated for each of the three experts, and finally, we took their average BLEU score. For DB, ReasonTeller obtained the overall BLEU-4 and METEOR scores of 19.89 and 18.43, respectively, which was quite an encouraging performance compared to the “human”-based approach. The performance of writer-dissimilarity is better than writer-similarity.

In Fig. 4, we present some qualitative results of our proposed ReasonTeller.

D. Limitations of ReasonTeller

Our proposed system has a few limitations that are briefly discussed as follows.

(i) ReasonTeller has a dependency on the writer-verification block. Therefore, we require a very accurate verification strategy.

(ii) Our writer verification block does not perform well on low inter-variable and high intra-variable handwriting [16]. Therefore, ReasonTeller may generate false positive and false negative results in relation to low inter-variability and high intra-variability of individual writing. Some false positive and false negative results are shown in Fig. 5. This limitation can be overcome by incorporating some writer verification techniques [34] that can handle such issues.

(iii) There is another limitation in our study, whereby we compare two writers based on numerals of the same class. For example, we compare numeral ‘2’ written by Writer-A with the numeral ‘2’ penned by Writer-B. This limitation persists owing to the ground-truth information of DB. Our ReasonTeller model can work when trained on numerals of different classes for comparing two writers.

E. Comparison

We compared our writer verification block with some state-of-the-art methods in TABLE II, where our system performed the best.

For comparing our ReasonTeller, to the best of our searching capacity, we did not find any study of a similar kind to produce explanations for writer dissimilarity. Therefore, we were not able to perform any comparative analysis. However, in TABLE III, we provide the “human”-performance as a reference.

IV. CONCLUSION

In this paper, we propose a method for writer verification as well as for generating English text to understand the reasons for writer similarity/dissimilarity. In writer verification, we employed a deep neural network for handwriting feature extraction, and a Siamese net for similarity learning. For explanatory text generation, we used a recurrent net with an LSTM. To evaluate the performance of our system, we employed a Bengali offline handwritten numeral database. For writer verification, we obtained an accuracy of 98.21%. Our ReasonTeller system obtained an overall BLEU-4 score of 19.89 and a METEOR score of 18.43, which is quite promising with respect to the performance of a human.

In the future, we will endeavor to improve our system performance. Our current system takes the handwritten numeral as an input. Later, we will also attempt to handle character, word, and paragraph-level inputs to the system.
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Different writers since one numeral creates a loop in the lower region but the other does not. 
Different writers because strokes in the lower region differ. 
Different writers due to stroke change in the upper zone. 

Different writers because one numeral has a hole and other does not. 
Different writers since strokes in the upper zone do not similar. 
Different writers because strokes in the upper zone differ. 

Different writers because strokes of two numerals end in opposite directions. 
Different writers because strokes in the lower zone vary. 
Different writers because of change in hole shapes. 

Different writers since one numeral contains two holes while the other does not contain any. 
Different writers due to variation in the upper portion. 
Different writers since strokes in the lower zone vary. 

Same writer because of similar cross shape in the top-right region. 
Same writer due to similar stroke penning. 
Same writer due to similar coils. 

Same writer due to having similar stroke curvature. 
Same writer since similar stroke scribbling. 
Same writer for having similar holes. 

<table>
<thead>
<tr>
<th>Proper Explanation</th>
<th>Improper Explanation</th>
<th>Error-prone Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same writer because of similar stroke curving.</td>
<td>Different writers since strokes of two numerals end in different directions.</td>
<td>False Positive (Actual: different, Predicted: same)</td>
</tr>
<tr>
<td>Same writer due to similar shape in the top-right zone.</td>
<td>Different writers since strokes in the lower zones vary.</td>
<td>False Negative (Actual: same, Predicted: different)</td>
</tr>
</tbody>
</table>

Fig. 4: Some qualitative results. Each box contains a pair of handwriting samples with ReasonTeller’s explanation.

Fig. 5: Some qualitative results showing false positive and false negative. Each box contains a pair of handwriting samples with ReasonTeller’s explanation.