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Abstract—In the past few years, Convolutional Neural Networks (CNNs) have achieved surprisingly good results for objects classification in real world images. However, training a CNN from scratch for large datasets is still a nightmare, when it comes to time and resources. The main reason for this problem is long iterative training process used in CNN’s fully connected layer which is also called a classification layer. Therefore, in this paper we propose a novel approach to make the convolutional neural network quicker and more efficient for image classification tasks. The proposed approach consists of a convolutional feature extraction layer and a non-iterative radial basis function-based classification layer. The proposed approach has been evaluated on three benchmark datasets such as CIFAR-10, MNIST and Digit. The experimental results have demonstrated that the proposed approach can achieve same or higher accuracy in lesser time than the standard CNN.

Index Terms—Convolutional Neural Network, Feature Extraction, Radial Basis Function, Image Classification

I. INTRODUCTION

Convolutional neural network is a deep neural network that mimics human’s visual cortex. In the past few years, CNN based models have been widely used to solve various computer vision problems including complex image recognition, object detection and optical character recognition [1] [2]. Convolutional neural networks have obtained substantial attention in machine learning problems. Due to strong image recognition capabilities, CNNs are used across variety of applications including image classification [3], video recognition, natural language processing [4], disease categorization and identification [5].

CNN was mainly introduced to improve the segmentation and classification in image datasets. It models the representation of animal’s visual cortex, when it comes to response to an image, each part of the convolutional layer tries to learn some features of the image. It automatically learns relational mapping between inputs and outputs [6]. The CNN differs to other network topologies by the connections between its layers, neurons in the next layer will only be connected to a small region of previous layer called as receptive field. The convolutional neural networks mainly consist of three types of layers: convolutional layers, pooling layers and fully connected layers.

On broader spectrum, CNN can be easily divided into two parts. The first part, where a set of discriminating features at multiple levels of abstraction are extracted using convolutional and pooling layers [2]. And the second part as classifier, where all the features extracted from first part, are fed into one or multiple fully connected layers and the classification is done.

The input image is resized accordingly to a square image and passed to convolution layer where it is convolved. To maintain non-linearity an activation layer is added to the architecture. Since Rectifier Linear Unit (ReLu) is faster to train, ReLu is used as activation function in each building block [7].

The convolutional layer with ReLu is usually followed by a pooling layer. The pooling layer is used to reduce the dimensions of the data by combining the outputs of neurons clustered at one layer to a single neuron in next layer. One or more fully connected layers are used at the end of the CNN architecture. The extracted features are weighted and combined in the fully connected layer to perform the classification task. In most of the CNN architectures multinomial logistic regression, known as Softmax activation function is used for class prediction and to minimize cross-entropy loss.

Although CNNs are very powerful, the performance of CNN depends upon the network depth (deeper the network better the results) [8] and large training data [9], which needs a long training time and resources. The solution to this problem was to use previously trained networks on a large dataset and only retrain the classification part on new dataset [10] [11] [4]. Still it takes considerably longer training time. A novel approach is proposed in this paper to make the convolutional neural network quicker and more efficient for an image classification task.

The aim of this paper is to introduce a new radial basis function-based layer in CNN which is a non-iterative layer. This makes a new type of CNN which is partially non-iterative making it much faster than the traditional CNN. The rest of the paper is organized as follows. Section II reviews related literature. Section III describes the proposed approach. Section IV presents experimental results and comparative analysis. A conclusion is drawn in section V.

II. RELATED WORK

In past few years, a lot of research has been conducted on reducing the time and resources taken by the CNN to get it...
trained. Due to robust hardware and software (multiple GPUs) the training time has reduced, and the accuracy has improved [1]. However, the usages of powerful hardware and plenty of time to train the model on large datasets cannot be overlooked. To solve this problem, researchers suggested to use pre-trained networks like “AlexNet” [1], “LeNet” [12], “Resnet” [15], etc., where models are already trained on large datasets. And only retrain the classification part with own/new training dataset [6] [16]. The feature extraction block – i.e. the learned convolution kernels of the previously trained network were retained and the classification block - i.e. the fully connected layers were retrained on different datasets using softmax function [16]. Therefore, it was found that the learned feature extractor from pre-trained network is applicable to multiple situations. Even though the feature extractor was trained on ILSVRC-12 dataset, containing natural images and scenes, it still achieved excellent results with digits from the MNIST dataset. This finding indicates that further datasets can be classified with the same feature extractor. This approach reduced the training time by ten folds and gave comparable accuracy on MNIST, CIFAR-10 and CIFAR-100 datasets. This has helped substantially but still the pretraining of network on large datasets like ILSVRC-12 is expensive.

Neural networks including CNNs, use iterative learning to train the models. During training, in each iteration the model processes the training dataset batch, calculates the cost function and using backpropagation calculates the gradient associated with each parameter weighting [17]. In iterative learning after each iteration the algorithm’s parameters get updated. Gradient descent tries to minimize the cost function of a model, so that the trained model can give the most accurate results [12]. This type of iterative learning takes place in the classification block i.e. fully connected layer of the network. The number of parameters in the fully connected layer are huge and hence it takes a lot of time and resources to train such models using iterative learning. In deeper architectures where there are more fully connected layers, the problem becomes even more complex due to a greater number of parameters [8] [15]. Non-iterative learning [18] [19] [25] was an alternative to solve this problem.

Further it was well understood that the true power of neural network lies in their capability of extracting powerful, invariant and complex features [18] from different forms of data (images and numeric data). Better accuracy was achieved by combining these features derived from neural networks with alternate classification models like Support Vector Machines (SVM) [25] or K-Nearest Neighbor [18] [19]. In many cases, the features extracted using the CNN significantly improved the capabilities of SVMs and KNNs compared to running these algorithms on the raw features, and in some cases also surpass the performance of the neural network alone. Given a good feature vector, Gaussian-kernel SVMs are good at producing decision surfaces i.e. try to find the maximum margin between data points of different classes. Unlike the hinge loss of a standard SVM (L1-SVM), the loss for the L2-SVM is differentiable and penalizes errors much heavily showed significant gain on popular deep learning datasets MNIST, CIFAR-10 and ICML 2013 Representation Learning Workshop’s face expression recognition challenge [20] [21].

In majority of cases, for transfer learning, features are extracted from fully connected layer of CNN [22] [23] [24]. These features suffer from lack of description of local patterns [24], which is critical when occlusion or truncation exists. On other hand if intermediate features are used, results of He et al. [22] on the Caltech-101 dataset [23] suggest that the Conv5 feature is better if Spatial Pyramid Pooling (SPP) is used and is inferior to FC6 features if no pooling step is there. Whereas, when translation and occlusion are intense, it is recommended to extract features from ‘conv5 + avg/max pooling’ layer than from FC6 and FC7 layers. Using average/max pooling on activation maps of intermediate CNN features improve recognition performance over raw features. Further combining features from different CNN layers improves the object recognition accuracy. Also, it is beneficial to use large size images instead of resized ones as a feed for CNN.

Few researchers have combined CNN with Random Vector Functional Link (RVFL) and proposed Convolutional Random Vector Functional link network (CRVFL) [27] to solve the visual tracking problem. In this architecture convolutional filters are initialized randomly and kept same, only the parameters of fully connected layers are learned. Hence the system does not need global fine tuning and not sensitive to hyper-parameters however the manual selection of parameter in RVFL deteriorate the performance in real world applications.

A hybrid deep architecture for traffic sign recognition has been presented which uses CNN for feature extraction and Extreme Learning Machine (ELM) as classifier [28]. Similar concept has been applied to handwritten digit recognition [29] [30], lane detection task [31] and 3D feature learning [32]. These hybrid architectures have low model complexity and better performance.

### III. PROPOSED APPROACH

This section describes our proposed approach which is called non-iterative radial basis function based Quick Convolutional Neural Network (Q-CNN). In Section III-A, the architecture of proposed Q-CNN is described in detail, and the network output is derived. In Section III-B and Section III-C the algorithms used for training and testing of the proposed model is presented.

#### A. Proposed Architecture

The proposed architecture of the quick convolutional neural network is illustrated in Fig. 1.
The proposed radial basis function-based layer replaces the fully connected layer of classification block. The approach takes images as an input to the regular feature extraction block and produces feature vector with automatically extracted feature values. This feature vector is passed to non-iterative Radial Basis Function (RBF) layer for classification. The proposed architecture consists of input, convolutional layer, pooling layer, radial basis function layer and the output.

In Q-CNN the input image is resized to a square image and passed to convolution layer where it is convolved with multiple learned kernels using shared weights. Based on number of filters, the feature maps are created. To maintain non-linearity an activation layer, ReLu is added to the architecture. After a convolution layer, a pooling layer is used for down-sampling. Images are passed through convolutional and pooling layers to learn all the discriminative features at different level of abstraction. Further these learnt features are passed to a non-iterative radial basis function layer for training to learn the classification. This makes the proposed architecture comparatively faster than the traditional or standard CNN.

All the inputs are connected to hidden layer of the network. The hidden layer $\phi(F)$ has a non-linear RBF activation function, which is a Gaussian function \cite{17} and can be presented as follows:

$$\phi(F) = \rho(||F - c_i||)$$ \hfill (2) \\
$$\rho(||x - c_i \||) = \exp[-\beta \|x - c_i \|^2]$$ \hfill (3)

Where $c_i$ is the centre vector for neuron $i$ and $F$ is the input feature vector.

The Gaussian basis functions are local to the centre vector in the sense that changing parameters of one neuron has only a small effect for input values that are far away from the centre of that neuron

$$\lim_{||x|| \rightarrow \infty} \beta(||x - c_i \||) = 0$$ \hfill (4)

The output of the hidden layer is a linear output. This can be stated as, the output of the network is a scalar function of the input vector \cite{33}, $y: \mathbb{R}^n \rightarrow \mathbb{R}$, and is given by

$$y(F) = \sum_{i=1}^{N} w_i \rho(||F - c_i \||)$$ \hfill (5)

Where $N$ is the number of neurons in the hidden layer, $c_i$ is the centre vector for neuron $i$ and $w_i$ is the weight of neuron $i$ in the linear output neuron. Using equation (2) and equation (5), output of the network can be written as

$$y(F) = \sum_{i=1}^{N} w_i \phi(F)$$ \hfill (6)

The weights for RBF layer are calculated using non-iterative methods.

**B. Proposed Algorithm**

Algorithm for training the full architecture of Q-CNN is shown in Fig. 2 and the algorithm for testing with different datasets is shown is Fig. 3.
Algorithm: Q-CNN Training

**Input:** Training data \(X = \{x_1, x_2, \ldots, x_n\} \) and \(T = \{t_1, \ldots, t_n\}\) where \(n\) is number of training samples

**Output:** Trained Q-CNN

1. Pass training data \((X, T)\) to Convolutional and Pooling Layers
2. Extract features \(F\) using convolutional layer and pooling layer
   \[ F[i, j] = f_{pool}(f_{conv}(X)) \] (7)
   Where \(F\) is the matrix with feature values, \(i\) as row representing number of training samples and \(j\) as column representing the number of features.
   \(f_{conv}\) is the convolution function which takes training data \(X\), convolves it and creates the feature maps and \(f_{pool}\) is the pooling function which reduces the dimension of feature maps.
3. Pass the feature matrix \(F\) and target matrix \(T\) to RBF layer
4. Generate centres \((c_i)\) from training samples
5. Calculate weights of RBF layer as follows:
   Using equations (3) and (5) the RBF layer can be stated as follows
   \[ T = \sum_{i=1}^{N} w_i \ast exp(-\beta \|F - c_i\|^2) \] (8)
   This implies:
   \[
   \begin{bmatrix}
   t_1 \\
   t_2 \\
   \vdots \\
   t_n
   \end{bmatrix} = 
   \begin{bmatrix}
   w_1 \\
   w_2 \\
   \vdots \\
   w_n
   \end{bmatrix}
   \begin{bmatrix}
   e^{-\beta \|F_1 - c_1\|^2} & \cdots & e^{-\beta \|F_1 - c_n\|^2} \\
   e^{-\beta \|F_2 - c_1\|^2} & \cdots & e^{-\beta \|F_2 - c_n\|^2} \\
   \vdots & \ddots & \vdots \\
   e^{-\beta \|F_n - c_1\|^2} & \cdots & e^{-\beta \|F_n - c_n\|^2}
   \end{bmatrix}
   \]
   Using above equations, the weights of the RBF layer are calculated as follows:
   \[ w_i = \phi(F)^{-1} \ast T \] (9)
   where \(i = 1\) to \(N\) (number of neurons in hidden layer).
6. Train the RBF network using weights \(w_i\) extracted in Step 5.

**Fig. 2.** Q-CNN Training Algorithm

Algorithm: Q-CNN Testing

**Input:** Testing data \(X = \{x_1, x_2, \ldots, x_n\}\) and \(T = \{t_1, \ldots, t_n\}\) where \(n\) is number of test samples and Trained Q-CNN

**Output:** Testing accuracy and Time consumed

1. Pass testing data \((X, T)\) to Convolutional and Pooling Layers.
2. Extract the test features using equation (7).
3. Pass the test features extracted to trained RBF layer.
4. Tabulate the results using a confusion matrix.
5. Convert confusion matrix into percentage form.
6. Display the mean accuracy and time consumed in each run on test data.

**Fig. 3.** Q-CNN Testing Algorithm

IV. Experiments

A. Benchmark datasets used for experiments

Three benchmark datasets are used in this study: CIFAR-10 [34], Digit [35] and MNIST [36]. The CIFAR-10 dataset consisted of 60,000 images with 10 different classes. The 10 objects used in this benchmark dataset are: airplane, automobile, bird, cat, deer, dog, frog, horse, ship and truck. Each class represented 5000 training images and 1000 test images. All the images are colored and 32x32 pixels. The Digit dataset consisted of 10,000 images with 10 different classes. The 10 classes used in this dataset are digits from 0 to 9. It has 7,000 training samples and 3,000 test samples. All images are 8x8 pixels with 256 grey levels. The MNIST dataset consisted of 70,000 images with 10 different classes that are from 0 to 9. It has 60,000 training samples and 10,000 test samples. All images are 28x28 pixels with 256 grey levels.

B. Standard CNN used for comparison

The following standard CNN is used for fetching features and comparing the accuracy. The structure of various CNN layers is shown below:

```
imageInputLayer([h w c])
convolution2dLayer(5,20)
reluLayer
maxPooling2dLayer(2,'Stride',2)
fullyConnectedLayer(10)
softmaxLayer
classificationLayer
```

The features are fetched from pooling layer, in this case “maxPooling2dLayer”. Further features are passed to RBF layer for training and classification.

C. Results and Analysis

The proposed approach was implemented, and many experiments were conducted. Three phases are followed in this study: extraction of features by different feature layers, training of features by radial basis function layer, and finally evaluating the proposed approach using testing data. The proposed approach was evaluated with three benchmark datasets MNIST, CIFAR-10 and Digit datasets. The results are shown in Table I, Table II and Table III. The presented results are average of ten runs.

**Table I.** Results using Q-CNN on MNIST dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training Time [Secs.]</th>
<th>Test Time [Secs.]</th>
<th>Accuracy Training Set</th>
<th>Accuracy Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard CNN</td>
<td>628.5</td>
<td>1.55</td>
<td>99.53%</td>
<td>90.01%</td>
</tr>
<tr>
<td>Proposed Q-CNN</td>
<td>320.23</td>
<td>12.2</td>
<td>99.94%</td>
<td>99.03%</td>
</tr>
</tbody>
</table>
Results presented in Table I for MNIST dataset show that the training and test accuracies obtained by proposed approach were always higher than the training and test accuracies obtained by standard CNN. Also, the time taken for training and testing was much lower than the standard CNN. For Q-CNN, the training time was only around 321 seconds which includes fetching of features after few epochs and training the RBF layer using fetched features. The testing time is 12.2 second, which is slightly higher than standard CNN, but the test accuracy was 99.03%, which is relatively better than standard CNN.

\textbf{Table II} Results using Q-CNN on CIFAR-10 dataset

\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Methods} & \textbf{Training Time} [Secs.] & \textbf{Test Time} [Secs.] & \textbf{Accuracy Training Set} & \textbf{Accuracy Test Set} \\
\hline
Standard CNN & 23761.3 & 61.88 & 94.35% & 89.18% \\
Proposed Q-CNN & 16973.00 & 105.34 & 99.91% & 87.67% \\
\hline
\end{tabular}
\end{center}

Results presented in Table II for CIFAR-10 dataset show that test accuracy obtained by proposed approach Q-CNN was slightly lower (1.5%) compare to the test accuracy obtained by standard CNN. However, when it comes to performance time the proposed Q-CNN was much faster than the standard CNN. Training time for standard CNN was 6.6 hours (23,761 seconds) whereas for Q-CNN it was only 4.7 hrs (16,973 seconds). The training accuracy for standard CNN is 94.35% after 40 iterations, whereas training accuracy for proposed Q-CNN is 99.91%. And the test accuracy for standard CNN is 89.18% which is slightly higher than the test accuracy achieved by the proposed Q-CNN which is 87.67%.

\textbf{Table III} Results using Q-CNN on Digit dataset

\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Methods} & \textbf{Training Time} [Secs.] & \textbf{Test Time} [Secs.] & \textbf{Accuracy Training Set} & \textbf{Accuracy Test Set} \\
\hline
Standard CNN & 108.51 & 0.621 & 99.97% & 90.00% \\
Proposed Q-CNN & 50.12 & 3.13 & 99.96% & 99.80% \\
\hline
\end{tabular}
\end{center}

The results presented in Table III for Digit dataset (a small dataset compare to MNIST and CIFAR-10) shows that the training accuracy obtained by Q-CNN is close to standard CNN whereas the testing accuracy of proposed Q-CNN is slightly higher than the standard CNN. Training time taken for standard CNN is 108.51 seconds, whereas training time taken for the proposed Q-CNN is almost half (50.12 seconds). Test accuracy obtained by Q-CNN is 99.80%, which shows just one image was not classified correctly. The results were also compared with results from recently published papers on feature extraction and classification using different approaches.

\textbf{Table IV} Comparison of classification accuracies listed in published papers

\begin{center}
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Accuracy on Test Set} & \textbf{MNIST} & \textbf{CIFAR-10} & \textbf{Digit} \\
\hline
Standard CNN & 99.01% & 89.18% & 90.0% \\
Proposed Q-CNN & 99.03% & 87.67% & 99.8% \\
ConvNet+Softmax [19] & 99.01% & 86.0% & NA \\
CNN+SVM [20] & 99.04% & NA & NA \\
\hline
\end{tabular}
\end{center}

By analyzing the comparative results shown in Table-I - Table-IV above, it was found that the test accuracy obtained by our proposed approach is higher than the other approaches for Digit dataset. The test accuracy for CIFAR-10 dataset is 1.67% higher than the ConvNet+Softmax [19] but was slightly lower than CNN. Whereas for MNIST dataset, the test accuracy obtained by the proposed approach was found competitive with recently published paper on ConvNet+Softmax [19] and CNN+SVM [20]. The training time for the proposed approach is nearly half of the training time taken by the CNN. The training time for other approaches was not available in published papers.

\section{V. Conclusion}

A novel non-iterative radial basis function based quick convolutional neural network was presented and investigated in this paper. The evaluation of the proposed Q-CNN was conducted on three benchmark datasets which showed that Q-CNN can perform much better than the traditional CNN. The test accuracy obtained by Q-CNN was higher than the standard CNN in most of the cases. The training time for the proposed Q-CNN were much lower than the time taken by the standard CNN for all datasets. The main reason for better performance was because RBF layer as it was much faster than iterative layer, however it must be noted that it used large number of hidden neurons to achieve high accuracy. In our future work, we will analyze the number of hidden neurons and various least square based methods in RBF layer.
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