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Abstract—In many Human Robot Interaction scenarios, social
robots are expected to communicate with human naturally.
Especially, the skill of predicting human internal state is a field of
great interest in many applications, including video surveillance,
behavior analysis, human robot interaction, life-logging. While
accurately predicting these technologies (e.g. emotion, confident
for talking a topic) could have benefits for many fields, generic
machine learning systems still yield low performance in some
situation. We hypothesize that these sophisticated models suffer
from individual differences of human’s personality. Therefore,
we proposed a multi characteristic model architecture which
combines the personalized machine learning models and utilize
each model’s prediction score in the inference. This architecture
formed with reference to ensemble machine learning architecture.
In this research, we focus on a similarity between new user and
trained user model by using the idea of applicability domain of
machine learning models. In the empirical result, we confirmed
that data distribution (one way of checking applicability domain)
of each user model correspond to the performance of models
and we estimated confidence during communication as a human
internal state.

Index Terms—affective computing, human robot interaction,
non-verbal, multi-modal learning, personal modeling

I. INTRODUCTION

In many Human Robot Interaction (HRI) tasks, social robots
are expected to communicate with human naturally compared
to the robots for technological supplementary tools for labor
intensive or hazardous tasks (e.g., factory automation [1], mil-
itary operation [2]). They are increasingly designed as social
robot to serve as office assistance, teachers, domestic servants,
and emotional companions.Social robots are now becoming a
part of daily life [3]. Recent social robot could use verbal
information to communicate with human (e.g., chatbot [24])
supported by great natural language processing researches.
However, our communication use not only verbal information
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Fig. 1. Overview of the proposed system. Our architecture utilized multi-
classifier that trained each person’s characteristic. We calculated the similarity
scores between a new sample and multi characteristics. This similarity score
is used as weight scores in ensemble machine learning architecture

but also non-verbal information and estimating each human’s
internal state. It is important issue for social robot to com-
municate with human naturally. Thus, towards building social
robots which communicate with human naturally, modeling



and predicting human internal state has attracted with many
researchers.

Clearly, the skill to predict human internal state in com-
munication (e.g., emotion, talking something confidentially)
could be great beneficial [4], [S], especially if such predictions
could be made using data collected by using motion and voice
information captured by non-contacted sensor. Motion and
voice information has attracted attention as important cues
for predicting human internal state. According to Merabian
[6] from psychology research fields, non-verbal information
accounts for 93 % of human message communication. From
this, it can be said that non-verbal information plays an
important role in human to human communication. Non-verbal
information often changes interpretation of the meanings of the
language information in the dialog, and it’s possible to convey
different meanings by changing impressions and voice tones
even in the same words. Such a model could open up a range
of beneficial application which make predictions about their
interesting in communication with human and their under-
standing in educational robot tutoring system. Unfortunately,
modeling human internal state is still an incredibly difficult
task and robust system to estimate human internal state has
yet to be developed. Historically, classification accuracy is
not still enough for all users and environments, even with
sophisticated models or multi-modal data. We assume that
models suffer from that it is difficult to account for individual
differences. Individual differences in personality can strongly
affect the human internal state in various scenes. There are
various types of human who expression own internal state and
what information imply one’s human internal state does not
apply to everyone else. Practically, a generic machine learning
model trained to predict human internal state is inherently
limited in the performance it can obtain by using a single
model.

Therefore, we proposed the multi characteristic model archi-
tecture which utilize various machine learning models trained
each type of human’s information. Our architecture predicts
human internal state by using all multi model’s prediction
scores. Fig. 1. shows the overview of our multi characteristics
model architecture. This model stored several user models
and use these models for predicting human internal state
adaptively.

In this research, we focus on a calculation of the similarity
between new user and trained user model. For building robust
predicting human internal state system, the multi characteris-
tics model is necessary to adapt to new user by using appro-
priate trained models. we consider the applicability domain
for estimating relationship between new user and trained user
data. We evaluated the calculating applicability domain by
comparing with prediction accuracy of each trained model’s
prediction. The dataset of human internal state, we defined
human internal state as whether I am taking confidently or
not.

The remainder of this paper is organized as follows: the
related works describes in Section 2. Section 3 shows our
proposed experimental design, and section 4 explains Results

of relationship between prediction accuracy and applicability
domain of each models. Conclusions are presented in the last
section.

II. RELATED WORKS
A. Human Internal State Estimation

The work of Ballihi et al. [8] detects positive/negative
emotion from RGB-D data. They classify the intensity of each
expression using the upper body motion and face expressions.
There is research to estimate the user’s comprehension degree
by information obtained from facial expressions [9]. Accord-
ing to the experimental results, estimation of the level of users
understanding was 70% . Mancini et al. [7] created a real-time
system for detecting emotions which were expressed through
dancing video in the image processing field. However, the
emotional behavior through dancing is largely different from
the emotional behavior in daily life. This is based on only
information from facial images. However, it is difficult to es-
timate the degree of comprehension of users with type of poor
facial expression. There are studies showing the usefulness of
using multi modal information as a method of evaluating the
communication skills of people participating in dialog [10].
Therefore, researches on interviewer robots that acquire speech
information and motion information and estimate utterance
motivation from user’s posture and attitude are conducted [11].
From this research, it was found that the individual difference
is large for the feature quantity concerning posture. From these
studies, it was confirmed that motion information are useful
for estimating human internal information.

B. Combining Multi Models for Prediction

For dealing with multi modal information by machine learn-
ing model, some researches are separated training sequence
part of the architecture for each modal information in a
learning model [12]. However, these sophisticated models
need large amount of data more than single modal learning
model, and it is difficult to consider individual difference.
With the regard of utilizing multi machine learning method,
the architecture of ensemble machine learning methods [13]
are meta-algorithms that combine several machine learning
techniques into one predictive model in order to decrease
variance (bagging), bias (boosting), or improve predictions
(stacking). Bagging stands for bootstrap aggregation. One way
to reduce the variance of an estimate is to average together
multiple estimates [14]. Bagging uses bootstrap sampling to
obtain the data subsets for training the base learners. For
aggregating the outputs of base learners, bagging uses voting
for classification and averaging for regression. In random
forests [15], each tree in the ensemble is built from a sample
drawn with replacement from the training set. In addition,
instead of using all the features, a random subset of features
is selected. The bias of the forest increases slightly, but
due to the averaging of less correlated trees, its variance
decreases, resulting in an overall better model. Boosting [16]
referred which a family of algorithms are able to convert weak
learners to strong learners. The main principle of boosting is



to fit a sequence of weak learners which models are only
slightly better than random guessing to weighted data. In
case of the examples were missclassified by earlier rounds,
more weight is given to examples. The predictions are then
combined through a weighted majority vote (classification) or
a weighted sum (regression) to produce the final prediction.
The principal difference between boosting and the committee
methods, such as bagging, is that base learners are trained
in sequence on a weighted data. The advantage of ensemble
methods is typically out-performing any machine learning
technique. However, ensemble learning has two problems,
first, it is difficult to measure correlation between classifiers
from different types of machine learning techniques and it is
only considered to calculate the weights at training time. so it
is difficult to apply to our scenario. Most of ensemble machine
learning architectures are modified latter part, integration way
to improve the prediction ability. In this paper, we refer the
sophisticated integration the multi model part of ensemble
learning architecture, we focus on the selection way of several
machine learning model for offsetting individual differences.

III. EXPERIMENT DESIGN
A. Data Collection

We collected non-verbal information of human internal
state at previous work [17]. In this sub-section, the detail
of experiment and training data is described. The data for
this research were collected by a below experiment. In this
research, we set the situation of that participants feel confi-
dence or unconfident as one of human internal states. For this
reason, we utilized an agent system to make participants feel
confident or unconfident. Fig.2 shows the unconfident situation
in communication.
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Fig. 2. Unconfident Situation during Communication

The experiment involved 11 participants (aged 21-26 years
old). Each participant answered 50 questions that we prepare
easy version and difficult version. In this study, participants
must consider something to answer even if some question
are difficult. In this situation, we defined as unconfident
situation. All participants agreed to the use of the collected
data for the research purpose. Participants answered eight
questions one by one, asked by MMD Agent [25], which
is a toolkit for building voice interaction systems. To avoid
overlap the participants’ answer and MMD Agent’s utterance,
the participants were instructed to answer each question after
MMD Agent had terminated the query. Afterward, they filled

out the questionnaire from point 1 (Most unconfident) to point
5 (Most confident) to grade their confidence about the answer
they gave for each question. This questionnaire is made as
Likert-type scale.

The experimental settings are shown in Fig. 3. During the
sessions, the behavior of the participants was recorded with a
motion tracking camera (Kinect V2, Microsoft). Our system
is considered to capture behavior of a participant who seated
on a chair. The illumination setting of experimental is similar
to general home’s. In order to prevent erroneous other person
recognition, the experiment settings allow only one participant
in motion tracking camera’s field of view.

After each session, the participants are asked to answer the
question about “which questions did you answer confidently
or unconfidently?”. We collected questionnaire data as correct
labels and motion.

:Kinect v2
I :PC (Agent)

Fig. 3. Experiment Settings

B. Preprocessing

In this study, we extracted important cues from obtained
motion data for training phase of machine learning archi-
tecture. At this subsection, we describe the preprocessing
details of motion information. We analyzed the recorded
motion as captured 3 dimensional skeleton information. On
previous works about motion information, head motion is one
of the most prominent social signals either in human-human
interaction [19] and human-robot interaction [20], [21]. The
consequence of relative researches has proven that the part of
head motions shows the most evident results [22]. Thus, we
used the movement of the coordinates of the head and gave
out an inter frame difference.

C. Training and Implementation

We utilize multilayer perceptron as a machine learning
method in this study. We implemented multilayer percep-
tron algorithm by using machine learning software WEKA
[26]. Regarding with the parameters of multilayer perceptron,
momentum is 0.2, learning rate is 0.3, epoch is 500. For



evaluating the prediction accuracy of each models, we conduct
cross validation method [23]. Our dataset is composed of non-
verbal information (motion information) of human internal
state, confident or unconfident states. Motion data conclude the
head motion about x, y, z axis and cosine degree. We collected
above-mentioned data from 11 participants. In training phase,
we utilize each participant’s features to train each machine
learning model, respectively. We prepared the models as
many as participants. Each classifier trained only one person’s
training data which correspond to own model.

D. Prediction of Human Internal State

In this part, classifiers predicted new sample person’s in-
ternal state from test data of a new sample which trained
each person’s training data. In our architecture, the number
of classifier is same with the number of trained people. In the
aspect of variance of ensemble machine learning architecture,
individual difference of each trained person is correspond to
variance. When our architecture increment machine learning
models which trained each person’s feature, the variance
become larger number. We utilized non-verbal information as
training and test data.

E. Similarity Calculation Considering Gaussian Distribution

We aim to calculate the person-person similarity. For build-
ing robust predicting human internal state system, the multi
characteristics model is necessary to adapt to new user by
using appropriate trained models. We considered to utilize the
idea of applicability domain [27]for estimating relationship
between new user and trained models. Applicability Domain
is index of reliability of machine learning models for pre-
dicting unknown parameters. More details, it explained the
distribution of dataset which trained a model and it tells
us which unknown data should not apply for this machine
learning models. In our architecture, applicability domain of
each models are represents types or individual user that the
model are good at.

For the calculating data distribution of the applicability do-
main, our architecture utilized the Gaussian distribution which
is a theoretical distribution with finite mean and standard
division. First, the means and standard divisions of each non-
verbal features are calculated and generated each feature’s
Gaussian distributions by using each means and standard
divisions. This Gaussian distributions are correspond to each
trained models. Second, we prepared the test data for calculat-
ing applicability domain by using Gaussian distributions. As
the test data, we calculate the first and third quartiles which
used in box-whisper plot. Finally, we calculated lower-tail
probabilities by using first and third quartiles and Gaussian
distributions. In this experimtent, we utilized the lower-tail
probabilities by using first and third quarties which calculated
by each participant’s Gaussian distribution as similarity score
between a trained model and new sample.

Before new sample data apply to the Gaussian distribution,
these data are normalized to 0-1 scores. Fig. 4 shows about
centering.
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Fig. 4. Centering the value of each features.

IV. RESULT

In this section, we describe about the prediction score
of each models and relation between data distribution and
prediction result. We evaluated that the calculation method
by using data distribution (gaussian distribution) is related to
prediction result for each person by using each models.

A. The Prediction Result

We utilize each participant’s features to train each machine
learning model, respectively. We prepared the models as
many as participants. Each classifier trained only one person’s
training data which correspond to own model. The prediction
accuracy of each models shows in tablel. This table has 6
out of 11 participants’ data. Each participants are described
as A, B, C, D, E, F, respectively. The row of the table shows
each participants data which utilized as test data. In contrast,
the column of the table shows each multilayer perceptron
models which trained each person’s data. There are several
difference between the parameters in the rows and columns
of the table, because the meaning of the rows and columns
of table 1 is a little bit different as trained models and test
subjects. Furthermore, We could clearly divide the “certain”
and “uncertain” label from the data in yaw and roll of rotation
axis of head by statistical analysis of block whisper plot. Fig
5 shows the participant A’s parameter relationship of “certain”
and “uncertain” labels. In other person, there are difference of
features which divide “certain” and “uncertain” label clearly
such as participant A’s yaw, roll.

B. The Relation of Data Distribution and Prediction Result

Table 2. shows the probabilities which is the difference
between low-tail probabilities of third quartiles and proba-
bilities of first quartiles. This table has also 6 out of 11
participants’ data. Each participants are described as A, B, C,



TABLE I
THE PREDICTION ACCURACY OF EACH MODELS

Test Sample

A B C D E F
Training Data | A - 640 79.1 659 833 913
B | 375 - 604 574 761 804
C | 792 580 - 787 809 82.6
D | 789 68.0 64.6 - 714 739
E | 563 680 813 4638 - 76.1

F | 750 640 792 51.1 833 -

D, E, F, respectively as same with table 1. The row of the table
shows each participants data which is probabilities parameter
which is the difference between low-tail probabiliries of third
quartiles and probabilities of first quartiles. In contrast, the
column of the table shows each multilayer perceptron models
which trained each person’s data.

For evaluating the relation of data distribution and prediction
result, we compared between the scores of table 1 and table 2.
We checked cols correspond to the participants. For instance,
the scores of participant A in table 1 and table 2 of cols are de-
scribed the relationship with each other participants. Regarding
the participants A, the sequence of the number in the table 1 is
same with table 2 only except for test data of participants F. In
other participants, the prediction accuracy of each models cor-
respond to the relationship between Gaussian distribution and
quartile parameters. Regarding with the comparison between
data distribution by using Gaussian distribution parameters and
prediction result, we checked which test data is good with a
trained model. Thus, the columns of the table 2 are selected as
indicator of relationship. This parameters apply as the weights
of multi characteristics architecture.

However, some of sequence are not correspond to the
other one. In this experiment, we calculated simply sum of
the relationship by using gaussian distribution. It is further
considerable about the method of integrating probabilities.
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Fig. 5. The sample of Box Whisper plot. We could clearly divide the
“certain” and “uncertain” label from the data in yaw and roll of rotation axis
of head. In other person, there are difference of features which divide “certain”
and “uncertain” label clearly such as participant A’s yaw, roll.

V. CONCLUSION

We have presented similarity calculation between new user
and trained user by using gaussian distribution of each models

TABLE II
THE CORRELATION BETWEEN GAUSSIAN DISTRIBUTION AND QUARTILE
PARAMETERS
Third Quartile - First Quartile

A B C D E F
Gaussian Dist | A - 1281 1.684 1.488 1.849 1.762
B | 1.446 - 1.619 1572 1.823 2.002
C | 1.351  0.966 - 1.755 1935 1.454
D | 0.723 0.875 1.108 - 1.550 1.173
E | 0787 0.867 1234 1.367 - 1.161

F | 1.304 1.147 1583 1465 1.223 -

for a multi model machine learning architecture, that can
predict human internal states which affected by personal
individual difference. From these insights, we utilize the multi
person’s characteristic machine learning model which has each
human’s characteristic type. Our model utilized models which
over fitted to each person characteristics. Generally speaking,
over fitted model is inappropriate to utilize for classification,
because previous works generally considered to create single
model to classify in any case. Our approach integrated the any
over fitted models. Our architecture estimated human internal
state, confident unconfident from motion which is the non-
verbal information. In the empirical result, we confirmed that
gaussian distribution of each user model correspond to the
performance of models.
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