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Abstract—In this paper, the distributed fault accommodation
problem is studied for a class of interconnected nonlinear systems
with event-triggered control and inter-subsystem communica-
tions. Each subsystem is subject to potential faults resulting
from the local dynamics and/or transmitted from neighboring
subsystems. The time periods before and after the fault detection
in each subsystem are considered and corresponding event-
triggered controllers are proposed, where the neural network
based adaptive approximation technique is used to estimate the
fault effect online. The closed-loop stability of the interconnected
system with the proposed event-triggered fault accommodation
controllers is rigorously analyzed.

Index Terms—fault accommodation, nonlinear systems, neural
network, event-triggered control

I. INTRODUCTION

To enhance the reliability and safety of interconnected
systems, various fault-tolerant control and fault accommoda-
tion methods have been reported under different fault and
system scenarios. To mention a few, the cyclic-small-gain
methodology is used in [1] to form a decentralized fault ac-
commodation scheme, the backstepping method with adaptive
approximation is employed to deal with the delayed process
fault [2], the dead zone phenomenon and bias actuator fault are
considered in [3], a neural network-based decentralized fault
accommodation is proposed in [4, 5], fuzzy approximation-
based actuator fault-tolerant is proposed in [6], and partial
and coordinated communication based fault accommodation
schemes are proposed in [7, 8], respectively. Note that the
above mentioned results are all based on continuous inter-
subsystem measurement and control implementation.

For the distributed control scheme of the interconnected
system, inter-subsystem communication is essential. As each
subsystem may not be collocated, the inter-subsystem com-
munication burden may increase significantly with increasing
the scale of interconnected systems. Moreover, the actuator
has to respond to the control signal updating all the time. To
reduce communication burden and extend the lifetime of the
actuators, there is a need to balance the control performance,
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communication resources, and signal quality. To address this
problem, the event-triggering approach provides a promising
alternative since signals are aperiodically sampled and trans-
mitted when needed, instead of all the time. The basic stability
and triggering scheme dynamics (nonzero inter-event time or
exclusion of Zeno behavior) of event-triggered control have
been studied, e.g., see [9-12].

In this study, we focus on balancing the communication
burden, control performance, and, most critically, fault toler-
ance; thus, an event-triggered fault accommodation scheme
for a class of nonlinear uncertain systems is first proposed.
In contrast to [11, 13], both the inter-subsystem communica-
tion and the controller to actuator communication are event-
triggered. Each subsystem is subject to modeling uncertainty,
interconnections with neighboring subsystems, and potential
process faults arising from the local dynamics or transmit-
ted from a neighboring subsystem. A full lifecycle of fault
accommodation is designed, where the time periods before
the occurrence of a fault, after the detection of a fault, and
within the occurrence time and detection time of a fault (fault
detection delay) are considered. An event-triggered nominal
controller is proposed for the time period before the detection
of a fault, and the event-triggered fault accommodation control
scheme is proposed for the time period after the detection of a
fault, where the neural network based adaptive approximation
technique is employed to approximate the unknown fault
effect with the event-triggered inter-subsystem measurement.
The fault accommodation system stability during the overall
lifecycle is rigorously analyzed. The main contribution of
this work is the fault accommodation strategy design and
analysis for the interconnected system with event-triggered
inter-subsystem and control signal communications.

The rest of the paper is organized as follows. The system
description, triggering scheme, and problem to be solved are
presented in Section II. The event-triggered nominal controller
design and analysis are given in Section III, and the details
of fault accommodation scheme are given in Section IV.
Concluding remarks are given in the last section.



II. PROBLEM FORMULATION

We consider a class of nonlinear systems, comprised of m
interconnected subsystems. The i-th subsystem, ¢ € M =
{1,...,m}, is described by:

.C'Eij = Ii(j+1)7 j = 1, Gy — 1,

Tin, = fi(zs) + gi(xi)u; + ni(xi, ) (1)
+7i(Z:) + Bi(t — To)hi(z}),
where z; = col{x;1,..xin,} € R™ and u; € R are the

state and input of the i-th subsystem, respectively. Let M;
be the index set containing all the neighboring subsystems
affecting the i-th subsystem, then M; = M; U {i} is the index
containing all the subsystems affecting the i-th subsystem.
Based on the index sets, Z; = col{...,z;,...} € R™ is the
state of the neighbors of the i-th subsystem, where j € M;;
¢ = col{...,x;,...} € R™ is the augmented neighboring
state of the i-th subsystem, where [ € M;. The functions
fi: R™ — R and g; : R™ — R are continuously differen-
tiable functions representing the nominal dynamics of the i-th
subsystem (g; # 0), while 7; : R™ x RT — R is a continuous
function representing the unknown and unstructured modeling
uncertainty of the i-th subsystem; ~; : R™ — R is a con-
tinuous function characterizing the interconnections between
the i-th subsystem and its neighbors; h;(Z¢) : R™ +— R
represents the fault effect in the i-th subsystem resulting from
its local dynamics and/or neighboring dynamics due to the
interconnections; and scalar function j3;(t — T3) characterizes
the time profile function for the potential system fault in the
i-th subsystem and T{ is the fault occurrence time in the i-
th subsystem. In this study, we consider abrupt faults, where
Bi(t—T¢) = 0 when t < Tj and 3;(t —T¢) = 1 when ¢ > T¢.

In this paper we consider the fault accommodation design
problem, which is initiated after a fault is detected. Let
the fault detection time be T for the i-th subsystem. The
following assumptions will be used for control design.

Assumption 1. For i € M and T} <t < T, it holds that
|hi(z¢)] < ey, where €7; € RT is an unknown constant.

Assumption 2. For i € M, z; € R™, and z; € R™, it holds
that |%(:El) — %(ﬁl)| <ly; HEZ — Z;||, where I, ; € RT is the
known Lipschitz constant.

Assumption 3. For ¢ € M, z; € R™, and t > 0, it
holds that |n;(z;,t)| < 7;(x;,t), where 7;(x;,t) is a known
continuously differentiable bounding function.

Assumption 1 means that the magnitude of the possible
fault in each subsystem remains bounded before the fault is
detected. This is a reasonable assumption for control design
as in the literature [14]. Assumption 2 presents a general
requirement about the structure of the interconnections. To
focus on the fault accommodation controller design and save
computation resources, the global Lipschitz condition is as-
sumed; however, the piecewise Lipschitz condition also works
for the proposed controllers as can be seen in the following.
Assumption 3 characterizes the upper bound of the local
modeling uncertainty for the ¢-th subsystem.

Considering the distributed location of each subsystem, the
event-triggered scheme for the inter-subsystem information
transmission is adopted to save the communication resources.
Thus, for the local controller, its neighbors’ state information
is not continuously accessible, but determined by an event-
triggered scheme. To ensure the control performance, the
local measurement is available to the local controller. At the
same time, to reduce the updating of the actuator and extend
the lifetime of actuators, an event-triggered control signal
transmission/updating scheme is considered. To characterize
the event-triggered signal transmission, two monotonically
increasing sequences for the i-th subsystem are introduced:

Ti e = .07 ; ; k= 07+ (2)
5 inf{t > 70, 4|5} keNT,
i 0, k=0,

Tek = { inf{t>7i, S}, ke N¥, ®)

where T; , is the time sequence for the state infor-
mation transmission and szk is the time sequence for
the control signal transmission. S¢ and S! are Boolean
variables denoting the corresponding triggering condi-
tons: S1 = ly—d@i > wila] + 2 and
St 2 {llui — ]l > wi Jus)| + iVt =77}, wherel € N,
j € M,;, z; is the received state by the controller of the
connected subsystems with the i-th subsystems, u; is the
received control signal by the i-th subsystem (actuator output
or system input of the ¢-th subsystem), and u; since here is the
controller output as the event-triggered control implementation
is used. Nonnegative scalars w’, z¢, w’, and z! are the event-
triggering parameters and w? € [0, 1).

Based on (2) and (3), for the i-th subsystem with j € M;,
we obtain:

Bi(t) =aj(ri 1), tE [Tl 1. Tir), 4)

Wi(t) = wi(rl_y), te€[rle 1 Tie)- (5)

The definitions in (3) and (5) imply two triggering scenarios
of control signal transmission in the local controller. The first
one is triggered by the neighboring system state information
updating in the local controller, and the second one is triggered
by the local controller output evolution. For the considered
distributed control scheme, the neighboring system state and
the local control signal are the input and output of the local
controller, respectively. Hence, both the input and output
changing of the local controller can trigger events for local
control signal transmission. This triggering scheme design is
motivated by the distributed control scheme and the dynamics
of the controller.

In this study, an event-triggered fault accommodation strat-
egy will be proposed to cover three time periods for each sub-
system: fault-free period (¢t < T¢), fault detection delay period
(T¢ < t < T%), and post-fault detection period (t > T7). For
the event-triggered fault accommodation strategy, a nominal
controller will be designed for each subsystem for the period



before the detection of any fault. Based on the adaptive ap-
proximation approach, an event-triggered fault accommodation
law will be initialized to reconfigure the nominal controller
after a fault is detected in the local subsystem. The stability
under event-triggering properties of the overall closed-loop
system will be presented for each of the three time periods
of control.

III. EVENT-TRIGGERED NOMINAL CONTROLLER

In this section, an event-triggered control design is proposed
for each subsystem in the time period before any fault is
detected (t < T¢ and Tj < t < T). The closed-loop stability
analysis will be established as well.

A. Event-Triggered Nominal Controller Design

For the ¢-th subsystems, where ¢ € M, the original system
description is rewritten as:

&y = Ax; + B[fi(%;) + gi(2:)U; 4 ni (w4, 1) ©)
+7i(Zi) + Bi(t — Tp)hi(z7)],
where
Oy — I, _ Oy —
A= (n;—1)x1 n;—1 :|’ B=|: (n;—1)x1 ]
0 01%(ni—1) 1

Note that %, is utilized in (6), due to the event-triggered control
implementation.

For the event-triggered controller design, the event-induced
discrepancies in the controller input and system input for each
subsystem will be analyzed. Based on (2), we have

lzj = 51l < wl a5 + 24, 5 € M. @)
Based on (7), the overall event-induced discrepancy in the
input of the ¢-th local controller is characterized as

|z — 2| < Z (w] |25 + 22). ®)

JEM;

Regarding the control input, based on the definition of S! in
(3), we obtain that

lu; — ;| < W' |ug| + 25, i€ M, 9)
where the “or” logic operation in S’ ensures the existence of
the upper bound for |u; — 4;|. Based on (9), we have

;= (14 0wl u; + 0527, (10)
where &%, 0% € [—1,1]. Here, the unknown parameters &} and
05 are introduced to denote the discrepancy in system input,
compared to the corresponding controller output. Resulting
from the relative and constant triggering portion design in
S?, both multiplicative and additive discrepancy portions can
be found for system input ;. Thus, taking (8) and (10) into
consideration, a nominal controller for the i-th subsystem is
designed as follows:

Ujg (t) = uo,i

(11)
1 ~
- M{ [Kiz; + fi(z:) +i(Zs)]
Kz, + fi(x;) + %(:El)}

i (X4, T
+ 7;(x;,t) tanh {ein (@ )]
Wi 2

s Y (Wl 2]+ )

jeM;
> (wilEg] + 22)

X tanh [ei

Wi 4

+ 2% gi(2;) tanh [eigi(xi)} }

where ¢; = BTPx;, wiy € RT (I = 1,2,3,4) are the
controller parameters, and K; is the stabilization gain such
that A — BK; is Hurwitz. For a given Q); > 0, positive definite
P; is the solution of (A — BK;)T P, + P;(A — BK;) = —Q;.
B. Event-Triggered Nominal Controller Analysis

In this section, the stability of the considered interconnected
nonlinear system will be analyzed.

Consider the Lyapunov function V; = %x?Pi:ci for the ¢-th
subsystem. First, we will focus on the time period ¢ < Tj
for the i-th subsystem. Based on the actuator output and the
system dynamics in (6), the time derivative of V; is deduced
as

1
- §$iT(ATPi + PiA)z; + e[ fi(w:)
+ gi(xi)ﬁi + 771(%‘,‘, t) + ’}/L(.fl)}

The following lemma will be used in the sequel.
Lemma 1 [15]. For any a € R" and b € R, it holds that

|b| — btanh (Z) < ca,

where ¢ satisfies that ¢ = e~ (¢t1) (¢ ~ 0.2785).

Based on the designed event-triggered nominal controller
in (11) and Assumption 2, the following inequalities can be
obtained:

Vi < - %miT[(A — BE;)" P, + Pi(A - BK;)|z;
+ e[ Ky + fi(ws) + (@) + giws)
+ i@, t) + 7 (Ti) — 7i(2)]
<- %%TQM“@' + e[ Kz + fi(z:)
+ %i(Zi) + gi(xi) ]
+leimi(ai, )] + by lel || 2 — 2

v, —
(12)

13)

(14)

Next, we replace ; in (14) by (10). Since the parameters 0%
and &4 are unknown in (10), we will quantify their effect first.



Now, let’s check the term e;g;(;)(1+ 0w’ )u;. Recalling the
property that “tanh” is an increasing function with tanh(0) =
0, we have that e; tanh(e;) > 0. Since w’ € [0, 1), based on
(11), we obtain

eigi(wi)u; < 0. (15)
Thus, we have
V; < - %%TQNH + e[ Kz + fi(2i) +7i(Zs)
+ g9i(%) (1 + 6jwe)u; + gi(w)032¢]
+ leani (@i, )] + Ly leil |75 — 24|

1 R
<- izeriIi +ei[Kixy + fiw;) + vi(x;)
+ gi(i) (1 — whug) + |eini (@i, 1)

+ Ui lel |2 — 24| + leigi(ai)] 22

(16)

Based on Lemma 1, the controller given in (11), the event-
induced discrepancy in (7), and Assumption 3, the following
result can be obtained from (16):

. 1
Vi < =5 Qi+ cw, (17)
where w; = w;1 + wi2 + wi3 + zlw; 4. For the overall
interconnected system in the fault-free case, let V = > V,,
ieEM
then
V< Z —lx-TQ-x- + cw;
= 2 i g [
ieM
<N (=8p3Vi + cwy), (18)
ieM

where 0, ; = % > 0. Based on (18), we know that the
overall interconnected system is uniformly ultimately bounded
for the time period when all the subsystems are fault-free and
controlled by the nominal controllers given in (11), since cw;
is bounded.

Now, considering the fault detection delay case for the i-th
subsystem (Tj < t < T7%), where 3;(t —T¢)h;(z¢) # 0. Based
on (17), the time derivative of V; satisfies that

. 1
V; < 5[—95?@% + 2cw; + 2e;hi (Z8)]. (19)
Referring to Assumption 1, we obtain
2e;h;i(78) < xixt xi + XflafﬂiBTPQB, (20)

where y; > 0. Note that, as ; > 0, Ix; > 0 such that
Qi = Qi — xiI > 0, for example, x; < Omin(Q:). Thus,
combining (19) with (20) yields

Vi < —63,iVi + cwy i,

where 8, ; = % and cw, ; = cw; + %Xi_lgi"iBTPQB.

Since the fault occurrence time and fault detection time
among subsystems are different, the case considered here is
to verify the stability of the overall interconnected system,
where some subsystems are subject to fault detection delay

21

and controlled by the corresponding event-triggered nominal
controllers as in (11). As some subsystems are faulty, based
on (18), we have

V S Z (_5)(,2"/2' + wa,i)~
ieM
Comparing (22) and (21) with (18) and (17), respectively,
one knows that the bounded stability conclusion for the
interconnected system during the fault-free time period holds
before any fault is detected, but may correspond to a larger
state upper bound.

We summarize the above discussion of closed-loop stability
for the interconnected nonlinear system by the following
Theorem.

Theorem 1. Let Assumptions 1-3 hold. The event-triggered
nominal controllers in (11) with the triggering scheme (2)-(5)
guarantees that the state of the interconnected nonlinear system
(1) is uniformly ultimately bounded, prior to the detection of
a fault in any subsystems.

(22)

IV. EVENT-TRIGGERED FAULT ACCOMMODATION
CONTROLLER

In this section, the event-triggered fault accommodation
controller design and analysis will be presented. Adaptive
approximation approach with the event-triggered measurement
will be used to deal with the fault effect for any the i-th
subsystem after ¢ > T, where i € M.

A. Event-Triggered Fault Accommodation Controller Design

For the i-th subsystem, to get sufficient information of the
occurred fault after ¢ > T7;, we employ the following neural
network-based approximation model:

hi(z$,0;) = 07 7i(2), (23)

where h; is the approximation of h;, 6; € R™%¢ is the neural
network weight vector, and ; is the preselected Radial Basis
Function vector.
To measure the performance of the adaptive approximation
based on (23), an optimal weight vector 0 is introduced:
07 =arg inf { sup
0;ER™0 | zeeXg

} N C2))
where X C R™ .

To facilitate the fault accommodation controller design,
based on the optimal approximation weight vector, the approx-
imation error or parameter uncertainty is further characterized
by the following assumption.

Assumption 4. For ¢ € X¢, ¢t > T: and i € M, it

holds that |h; (2%, 0F) — hi(2%)| < pi, where p; € R* is an
unknown bounding parameter.

Regarding the unknown bounding parameter p; and the
optimal weight vector 0, their estimation p; and 6, are in-
troduced for a feasible fault accommodation controller design,
respectively. Due to the online estimation of these parameters,
the fault accommodation controller will be dynamic, which is

different from the nominal controller.

hi(z$,0;) — hi(zF)

7




Taking the even-induced discrepancies in (8) and (9) and
the fault approximation in (23) into consideration, the event-
triggered adaptive approximation-based fault accommodation
control law is designed as follows:

Ui = Uo.i + U,

Uf; =— W{ [ézrﬂ(f%?) + ﬁis(ei)}
X tanh [ HT & Z,;:pZSl(el) }’ (25)

?i = Hﬂi@?)ei - %Hiei, (26)
pi = Tieisi(ei) — Fé;ﬁia
where u, ; is given as in (11) and s;(e;) = tanh (;fﬁ). Wi 5,

wi 6, kg, and &, are the positive controller parameters. IT; > 0
and I'; > 0 are the learning rate for ; and p;, respectively.
It can be seen that u; in (25) is modularized, where u,, ; is

used to deal with the general dynamics of the i-th subsystem
and uy ; is designed to deal with the general fault effect.

B. Event-Triggered Fault Accommodation Controller Analysis

In this section, the stability analysis will be presented for
the faulty interconnected nonlinear system.

With (23) and (24), we can rewrite (6) by using the
approximation model as

_A$1+B[fz(xz)+92( )UH-?%( L, )
+ () + hi(B]) — hi(F,07) + ha(TF,67)). (27)

For the i-th subsystem after ¢ > Té, consider a Lyapunov
function:

Vf =V, + 9TH

: 2F 28)

where @ = éi — 07, pi = pi — pi, and V; is defined in Section
III. Taking (27) with (10) into (28), the time derivative of Vy ;
is obtained as

sz = — lx (ATP + P A)x; + e[ fi(xi) + gi(x;)
(1 + Stw ) ug + gi(2) 0528 4 mi (24, )
+ 7 (Z;) +hi(§3i) hi(z8,07) + hi(z2,07))

+ 0711740, + —ﬁiﬁi.

5T, (29)

Based on (16) and the conclusion for u, ; in (18), (29) can be
deduced as

Vys < - 350 (ATP, + PA)as + eilfio:) + gi(a)
x (1— )ui + (i, t) + vi(ZT)
+ hi(Z8) — hi(22,07) + hi(z2,67)]

+lesgi(@)] 2 + 07T 10, + fﬁi/éi

1 .
< — ix?lel + cw; + ei[gi(wi) (1 — we)ug;
+ hi(Z8) — hi(22,07) + hi (2, 07)]

o ~ 1
OTTI0; + — pi ;. 30
+0; 170 + o, P p; (30
Substituting s ; in (25) with (26) into (30) yields
) 1 ,
Vii <— iszini + cwi + ei[gi(z:) (1 — wi)uy,;
+ 7T1T(§7;1)9:< + ﬁisi(ei)] + eiﬂ'T(.%;l)éi
— et (20)0F — k5070,
— L pipi + cwispi
I ’
1 o~
< — §$¢TQi$i + |lesb; || i + cw; — kH0F 0;
i
— Lpipi + cw; 5 + cw; 6pi, 31)

r;
where 7; € RT is the maximum of 7; (it can be known
that 7; > Hm(@) - Wi(fi)H). Note that the term | e;07 || 7
is resulted from the event-induced state discrepancy for the
local controller.
Similar to (20), we have

_ T, T
llei0; || 7 < 12 )

i + o—max(BTP2 B) 671>, (32)

2w

where w; is a positive scalar such that Q ; = Q; —T;ww; L > 0
(e.g., mw; < ”“““(Q ) By completing the squares for the cross

terms in (31) and based on (32), we have
Vii < —0niVii+ cni, (33)

where

Omin(Qw,i) ’%é Kl }
Urnax(Pi) ’ Umax(H;1)7 P
Hi 771‘ * (12
Ch,i = (?9 + ngmax(BszB))Hei ||
i

2F

For the case that some subsystems are controlled by the
event-triggered fault accommodation controller as in (25),
combining results in (17) and (21) with (33) implies that the
overall interconnected system is uniformly ultimately stable
(following from the conclusion for (22)). Note that, due to the
asynchronous fault accommodation controller switch among
different subsystems, the event-triggered nominal controller

On,i = min{

+ cw; + CWi. 5 + CWi 60i-




and fault accommodation controller may be used simultane-
ously for the interconnected system. Comparing (33) with (21)
and (17), it can be known that the controller switch will not
destabilize the corresponding subsystem and also the overall
interconnected system. The difference is that the residual cw, ;
may be unbounded without the fault accommodation after the
detection of any fault, and its effect can be decreased by using
the fault accommodation scheme.

The following theorem provides a summary for the event-
triggered fault accommodation controller.

Theorem 2. Let Assumptions 2-4 hold. The event-triggered
nominal controllers in (25) with (11) under the triggering
scheme (2)-(5) guarantees that the state of the nonlinear
interconnected system (1) is uniformly ultimately bounded,
after the detection of a fault in any subsystems.

V. CONCLUSIONS

The event-triggered fault accommodation for interconnected
nonlinear systems has been studied. The inter-subsystem and
controller to actuator communications are determined by the
predefined events. The target control schemes for fault-free,
fault detection delay, and post-fault detection time periods
have been proposed, and uniformly ultimately bounded control
performance for the overall interconnected system can be
guaranteed.
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