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Abstract—Automatic Hand detection in vehicles achieved best
performances using deep learning approach. MS-FRCNN and
MS-RFCN are the models that achieve the state of the art
results on the viva hand detection challenge. These models,
unfortunately, require important resources to operate (more than
7 Giga bytes GPU) which presents an important limit for their
large scale applications. In this paper, we address the viva
challenge of hand detection in vehicles using simpler models
and low computer components (2 Giga bytes GPU). We found
that the ZF model is highly adequate for the problem and more
importantly, it overpasses remarkably the precisions of complex
model of literature MS- FRCNN. The experiment result of ZF
model on the viva database shows (AP = 91.5%, AR = 85.7%
at level one and AP = 80.5%, AR = 69.5% and Fps = 04 s
at level two in measures of Average Precision (AP), Average
Recall(AR) and Frame per seconds (Fps). These results of ZF
reached the fourth place on the viva hand detection challenge.
Furthermore, relying on the lateral inhibition concept that allow
better generalization for non-learned cases, we enhanced the
ZF model precisions by its application on both modules (RPN
, RCNN). The application reduces the false positives results
presented in the ZF model and the precisions obtained are less
than the ZF model and better than many models of literature
including Yolo, Modified-Faster Rcnn and ACF.

Index Terms—Automatic hand detection, deep learning, ZF
model, lateral inhibition, normalization layer, Faster R-CNN

I. INTRODUCTION

The hand detection problem has been the subject of in-
terest of recent work of literature, it has been studied in
several application domains including the new generation of
smart vehicles. In fact, with the appearance of deep learning
and convolution neuronal networks (vision-based), the hand
detection achieves the best performances in front of most
difficult challenges including hand variations, occlusions, low-
resolution, lighting changes, varied hand shape and viewpoints
[11[2]1[3]. The secret behind the best performances is due to
the parameters sharing and sparsity connections proprieties
of convolution networks. They allow a robust decomposition
and accumulation of feature descriptors for hand regions. The
methods of hand detection in vehicles using deep learning
[1][2] have adapted the models of Faster R-CNN framework
[4], VGGI16 [5] and Resnet [6] respectively. These models
require lots of resources to operate (7 giga bytes GPU memory
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for VGG16 and 8 giga bytes GPU memory for Resnet) which
create an important problem for their application on computer
low components-based. In this paper, we exploited and adapted
the problem of hand detection in vehicles using the lightest
version of Faster R-CNN : the model of ZF (Zegler and
Fergus) [4]. The experimentation results showed that ZF model
handle remarkably the problem of hand detection in vehicle
using low computer components and achieved the fourth place
in the viva hand detection challenge. The ZF model is shown
in Figure 1. The model is learned using the Caffe Framework
[7] and evaluated using the Viva Hand Detection Challenge
Database [8]. The proposed method achieves remarkable preci-
sions and speed in front of the challenges presented in the viva
database (L1-AP =91.5%, L1-AR = 85.7% / L2-AP = 80.5%,
L2-AR = 69.5% and Fps = 0.4 s) (see Figure 2). The rest of
paper is organized as follows. In Section2, we present some
works of hand detection in literature, we present the standard
architecture of Faster R-CNN using ZF, VGG and Resnet
models and finally, we present a brief presentation of the viva
hand detection database used in our experiment. In Section 3,
we explain how we adapt the ZF model to the problem of hand
detection. Next, in Section 4, we illustrate how we proceed to
learn the ZF model with the obtained performances in measure
of AP, AR and Fps. Finally, in Section 5, we conclude the
work.

II. RELATED WORK

The hand detection problem presents an active field of
computer vision and it has attracted numerous application
domains such as augmented reality [9] [10], virtual reality [11]
[12], human computer interaction [13] [14] [15] [16] [17] and
smart vehicles [1] [2] [18] [19]. In this section, we will interest
to the methods designed for smart vehicles. Several methods
have been proposed, in this study, we divided them in two
categories: classic methods and deep learning methods.

A. Classic Methods

The classic methods of hand detection start by extracting
features from the image beforehand then, they try to generalize
them by applying some machine learning algorithms. Mittal et
al [18] proposed a well performing automatic hand detection
method based on multiple proposals. The method is based
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Fig. 1. The light version of Faster Rcnn Object Detection (ZF model : 8

layers over 2 connected modules RPN+ RCNN)

Fig. 2. Some results of hand detection obtained from the Viva hand database
using the light version ZF models of Fatser R-CNN.

on two-stages: hypothesize bounding boxes and then, their
classification. The hypothesize stage represents the results of
three independent hand detectors (sliding window hand-shape,
context-based and skin-based detectors), then the proposal

regions are passed to a learning phase for their classification
using a confidence score, the common results between these
three proposals will be considered as hand regions. Zhou et al
[19] handled the problem of hand detection using the concept
of context aware hierarchy. Due to the sensitivity of classic
descriptors in front of difficult challenges (strong lighting
changes, occlusions, shadows...), the authors have incorporated
the concept of context-aware in order to generalize well the
detection of the hand. From the input image, they start by
estimating the camera viewpoint, then a pre-proposals hand
regions will be estimated. These last will be refined and
cleaned using the information of context-aware (shape-fitting,
spatial filtering and mutual voting). Although these methods
succeeded to provide acceptable results of hand detection in
vehicles, they are still sensitive to the difficult challenges
appearing in the hand scenes, which make their applicability
very restrictive and limited.

B. Deep Learning Methods

The deep learning methods are based on a deep neuronal
model (more than one hidden layer) accompanied with a big
set of examples (more than 3000 images with their anno-
tations), then through backpropagation iterations the model
learn how to detect the object. Several frameworks have
been developed for object detection where the hand detection
problem makes part, the most known frameworks are Faster R-
CNN [4], Yolo [20] and SSD [21]. Faster R-CNN is the most
used for hand detection. The hand detection problem for viva
challenge has been exploited in the literature using two models
of Faster R-CNN, VGG and Resnet. The pre-trained value
available for these models have been trained and evaluated
on the famous databases Coco [22] and Pascal Voc [23] to
detect and to localize several classes in the image (about 20
classes). According to the authors of [1] [2], the ROIs (region
of interests) function of hands are much complex than the ROIs
function of Coco and Pascal Voc classes. The performances
of the application of VGG and Resnet models (using the
pre-trained values of Coco and Pascal Voc) for the hand
viva challenge are less robust, the models do not generalize
well for the case of hand images. Therefore, to overcome
this lacuna, the authors modified the models by adding some
extra layers with normalization to achieve the performance
needed/wished. In [1], the authors modified the model of
VGG16 to produce a new model named MS-FRCNN (Multiple
Scale Faster Region-Based Convolutional Neural Network)
(see Figure 3). Based on their experiments, they argued that
the VGG16 is not suitable for hand detection. Due the small
region spaces that the hand occupies in the image, due to their
low resolutions as well as the difficult challenges presented
in the scene (lighting changing, occlusions..), the features
maps representing the spatial information of the hands are
less representative. In addition, because of the small regions
of the hand, the information collected along the deeper layers
of VGG16 are collected outside the region of interest, which
is not significant. Therefore, to resolve these problems, the
authors combined the local features (last layer) with the global



features (some previous layers) to enhance the description
quality of the hand, and that in both stages (RPN an RCNN).
In addition, to avoid that the values of a specific layer in
the combination phase dominate, a normalization operation is
applied to every layer in order to equilibrate their contribution
in the combination.
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Fig. 3. MS-FRCNN model proposed in [1] for hand detection in vehicule
(modified version of VGG16 Faster R-CNN)

In [2], the authors enhanced their previous work using a
deeper model, Resnet with 101 hidden layers instead of 16 of
VGG. In such model, the features maps generated at the last
layer will be more representative but very sensitive to small
scale regions. However, to enhance the capability of Resnet
in front of small scale regions of the hand, a concatenation
of several features maps of previous shallower layers with the
last layer is established, the final model produced is named
MS-FCN (Multiple Scale Region-Based Fully Convolutional
Networks) (see Figure 4). In MS-FCN, low-level localization
information (last layer) with high-level semantic information
(some previous layers) are regrouped. In fact, the main differ-
ence between the MS FRCNN and MS FCN is that the first
one is designed for hand detection in vehicles only, the second
one instead is for hand detection in vehicles and the wild.
Although these modified Faster R-CNN models presented the
state of the art results on the viva hand detection challenge,
they consume lot of resources to operate which present their
major limit.

After mentioning the most recent methods of hand detection
in vehicles using deep learning approach, it will be convenient
to present the framework that they have been based on : Faster
R-CNN.

C. Faster R-CNN

Fatser R-CNN [4] is one of the most famous neuronal
network applied for object detection. It is composed of two
modules, the first module RPN (Region Proposals Network)
starts by hypothesis region proposals then the second module
Fast R-CNN (Fast Regional Convolution Neuronal Network)
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Fig. 4. MS-FCN model proposed in [2] for hand detection in vehicule
(modified version of Resnet Faster R-CNN)

tries to classify the proposed regions (see Figure 5). These
modules RPN and Fast R-CNN have been unified in one
single network through the sharing property of the convolution
operation. In fact, several version of Faster R-CNN have been
proposed, we cite ZF (8 layers), VGG (16 layers) and ResNet
(101 layers) models. These versions are different in term of
the total number of parameters learned in both modules, the
number of layers as well as the number of shared layers. These
differences will affect the performances of the detector for a
particular problem, generally the more complicated or deeper
network is, the more time and resources it will consumes and
the more precision it will gain.
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Fig. 5. Faster R-CNN architecture flowchart describing the connectivity and
the sharebility of RPN and Rcnn modules.



D. Viva Hand Detection Challenge

The VIVA[8] (Vision for Intelligent Vehicles and Appli-
cations) challenge presents a big number of hand images in
vehicles designed for machine / deep learning applications.
It contains 5500 images for learning and 5500 for testing,
the learning images are accompanied with hands annotations
reflecting their positions in the images and the testing images
are for generalization. The images are collected from 54
videos all over the web, captured from 7 viewpoints under
uncontrolled environments, including illuminations changing
and occlusions

III. PROPOSED METHOD

The success of any object detection network in the deep
learning approach is based on its efficiency in region proposals
stage and/or their refinement in the classification stage. Using
the Faster-RCNN framework and based on the concept of start-
ing learning with the simplest model first [24], we chosen the
ZF model. As we mentioned above, the ZF model represents
the light version of Faster-RCNN, we could run the learning
phase on a computer with low components (2 Gigabytes GPU).
For which concern the difficult challenges presented in the
viva dataset and how they have been treated by the authors in
[1] [2], we considered them differently (using the ZF model).
Theoretically, in the context of deep learning, the difficult
challenges presented in the viva dataset as (low resolution,
strong lighting changing, occlusions) should be treated im-
plicitly with the model trough the decomposition over layers
and deeper volumes of feature maps. The suitable model you
have with the sufficient data you provide will define adequate
parameters for these challenges. Therefore, our experiment
using the ZF model on the database of Viva hand detection
shown that the model succeeded to detect the majority of the
hand regions on the test set images (L1-AP = 91.5%, L1-AR
= 85.7% / L2-AP = 80.5%, L2-AR = 69.5% and Fps = 0.4 s)
with some false positives in some viewpoints of camera. The
first experiment has confirmed the theory mentioned above,
the accumulation of parameters over deeper layers in the ZF
model resolved the problems of difficult challenges easily. For
which concern the false positives detection resulted by the ZF
model, it affirmed that the function complexity of the network
shares some properties of the object of interest with other
objects of the scene. The ZF model presents an over-fitting
problem in regions proposals stage and/or their classification.
Compared to the previous models MS-FRCNN and MS-FCN
used in [1][2] respectively, these last are much deeper and
much complex than the ZF model (8 layers). As their authors
mentioned on their papers, the VGG16 and Resnet models of
Faster R-CNN are not suitable for hand detection, especially
for the challenges accompanied. Therefore, they combined
the parameters of previous layers with the last one in both
modules RPN and RCNN. The ZF model, in contrast, showed
(independently of the false positive results detection) that it
is sufficient to detect well the hand regions in the scene,
we can consider the ZF model as the normalized version of
VGG16 and Resnet were lots of layers have been removed and

because of that the ZF has adapted well with the problem of
small regions that the hands occupies in the images. The deep
learning approach is mainly based on empirical sequences
of experimentation. Inspiring from the previous experiments
exploited in [1][2], we interested to apply the concepts of
layers concatenation and/or normalization on the ZF model
in order to know if they will reduce or not the amount of
false positive detections. However, through our experiments
we found that there is no need for layers concatenation, the
precision obtained by the feature maps tensors of ZF model
describe the Regions of interests of the hands much better than
the concatenation models. Based on this result, we continued
our refinement on the false positive results using the concept
of lateral inhibition (Normalization), this last serves as aids for
generalization as it has been mentioned by their author in [25].
The hands are commonly presented on images as small regions
and many object of the scene can share some appearances
properties of it. Using the ZF model over its deeper layers
the features of the hands learned become less representative
and will generate lots of false detection. We applied the
concept of lateral inhibition on the final features maps tensors
(conv5) of both modules and we found that by encouraging
the participation of neighbor pixels of feature maps tensors,
the resulted models reduced the amount of false detection but
lose some precision in localization. Although the normalized
models of ZF lose some precision in the localization (see table
1, Figure 10), they present better results than the ZF model
in some viewpoints of camera and better results than some
models of literature, which made them recommended for some
particular cases. In the following, we presents the architecture
of the three normalized models of ZF with the corresponding
formula of lateral inhibition.

min(N—1,i4n/2)

>

j=maz(0,i—n/2)
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\Y)

where

ai(x, y) represents the i th conv. kernel’s output (after ReLU)
at the position of (X, y) in the feature map.

bi(x, y) represents the output of local response normaliza-
tion, and the input for the next layer.

N is the number of the conv. kernel number.

n is the adjacent conv. kernel number.

k, , are hyper parameters.

IV. EXPERIMENT AND RESULTS

As we mentioned above, we start our experiment using the
simplest model of Faster R-CNN : the ZF model, and from its
results a successions of refinements and modifications have
been applied in order to know if the results of the model
can be enhanced. Our experiments are conducted on Hp Z-
book, Nvidia Quadro K2100m 2G, using the database of viva
hand detection which contains 5500 train images of hands. For
the evaluation, we divide it in two stages. In the first stage,
we compared the results of the ZF model with the results of
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best models of literature MS-FRCNN [1] and MS-FCN [2] in
measure of average precision (AP), average recall (AR), time
speed (Fps), number of layers and GPU memory requirement.
In the second stage, we compared the ZF model with the
results of the three normalized models explained above and
that in measure of average precision (AP), average recall (AR)
and time speed (Fps). Therefore, in order to choose the final

model for the problem addressed, we respected the standard
recipe of any project of deep learning which is dividing the
dataset in training set and dev set. We divided 99% of training
images provided by viva as train set and the remaining 1% as
dev set. Next, we learned the ZF Model of Faster R-CNN
on the training set over 10000 iterations using the pre-trained
weights of Pascal VOC dataset [23] and we set the learning
rate base to 0.001. The average precision of the ZF model on
the dev set was 99.5% and its generalization for the test set
was as follow (L1-AP = 91.5%, L1-AR = 85.7% / L2-AP =
80.5%, L2-AR = 69.5% and Fps = 0.4 s). Compared to the
best methods of literature, the ZF model succeeded to overpass
the performance of MS-FRCNN model and that in measure of
precision, recall, number of layers as well as GPU memory
requirement. The following, Table 1 Figure 9 and Figure 10,
describe and compare the performances of ZF, MS-FRCNN
and MS-FCN models obtained using the Viva hand detection
database.
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Fig. 9. Roc Curves, AP (average precision) and AR (average recall) obtained
by [1] (green) , [2] (blue) and ZF (red) models on the Viva database. (up)
L1-AP, (down) L2-AP.

The analysis of the ZF model precision showed that the
model does not generalize well on image tests of viva
challenge, some false positive results are presented in some
viewpoints of camera (see Figure 11). Technically, we interpret
the false positive results of the ZF model as an over-fitting. In
order to overcome this limit without the need of additional im-
ages with labels, we modified the neuronal network structure
and we applied the regularization concept (Normalization).
And because of Faster R-CNN framework is composed of two
modules and the performance of the second module highly
depend on the results of the first one, we modified the ZF
model with respect to the three following options: Normalizing
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RPN only, Normalizing Renn only and Normalizing Both
Modules together (RPN + RC NN) (see Table 2).

Table 1: Summary of different precision results obtained for
models using in the experiments (ZF, MS-FRCNN,

MS-FCN).

Model EvalSets| Ap AR Fps Gpu
7F L1 91.5% | 85.7% | 0.4s | 2g
L2 80.5% | 69.5%

MS- L1 90.8% | 84.1% | / 7g
FRCNN L2 MS- | L1 95.1% | 94.5%| 0.215%

8g FCN

L2 dfsd sdfsd
MS- L1 95.1% | 94.5% | 0.21s% 8g
FCN L2 dfsd sdfsd

77.6% | 65.1%
MS- L1 95.1% | 94.5% | 0.21s% 8g
FCN L2 86.0% | 83.4%

Table 2: Summary of different precision results obtained for
normalized version of ZF model.

RPN+L2| Renn+L2 ES | AP AR Fps
7F no no L1 | 91.5% | 85.7% | 0.4
L2 | 80.5% | 69.5%
yes no L1 83.6% | 81.1% | 0.36
NZFl L2 | 68.8% | 59.9%
no yes L1 | 788% | 72.8% | 0.4
NZF2 L2 | 63.8% | 53.4%
yes yes L1 | 86.9% | 81.1% | 0.42
NZE3 L2 | 72.8% | 61.8%

CONCLUSION

In this paper, we showed how the Faster RCNN ZF model
adapt adequately with the problem of hand detection in ve-
hicles without the need of complex models and important
computer resources, such as MS FRCNN or MS FCN. We
showed that the performances obtained by the ZF model
surpassed many models of literature and reached the fourth
place in the viva hand detection challenge. In addition, we
found that the Faster R-CNN models (ZF, VGG, ResNet)
precisions highly depend on the problem addressed. The
manner that the problem is defined changes from one model to
another. In other words, using a complex model, the problem
of the hand detection becomes much difficult and complex
(as mentioned in [2]), but using simpler model, like ZF
model, the problem is simplified. To avoid this confusion, it is
convenient to start learning with simplest model first, always.
We showed also that even with the satisfying precision that the
ZF model presents, lots of false positives results are presented
in some viewpoints. By applying the normalization concept,
we succeeded to reduce this amount of false positives but we
lost some precision of correct detection at the same time. As
perspective, we work to find the best combination of hyper
parameters values of the lateral inhibition that allows obtaining
highest precision of detection with the lowest amount of false
positives.
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