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Abstract—In the process of filing patents, attorneys need to ask
many questions, to the inventors, to ascertain patent eligibility.
We propose to ease up such conversation through a deep learning-
based system. This system can automatically check whether
all key ingredients required for checking the patent eligibility
are present in technical write-up shared by the inventors. If
not, the inventors can provide the missing information. We
present a trainable model to identify various ingredients such
as the objective, motivation, new observation, etc. from research
articles. We model this as a sentence classification problem, which
is a difficult task because a patent can be filed in any domain, and
sentences involved can often be very long. To this end, we propose
a dilated LSTM and capsule-based neural network architecture.
We present experimental results of the proposed model on a
real-world patent dataset covering patent applications in diverse
domains in which our organization is carrying out research and
innovation activities, and also three publicly available sentence
classification datasets. Through empirical analysis, we show that
a) Our model performs significantly better than several strong
baselines on the patent dataset; b) Performing dilation operation
on LSTMs allows us to capture long term dependencies; ¢) our
model is comparable to existing state-of-art approaches on the
publicly available datasets; d) Error analysis through LIME
shows that the proposed approach can help patent attorneys to
interpret the decisions taken by the classifier.

Index Terms—Natural Language Processing, Capsule Net-
works, Dilation, Patent Eligibility, Deep Learning

I. INTRODUCTION

The process of filing a patent application has many stages,
starting with the inventors statement describing the innovation
(referred to as IDF, Invention Disclosure Form). The IDF is
then reviewed by patent attorneys meticulously to decide if
the work is patent eligible. Attorneys at this stage assume that
the inventors statements are correct, i.e., prior art search and
verification is not performed. Before a prior art search is con-
ducted to assess patentability, attorneys assess the eligibility of
the innovative work. Towards making a conclusive judgement
they need to identify some key ingredients from the IDF,
such as“context”, “motivation” and so on. Identifying these
necessary ingredients requires a careful manual reading and
verification process in which both the attorney and the inventor
have to confer with each other to reach a mutual agreement
on key contributions and the novelty of the invention. To
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identify the key contributions and the novelty of the invention,
attorneys often need to read the scientific articles written by the
inventors related to the invention to understand the invention
and to get answers to specific questions that they need for
formulating the patent documents. The attorney then walks
through a decision making work-flow, e.g., USPTO guidelines
for accessing patent eligibility and uses prior experience to
declare whether the work is patent eligible.

It has been observed that the IDF gets rejected due to absence
of key ideas. Attorneys’ time is also best utilized when there is
a high likelihood of the patent getting filed. A sentence classi-
fier that can perform some basic checks, and elicit information
about the key ingredients from the inventors before an IDF is
presented to an attorney, can help to aid easy understanding
of the invention from a patentability perspective and reduce
legal costs. An organization can encourage inventors to file
patents by interacting with the system as opposed to the
traditional approach of filling an online form to capture details
of their work. Sometimes even experienced inventors provide
ambiguous answers, as questions regarding ingredients can be
challenging. Hence, an automated system to map an inventor’s
statements from papers to ingredients will help reduce the time
spent on these problems.

To create a classifier, we need training data that can help us
determine the input type (class) for a given sentence. In the
absence of a suitable publicly available training dataset, we
decided to create our own. To create training data, we first
designed a taxonomy of necessary ingredients required by
patent attorneys to check for patent eligibility of an invention,
in line with USPTO guidelines (one of the co-authors of
the paper is a patent attorney who helped us in designing
the taxonomy). To create training samples, we took abstract
and introduction part of research articles and annotated the
sentences within them.

The motivation behind using research articles as a proxy
for patent filing process is based on an observation that
a patent is often filed on the basis of a technical article
written by the inventors or based on the users’ interaction
with a conversational system. In the absence of latter, we used
research articles as an approximation of inventors’ statement



and worked on the classification of sentences present in the
abstract and introduction sections of research articles.

While studying the research articles we observed that novel
work can belong to any domain, e.g., life sciences, material
science, data science, etc., which is why the IDFs often
contains new terminologies belonging to different domains
introducing a bunch of Out Of Vocabulary (OOV) words. The
presence of OOVs makes sentence classification harder, an
example of such statements is shown in Figure 1. Further, these
sentences tend to be longer than the average sentence length
which requires proper treatment of long term dependencies
in the input. As a result of these challenges, we observed
that some of strong baseline sentence classification approaches
didn’t perform well on our dataset demanding a better ap-
proach to deal with OOVs and long term dependency. We will
be making our dataset publicly available for future research of
such statements.

To solve the aforementioned challenges, we 1) created a
taxonomy (Section 2.1) to create training data and, also, 2)
present a novel neural network architecture, that performs
dilation [1] on Bi-LSTMs, and a capsule [2] layer to deal with
OOVs and long term dependencies. We demonstrate via our
proposed model that dilation can help us capture important
words or phrases from large sentences and that capsules
are a good alternative to attention as it helps us identify
discriminative phrases. Capsule layers have mainly been used
with CNNs for various image-based learning task [2] and for
text applications [3]. We use an RNN module with dilation
for capturing the long term dependencies and then use the
capsule layer to bolster the semantic processing required for
ingredient identification. Our proposed model achieves state-
of-the-art performance on three publicly available datasets and
outperforms benchmark approaches on our dataset.

Key contributions of this work are summarized as follows:

1) We present a novel neural network architecture that
uses a capsule layer with dilated BiLSTMs to classify
statements into one of the eight ingredients. To the
best of our knowledge, this is the first use of dilated
BiLSTMs with capsule networks.

2) We created a new dataset for identification of patent
eligibility ingredients, from about 400+ research arti-
cles, against most of these articles a patent was filed by
authors. We release this dataset comprising of approx.
9000 sentences for future research. On this dataset, our
model outperformed all the strong baseline approaches.

3) We analyze the challenges involved in the classification
of sentences involved in the patent filing domain and sci-
entific literature domain and demonstrate that traditional
approaches do not perform well in such settings. We
have also analyzed the mistakes made by our proposed
model.

4) We obtained state-of-the-art results on three publicly
available datasets, often used for sentence classification.

Manufacturlng companies need to provide warranty

assurance for their products to end consumers. They

— need to predict the number of failures for every part

[ Objective i of their product. Accurate failure predictions will
have phenomenal financial impact, as most

manufacturers over provision the budget in the

absence of accurate failure predictions. Such

Current predictions are made using Weibull Distribution, on
Situation history data alone and not based on real conditions
of the product. Telematics data and services records

NeW' are now available, indicating the product condition,
Observation /\yhich can be used to asses health of every product.

Solution We use service records along with history data and

perform data fusion using Bayesian network. We
Tech present experimental results using real-life data from
ecn. major global automobile manufacturer and
Advancement
demonstrate better performance.

Fig. 1. Sample Invention Disclosure Statement

II. PROBLEM AND TAXONOMY DESCRIPTION

To file a patent application, an inventor has to first submit

an invention disclosure form (IDF) which contain all the
necessary aspects of the inventions and the novel contributions
made by the inventor. From such IDF, we need to extract
the key ingredients of the invention and present them to the
attorney to perform patent eligibility check. We describe these
eight ingredients later in this section.
In this paper, we intend to build a classification model that
can map statements of a research article to one of ingredients
or classes. We can formalize this problem as a sentence
classification problem in which, given a statement and a label
pair corresponding to it (X;, ¢;), where X; is a sequence of
words, ie., X; = {w}!,w?, ..., w™}. For the sentences X;
against which the class labels are not available, we intend
to predict the class ¢; such that : ¢; = argmax, cc f(c;]Xi).
Here, C is a set of all the ingredients c;.

A. Key Ingredients of IDF

We explain the key ingredients required by attorneys to
determine the eligibility of a patent. We consider a running
example, shown in Figure 1, for this description.

Context or Background: Sentences that provide background
information or context of the invention are marked in this
category. The reader gets to know about the area of invention
and a general introduction to some of the important keywords
of the related domain, e.g., the first sentence of Figure 1,
indicates that the invention is related to warranty of products
of manufacturing companies.

Objective (OBJ): This kind of sentences describes inventors’
focus of cardinal importance, i.e., what is the exact problem
that the inventors solve through this invention. For example,
the second sentence of Figure 1 indicates that the key focus
is to predict the number of failures of a part of a product.
Motivation (MOT): Every research is supposed to somehow
benefit the research or social community. The incentive to
let the researcher devote their time and resources on their



work are described in Motivation (MOT) section of the article.
For example, the third sentence in Figure 1 explains that the
financial impact of the predictions is the key motivation.
Current Situation and its Problems (CSP): Normally, various
shortcomings and flaws of the current state-of-art are studied
and an improvement/alternative approach is proposed. Sen-
tences that describe the state-of-the-art approaches, and their
shortcomings, are categorized in this class. For example, the
sentence written with blue color in Figure 1 indicates that
currently Weibull distribution on history data is used and it
does not take into account the real condition of the product.
New Observation (NO): In order to achieve the goal as
given in ‘OBJ’, and solve the problems reported in ‘CSP’
inventors observe the process and the technology used very
carefully, and pick an observation that becomes the basis
of their novel solutions. Sentences that present the details
of such observations are categorized in the ‘NO’ category.
For example, in Figure 1 inventors observe that data from
service records can be used to take into account the operating
condition of the product when trying to predict the number of
part failures.

Solution: Sentences that present an overview of the proposed
solution are assumed to be in this category. For example,
the second last sentence in our running example proposes a
solution to the problem described in ‘CSP’.

Technical Advancement: The competency of the novel so-
lution is usually portrayed quantitatively, e.g., measuring
accuracy or computational efficiency. We cluster all such
statements into the class Technical Advancement (TA). The
last sentence in Figure 1 is of similar type.

Organization (Org): Sentences of this type often occur in the
research articles. For example the last paragraph of Section I
in this paper. These statements are not necessary for patent
eligibility test, but since our objective was to divide the
introduction and abstract in a mutually exclusive way we
decided to annotate them.

For defining the classes and identifying the important parts
of the research articles, we conferred the patent attorneys
from our organization and followed the necessary USPTO
guidelines for patent eligibility test. The annotation part was
carried out by 3 researchers and 1 attorney and the dataset
was finalized after mutual consensus. During data creation,
we identified certain traits/ cues that can be used to identify
ingredients. For e.g., phrases like is called, was introduced,
known as etc. can be used to identify Context sometimes.
Similarly, In this paper, we need to, our objective, our aim
is etc. can be used to identify Objective. Phrases like is
an important task, we need to etc. can be used to iden-
tify Motivation, are done using, currently is performed, has
limitation, drawbacks of to identify Current Situation and
it's Problems, is observed to, is identified, indicating that to
identify New Observation, we propose, we used, performed
experiments to identify Solution, and outperform, experiments
show that, achieve better to identify Technical Advancement.
These words and their synonyms glue together proper context
information of research article and play an important role in

identifying the ingredients. We will call these words/ phrases
as glue words in the remaining part of this paper.

III. RELATED WORK

Basic approaches Early classification approaches involved
models like Tf-1df [4] [5], J48 [6]. These approaches involved
the use of manually crafted features followed by the use of a
classification model such as SVM [7]. After the emergence of
the new state-of-the-art methodologies for embedding words
[8] into a fixed length vector, this form of representation
learning became a norm in NLP.

CNN based approaches CNNs are known for squeezing out
the distinctive phrases from the text and hence are suitable
for text classification [9]. However, one needs to be careful in
selecting the window size of the convoluting kernels, larger
the window size, larger is the parameter space, which makes
them difficult to train. On the other hand, smaller window
sizes may lead to loss of important information [10]. CNNs,
typically involves convolving over the input data first and then
performing a down-sampling method to extract only high-level
features. Traditionally, Maxpool as a down-sampling method
has been used as it selects only the most relevant feature from
the input but loses temporal information, if present. In [1],
authors showed that introducing holes in the convolutional
layer can be used to obtain a better sentence representation.
RNN based approaches Another choice is to use RNNs [11],
which uses the recurrent structure to capture the long term
dependencies in texts and hence, can introduce less noise
than CNNs. Yet, RNNs are known to be biased towards the
extreme ends of the input and hence may lose information
in case of large documents [10], where an important feature
may appear anywhere not only at extremes. Different variants
of such architectures have also been used for training, e.g.,
the use of the siamese network in [12] to train base layers of
classification.

Advanced approaches A combination of RNN and CNN have
been used to improve the results of the task by using each
other’s pros and cons [10], [13]. Attention has also been used
along with RNN with a view to focus on specific words for
classification [14], which has resulted in better classification
accuracy. Recently, Capsule Networks [2] have been proposed
and have improved the recognition accuracy on MNIST dataset
and reduced the error rate by about 45%. Capsules have
been seen performing well on some of the text classification
problems as evidenced by [3], [15], [16], [17], and [18].
Patent related tasks and approaches A wide variety of
research has been done in the patent domain covering the task
of Claim Parsing [19] where the authors designed a parser and
chunker to extract the claims from patent data, [20] extracts
keywords that relate to novelties or inventive steps from
patent claims using their structure. [21] proposed techniques
to improve prior art search techniques which however is out
of the scope of this paper.



IV. PROPOSED ARCHITECTURE

In this section, we describe the proposed model which
consists of dilation on BiLSTMs, a capsule layer and a fully
connected layer.

1) Classification Model with Dilated LSTMs and Capsules :
The problem is formulated as a classification problem, where
model M takes as input a sentence X; and maps it into one of
the labels. Our model is composed of an embedding layer, a
feature extraction layer to encode the sentence representation,
a primary capsule layer, a convolutional capsule layer fol-
lowed by a fully connected layer to compute the probabilities.
Next, we provide details of each layer of our model.
Embedding Layer: A sentence composed of N words [w1, w2,
..,wy] is passed through the embedding layer which maps
each word w; to it’s real-valued fixed length vector v;
containing it’s lexical and semantic representation. The em-
bedding layer is typically represented by a “Weight-matrix”
W € RiweraXIVI wwhere dyorq is the vector dimension and
|[V| is the vocabulary size. Each column j of weight matrix
corresponds to a column vector w; € Réword for the 5" word
in vocabulary.

Feature Extraction Layer: The feature extraction layer is
used to enocde the high level features into a vector Sgen
obtained after processing the embedding vector of each word
in sentence from the embedding layer. We have used BiLSTMs
[22] for this purpose and hence, obtained c; = [EI,E] S
R2%dsen for a word w; where, Ff and E are right and left
contexts, and dse, is number of BiLSTM units. Finally, for
all the N words, we have C = [cy, Ca, ..., cn] € RV X(2Xdsen)
where, N is the max number of words fed to the BiLSTMs
at each time step and d, is the number of LSTMs used to
extract the summary. To eschew from the problem of choosing
proper window-size, we replaced the CNNs with BiLSTMs to
reduce the possible noise and to capture smoothened context.

Primary Capsule Layer: The Primary Capsule Layer was

proposed in [3] to replace the scalar-output feature detectors
of CNNs with vector-output to capture local order of words
and their semantic representations. Here, we propose to use a
filter WP which convolves with not only the adjacent context
vectors (cj, Cit+1,...) but, also with distant context vectors
Ci+dr, skipping dr vectors in between, which is also referred to
as dilation rate. Consequently, in spite of using RNNs, which
are said to be biased for extremes [10], we are able to focus
on words in between the sentence also as shown in Figure
3. Attention layer also has a similar objective, however, with
routing between capsules our method outperforms attention
based network, as shown in Section V.
Inspired from [3], we used a shared window with holes
WP ¢ R(Exdsen)Xd where, d is the capsule dimension,
convolving with the context vectors c;. For each context vector
ci, we used a shared window with holes Wy, convolving with
vectors in {ci+dr}ZN:1 with stride of one to get a capsule p;

pi = 9(WPc)

where, g is a non-linear squash function introduced in [2]
to shrink small vectors to around O and larger to around

1——larger the size of capsules, larger will be probability of
presence of instantiated parameters they represent, and, by
is the bias vector. After the convolution operation, we have
a capsule feature map P = [p1,pa,...,pc] € RVXCxd)
stacked with total NV x C' d-dimensional capsules representing
the contextual capsules.

One of the major drawbacks of using Maxpooling as a down-
sampling mechanism is that it leaves behind any spatial
information present in an input which could be problematic
for tasks related to the text. [2] proposed the use of iterative
dynamic routing algorithm to introduce a coupling effect
where the agreement between lower level capsules (say layer
1) and higher level capsules (say [ + 1) is maintained.
Suppose we have, “m” contextual capsules with low level
features at layer 1, and “n” contextual capsules at layer (1+1)
then, for a capsule j at layer (I1+1), we calculate it’s output
vector by

m
— ot There — S 1
Sj = g cijly)5; Oy = leu,
i=1

where, c;; is the coupling coefficient between capsules ¢ of
layer | to capsule j of layer (I+1) and are determined by
iterative dynamic routing process, W* is the shared weight
matrix between the layers 1 and 1+1. Unlike [3] we used
softmax for our computations and the coupling coefficients
cjj are calculated iteratively in ‘r’ rounds by :

exp(bij)
> exp(bik)
Logits bj; which are intially same, determines how strongly
the capusles j should be coupled with capsule :.
Convolutional Capsule Layer: Similar to [3], we have
capsules connected to lower level capsules where we deter-
mine the child-parent relationship by multiplying the shared
transformation matrices followed by, the routing algorithm.
By using the shared transformation matrix we calculate the
candidate parent-capsule {i;; by,

Cij =

N s -
uj‘i = Wijlll

where, u; is the child capsule and W* is shared weight be-
tween capsules i and j. Finally, the coupling strength between
the child-parent capsule is determined by the routing algorithm
to produce the parent feature map.

Fully Connected Layer: The capsules are first flattened into
a list of capsules and are then multiplied by a transformation
matrix WFC followed by routing algorithm to compute class
probabilities. Proposed architecture is shown in Figure 2.

V. EXPERIMENTS AND SYSTEM DETAILS

In this section, we first describe the datasets used for
training our model, explain the details of the training process
and then present empirical results obtained after comparing
the proposed model with other approaches.

Patent Eligibility Dataset: To the best of our knowledge, there
does not exist any dataset in the public domain aligned with
our proposed taxonomy of statements in the patent document.
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Fig. 3. Example of dilation operation

As indicated in Section II, it is observed that most of the
ingredients are present in research articles. We, therefore, took
400+ research articles, against most of which patents have
been filed. From the abstract and introduction of these articles,
we extracted 9593 different sentences. These sentences were
then annotated by 3 researchers and one patent attorney. After
annotation, the dataset was divided in the ratio 90-10-10 for
train, dev, and test respectively. The dataset will be released
in the public domain for future research’.

Publicly Available Datasets: To compare the performance of
the proposed model on the different type of sentences, we used
the following datasets for comparison:

1) 20Newsgroups : The 20 newsgroups dataset is a col-
lection of newsgroup documents. We have used bydate?
variant of the dataset consisting of classes comp, politics,
rec, and religion with standard split as specified in [10].
The 20Newsgroups dataset was chosen for testing per-
formance of dilation operation on BiLSTMs to capture
long term dependencies in large documents.

Dataset will be made public after the publication
Zhttp://qwone.com/ jason/20Newsgroups/

2) AG’s News: AG’s News is also a collection of news
articles consisting of 108K train, 12k dev, and 7.6k test
sentences. The average length of sentences in AG’s news
corpus is almost same as the length of sentences in our
dataset.

3) TREC: TREC dataset was introduced for question cat-
egorization task with 6 labels, 5.4k train, .5k dev, and
.Sk test sentences. The average length of statements in
TREC is 10 words which makes it a suitable candidate
for evaluating the performance of our model on short
texts.

A. Training Details

For training the proposed model, we used BiLSTMs for
capturing the semantic relationship between the text compo-
nents. During hyperparameter tuning, the number of LSTM
units, dse, Were varied between {128-512} with a step size
of 64. Number of capsules, C varied between {16-20} with
their dimension d varied between {16-20}, routings, r were
tested within range {3-7}. The maximum input sentence length
was kept to 100 and word embeddings of dimension 300 were
obtained from GloVe [23]. The dropout values were adjusted
as described in [24]. All these values were tuned on our dev
dataset.

B. Experiments on Patent Eligibility dataset

Baseline Methods For the performance comparison of the
proposed model, we have implemented and tested some of
the strong baseline models like TF-IDF, vanilla CNNs, Hy-
brid Channel CNNs [9], vanilla Bi-LSTMs, LSTM with skip
connections, RCNN [10], CNN-LSTM [25], Feed Forward
Attention Networks [26], and Capsules with CNN [3].

In our experiments, we have used the classification accuracy
as a metric for the evaluation. We present a comparison of our
proposed approach with the baselines approaches in Table I.



TABLE I
PERFORMANCE ON PATENT ELIGIBILITY DATASET

Models Test Accuracy
Tf-idf 47.6
CNN 62.42
Hybrid Channel CNN [9] 66.69
BILSTM 73.47
LSTM with Skip Connections 71.57
RCNN [10] 74.28
CNN-LSTM [25] 77.6
Feed Forward Attention Networks [26] 74.57
Capsules With CNN [3] 71.3
Our Model 80.0

From the results, we see that the proposed model outperform
all the other models by good margins beating the second best
model CNN-LSTM by approximately 3%.

From the results table, we can conclude that CNNs are
outperformed by all the models using LSTMs as a feature
extractor corroborating the fact that LSTMs are able to handle
long sentences. Further, performing dilation helped us capture
long term dependencies from input data leading us to an
improvement of about 3% when compared to the second best
model.

C. Error Analysis on Patent Eligibility dataset

We have selected a few misclassified samples from our test
set of each class for analyzing the model weights assigned
to each word. To understand the model weights assigned to
input words, we used LIME [27] on each of the misclassified
sentences to get a better understanding. LIME uses a local
interpretable model to approximate the model in question and
tries to create certain explanations of input data by performing
some perturbations on input data to understand the relationship
between input and output data. The output of LIME can be
interpreted as weights assigned to the words where positive
weights are colored in green and words with negative weights
in red. LIME also provides an explanation for probabilities
assigned to each class based on the weights assigned to each
word. It provides an explanation for each class by assigning
the positive weights (green) to the words which play a major
role in assigning higher probabilities to the current class. For
example, as shown from Figure 4 to Figure 10, the same
sentence is explained twice to highlight the words with higher
(green) and lower (red) weights for two classes (correct and
predicted).

Figure 4 shows an ‘Objective’ misclassified as ‘Current Situ-
ation’, after analysis we found that the sentence contains both
the information, i.e., about the problem associated with current
situation (hence the positive weights for words like ‘problem’,
‘not’, etc.) and the objective of the authors (hence the positive
weights for words like ‘our’, ‘focus’, etc.).

In Figure 5, we can see that a statement of type ‘Current
Situation’ is assigned into ‘Solution’ class by our model. We
can see clearly that the statement is describing a solution
related to the author’s previous proposed solution. The author
has clearly described a solution but since it has been proposed

y=Current Situation (probability 0.664)

problem with this pre-determined number of personas and predetermined
persona characteristics is that these vary depending on domain/geography/
size of the enterprise and require domain expertise (subject matter
experts-sme) to formulate the persona characteristics and persona numbers
generalization is not easy across domain/geography/size etc our focus in this
work is to learn from users profile, usage characteristics, style of work
behavior etc, and arrive at the best persona definitions and optimum number
of personas to be cost efficient.

y=Objective (probability 0.034)

problem with this pre-determined number of personas and predetermined
persona characteristics is that these vary depending on domain/geography/
size of the enterprise and require domain expertise (subject matter
experts-sme) to formulate the persona characteristics and persona numbers
generalization is not easy across domain/geography/size etc our focus in this
work is to learn from users profile, usage characteristics, style of work
behavior ete, and arrive at the best persona definitions and optimum number
of personas to be cost efficient.

Fig. 4. Objective misclassified as Current Situation

y=Current Situation (probability 0.028)

in B earlier work [10], %@ proposed an indirect approach of
estimating bp via the r and ¢ parameters of 2-element windkesel
model using ppg features.

y=Solution (probability 0.330)

in our earlier work [10], we proposed an indirect approach of
estimating bp via the r and ¢ parameters of 2-element windkesel
model using ppg features.

Fig. 5. Current Situation misclassified as Solution

earlier we decided to categorize it as ‘Current Situation’.

In Figure 6, the statement is hard to dissect without proper
context. If we have the knowledge that we are talking about
the difference between proposed solution and some earlier
proposed model then the information, that the proposed model
took less time than (3-5 minutes) the other could be seen as a
benefit achieved after using the proposed solution. However,
without proper understanding, we can say that ‘currently’ it
takes about 3-5 minutes for the solution to execute. So, the
model needs a human understanding to classify the statement

y=Current Situation (probability 0.716)
the execution time is between 3 and 5 minutes for a 42-day
planning problem.

y=Technical Advancement (probability 0.088)
the execution time is between 3 and 5 minutes for a 42-day
planning problem.

Fig. 6. Technical Advancement misclassified as Current Situation
y=New Observation (probability 0.154)
the above results suggest that cost functional associated with
a subject is a good measure to personalize and quantify the
underlying movement dynamics.

v=Technical Advancement (probability 0.709)

the above results suggest that cost functional associated with
a subject is a good measure to personalize and quantity the
underlying movement dynamics.

Fig. 7. New Observation misclassified as Technical Advancement



y=Context (probability 0.033)

trilateration is a method to estimate the location based on the
distances measured from three or more reference points at known
locations.

y=Current Situation (probability 0.525)

trilateration is a method to estimate the location based on the
distances measured from three or more reference points at known
locations.

y=Objective (probability 0.372) o

as in [5], we use a predictor to model normal behavior, and
subsequently use the prediction errors to identify abnormal
behavior.

y=Solution (probability 0.320)

as in [5], we use a predictor to model normal behavior, and
subsequently use the prediction errors to identify abnormal
behavior.

Fig. 9. Solution misclassified as Objective
here.
In Figure 7, again there is confusion as the statement is
describing why something new would be good above current
state-of-art. Since here the author’s are describing a ‘benefit’
of something which is not a solution but is a good candidate
for a novel solution, we decided to keep this sentence into
‘New Observation’.
Figure 8 shows an example of total confusion by our model
where the model was supposed to interpret the given sentence
as an introduction (Context) to ‘Trilateration’ but instead, it
misunderstood it as ‘Current Situation’.
Sometimes while writing the paper, the authors use the style
of “We propose a <SOLUTION> to solve <OBJECTIVE>",
such statements have ‘Objective’ and ‘Solution’ amalgamated
into a single sentence. Such examples are likely to confuse the
model as shown in Figure 9. We can see that there is very less
difference between the incorrectly predicted highest probabil-
ity class (Objective) and second highest class (Solution, actual
class).
Figure 10, again is an example where our model misclassifies
the statement and after looking into probability scores we can
see that the scores are evenly distributed in between the classes
explaining the fact that the model was not sure about any
class but the presence of words like ‘need’, ‘imminent’ etc.
forced the model to assign higher probability to class ‘Current
Situation’.
Above analysis shows that the proposed model gets confused
when there is a presence of multiple sources of information

y=Current Situation (probability 0.249)

thus, the need for a £l agent which ean work with a continuous
action space instead of discrete one was imminent in order to
mitigate the tradeoff of dexterity and action space dimensionality.

y=Motivation (probability 0.122)

thus. the need for a rl agent which can work with a continuous
action space instead of discrete one was imminent in order to
mitigate the tradeoff of dexterity and action space dimensionality.

Fig. 10. Motivation misclassified as Current Situation

pertaining to different classes. Figure 8 and 10 shows that there
is not enough data for classes like ‘Motivation” and ‘Context’.
Rest of the examples show that the model or annotators should
be familiar with the nuances of the statements belonging
to different classes while classifying the sentences. It was
always difficult while annotating these statements and hence
the model confusion is likely to be reduced by a proper
understanding of the document.

D. Analysis of LIME results

From the discussion provided in Section 5.3, we can see
that the problem created due to the presence of OOVs and
long term dependencies could be tough to handle. To interpret
our model, we analyzed some of the misclassified statements
from our test set and identified three more problems:

1) Presence of multiple labels: In some test samples, we
found that a single statement could convey ideas from mul-
tiple classes making the problem a candidate for multilabel
classification problem. However, while annotating the data,
we found number of such statements to be very less (less than
500) to change the problem type from multi-class classification
problem and decided to assign only one label to each state-
ment. Further, the response given by the inventors should be
clear enough to answer attorney queries as ambiguous answers
will make novelty identification challenging. Restricting the
problem to a multiclass classification problem enables us
to restrict user input containing ambiguous answer while
identifying IDF ingredients.

2) Prior understanding of inventors’ approach: We can argue
that having prior understanding of inventors work could help
us understand the IDFs better, but as evidenced from Figure 6,
these statements require a proper human understanding of the
task at hand which is very tough to handle by the proposed
approach.

3) Attorneys Judgement for completing the verification pro-
cess: In some misclassified examples the probabilities assigned
to the classes were very similar. For example, for a single
statement, we can have ‘Objective’ and ‘Solution’ assigned
to it with scores of .3 and .3. In such cases, it is up to the
attorneys to decide to which class the statement should be
mapped to. If the attorney has identified all the ingredients
except ‘Objective’ he/ she can close the verification process
successfully by assigning ‘Objective’ or, can close the veri-
fication process unsuccessfully by assigning ‘Solution’ to the
current input.

E. Experiments on Public datasets

Our proposed model was also tested on several publicly
available datasets like 20Newsgroup [10], AG News [28] and
TREC dataset [29]. We compare the performance of our model
with the best-reported accuracies on these datasets in Table II.
We can see that the proposed model achieves the state-of-
the-art result on 2 of the published results. It also achieves
a competitive score on TREC dataset where numbers are
reported in one of their CNN-non-static implementation in [3].



TABLE II
PERFORMANCE ON PUBLICLY AVAILABLE DATASET

Models Reported Test Accuracy | Our Model
20 Newsgroups 96.69 [3] 96.74
AG’s News 92.6 [3] 934
TREC 93.6 [3] 92.8

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented automated identification
of the ingredients for patent eligibility verification process
based on the statements of the abstract and introduction of
a research article given as an input to a sentence classifier.
These classified ingredients provide a Patent Attorney with key
information that can help him/her make a judgment on whether
further analysis needs to be performed in order to determine
patent-eligibility. In the future, we plan to extend our work
to build a conversational agent that can ask detailed questions
which would lead to a conclusion on patent-eligibility, based
on prevailing guidelines provided by various statutory bodies.
As mentioned in [2] there are other ways to implement the idea
of capsules and as proposed in [3] we would like to investigate
more deeply about the words or phrases on which capsules pay
attention to in a given sentence.
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