Myocardial Infarction Detection and Quantification Based on a Convolution Neural Network with Online Error Correction Capabilities
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Abstract—Myocardial infarction (MI), more commonly known as heart attack, occurs when the blood flow to the heart decreases or stops. Over 100,000 people each year in the UK suffer from an MI according to the report by British Heart Foundation. Following an MI, there is irreversible heart muscle damage that will become scar. The amount of scar following larger heart attacks, ST segment elevation myocardial infarction, drives enlargement of the heart and is associated with worse prognosis (increased risk of death and subsequent heart failure). Cardiac Magnetic Resonance Imaging (MRI) late gadolinium enhancement (LGE) has become the “gold standard” for the visualization of MI. However, to date, no “gold standard” fully automated methods exist for the quantification of MI from MRI.

In this work, we propose an approach to construct such methods using Artificial Intelligence (AI) and Machine Learning (ML) technologies, in particular, Convolutional Neural Networks (CNN). Uncertainties, variability, and a possibility of bias inherent to any data imply that data-driven systems which are intended for use in clinical research and practice must be capable of learning from mistakes on-the-job. Here we develop and test a first deep learning CNN system with error correction capabilities (CNNEC) for the detection and quantification of MI. The system could be viewed as a proof-of-principle for the technology.
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I. INTRODUCTION

Myocardial infarction (MI), more commonly known as heart attack, occurs when the blood flow to the heart decreases or stops, which is usually caused by arteriosclerosis with narrowing of the coronary arteries and eventually leading to a thrombosis [1, 2]. Following an MI, there is irreversible heart muscle damage that will become scar. The amount of scar following larger heart attacks, ST segment elevation myocardial infarction, drives enlargement of the heart and is associated with worse prognosis (increased risk of death and subsequent heart failure). Each year, over 100,000 people in the UK suffer from an MI according to the report by British Heart Foundation [3].

Late gadolinium enhancement with cardiac magnetic resonance has become the non-invasive “gold standard” technique for visualization of MI, which will predict the adverse cardiovascular outcomes in patients with post myocardial infarction, heart failure and in cardiomyopathies [4]. However, to date, there is no “gold standard” or fully automated method to detect or quantify the volume of MI. Typical methods for the quantification of infarct size include manual planimetry (Manual), visual scoring.


Although great progress has been achieved in the task of cardiac MRI segmentation and quantification, several fundamental issues remain. The problem of manual/semi-automated methods is that they mainly rely upon personal experience of clinical experts involved in the segmentation task, and, as a result, these methods are prone to low reproducibility due to the intra- and inter-observer variability. Automatic methods aim to overcome these shortcomings. However, most automatic MI detection methods, and especially those based on data-driven AI and ML approaches [14], are not fully free from the variability and bias issues associated with the manual tracing of the LV myocardial contours. Such manual labelling, and hence the variability and bias, become embedded into the model development pipelines, through training and testing datasets.

To overcome these fundamental issues, we propose a novel fully automatic MI detection and quantification model based on deep learning CNNs with error correction capabilities (CNNEC). The error correction part of the proposed CNN model is one-shot trainable and is based on prior theoretical work [15-18] on the concentration of measure.
in high dimension. Equipping the backbone CNN with an efficient one-shot learning compartment enables continuous improvements of the scar detection accuracy and opens a way to address the challenge of data bias and incompleteness.

The rest of the paper is organized as follows. Section I describes our methodology for automatic detection and quantification of MI; it also details the proposed approach for continuous AI learning on-the-job. Section II shows the experiment parameters and results. Section III concludes the paper and outlines directions for future work.

I. METHODS

Continuous progress in computing technologies and increasing availability of data are driving the application of AI to biomedical data. Jointly, these technologies are now an established framework to solve numerous problems in pattern recognition, classification, and segmentation. In medical imaging, these technologies are increasingly ubiquitous and are being successfully applied in radiology, pathology, and dermatology. For example, Viz.LVO software, which uses AI to automatically identify suspected large vessel occlusion strokes in CT angiogram imaging, received the Food and Drug Administration (FDA) clearance in February 2018. In August 2018, Aidoc received FDA clearance for the first product in its AI-based workflow optimization solution helping radiologists to mark acute intracranial hemorrhage cases in head CTs.

In this work, we make a step forward towards developing an AI model for MI detection and quantification with the capability to learn on-the-job.

The proposed AI model is composed of two compartments: a Convolution Neural Network (CNN) and an error correction part based on the Stochastic Separation Theorems (SST). Considering the widely evidenced good performance of CNN in various fields, such as object detection and pattern recognition, we used CNN for the initial detection. At the same time, no matter how well a data-driven AI system is trained, mistakes will always exist. The mistakes can be caused by data misrepresentation, imprecise training or uncertainty in empirical data. Therefore, we equipped the backbone AI system (a CNN) with error correction capabilities so that its performance can be fine-tuned on-the-job. As AI aims to bridge the gap between the capabilities of humans and machines, AI error correction aims to overcome AI adoption barriers in clinical applications. The flowchart of the whole proposed system is shown in Fig. 1.

A. Convolutional Neural Network

A CNN is a deep learning model that has originally been introduced in 1980 [19] but has become increasingly influential in the field of computer vision since 2012, initially due to its remarkable performance in ImageNet competitions [20] followed by successful applications to a broad range of computer vision tasks (see e.g. [21] for a comprehensive overview). When processing inputs, CNN models rely on their trainable layers to extract relevant features from data as opposed to being supplied with structured data by subject experts. When the inputs propagate through layers in a CNN starting from the initial layer to deeper parts of the network, more low-level and high-level features can be extracted by CNN. A typical CNN is composed of different types of layers, including an input layer that holds the pixel values of the input images, an output layer for the classification result, convolution layers, ReLU layers, pooling layers and fully connected layers [21].

Convolution layer (CL): CL is the core component of a CNN. CL applies a set of learnable filters to an input: for each filter, it computes a dot product operation (convolution) on the filter and a filter-sized patch of the input across images. Suppose the input’s size is \( H \times W \times D \), where \( H \) stands for the input height, \( W \) for input width, \( D \) for input depth and \( i \) is the layer’s index, the filters’ height and width is \( F \), the stride length is \( S \) and the padding size is \( P \). Then the \( i \)-th CL produces a feature map of size \( H_{i+1} \times W_{i+1} \times D_{i+1} \), representing the input, where \( H_{i+1} = (H_i - F + 2P)/S + 1 \), \( W_{i+1} = (W_i - F + 2P)/S + 1 \) and \( D_{i+1} \) is the number of filters.

ReLU (Rectified Linear Units) layer: To implement and account for non-linear dependencies between different features, feature maps (or their linear combinations) generated by CLs are often passed through a ReLU layer. Each element of the ReLU layer performs a simple nonlinear operation on its input \( u \): \( \text{ReLU}(u) = \max(0, u) \). In addition to acting as a continuous threshold gate, ReLU functions are known to be universal approximators which makes them suitable for computationally efficient implementations of complex decision boundaries.

Pooling Layer: After ReLU is applied to the feature maps generated by a convolutional layer, the pooling layer aims to reduce the feature dimensions by combining the outputs of
several neurons into a single neuron. There are two main types of pooling techniques: max pooling and average pooling, which compute the max or average value of over a group of neurons, respectively. Fig. 2 illustrates the max pooling and average pooling with over a group of 9 neurons organized into a 3x3 cluster.

Fully connected layer: Neurons in a fully connected layer have full connections to all activations in the previous layer, which is the same as the conventional artificial neural network [22]. The structure of CNN was shown in Fig. 3.

![Fig. 3. The structure of CNN](image)

### B. Error correction

Following [15, 17, 18], in order to equip our model with capabilities to learn on-the-job and to further improve the accuracy, we introduced an error correction module into the processing architecture of the system. The module consists of small neuronal ensembles and their cascades and is designed to remove the errors with high probability without negatively impacting on the correct performance of the backbone system. Mathematical justification of this property for a broad class of distributions as well as several cases studies are presented in [15, 17, 18]. Compared to other related techniques, such as the classical cascade correlation [23], neurogenesis deep learning [24], greedy approximation [26] and so on, training of the correction cascades can be achieved in a one-shot or few-shot manner using simple Fisher Linear Discriminants. This is particularly advantageous when large-size training datasets are available and preferable. Below we describe a version of the error correction cascade which was used in our model.

A generic AI system can be viewed as an operator that maps elements of its inputs to the outputs. Here, the inputs are MRI images and outputs are labels of pixels in relevant areas of these image. The inputs of the AI system are represented as $\mathbf{u} \in \mathbb{R}$, the outputs as $\mathbf{v} \in \mathbb{R}$, and the internal state as $\mathbf{z} \in \mathbb{R}$. The complete state of the AI system therefore can be expressed as a triple $(\mathbf{u}, \mathbf{z}, q)$ (see Fig. 4).

For the add-on part, the operation performed at the individual node can formally be expressed as

$$f_i(x) = f(w_i, x > -c_i)$$

in which, $f: \mathbb{R} \to \mathbb{R}$ is some function, $c_i \in \mathbb{R}$ and $w_i \in \mathbb{R}^n$. For the sake of simplicity, we assume that the function $f$ satisfies: $f(s) > 0$ for all $s \geq 0$ and $f(s) \leq 0$ for $s < 0$.

Let $X$ be a finite set of elements $x$ that have been collected. We partition the set $X$ into two sets: $C = \{x_1, x_2, \ldots, x_C\}$ $E = \{x_{C+1}, x_{C+2}, \ldots, x_{C+k}\}$

The set $C$ contains elements $x$ that correspond AI’s expected behaviour. The set $E$ contains vectors $x$ corresponding to AI’s errors. Informally, training of the addon ensemble aims to construct a map $f_{\text{ml}}(\cdot)$ separating the set $C$ from $E$.

Different approaches can be used to construct such add-on ensembles, including stochastic configuration networks [27], error back propagation, or algorithms based on greedy approximation [26]. Here we used the algorithm proposed in our earlier work [16], mainly due to its computational efficiency. Basic steps of the algorithm are described in Steps 1 – 8 below. Further discussion and justification of these can be found in [16].

**Step 1.** Initialization: $C^1 = C$, $E^1 = E$, $S^1 = S = C \cup E$. 

![Fig. 4. the structure of AI system with error correction as the add-on module](image)
For the $i_{th}$ iteration, the input is $C_i$, $E_i$ and $S_i = C_i \cup E_i$. We let $N$ be the number of clusters at the $i$-th iteration, and $\alpha$ be the value of filter threshold.

**Step 2.** Centering: subtract the empirical mean of the set $S_i$ from all elements of $E_i$ and $S_i$

$$E_i^C = \{x \in \mathbb{R}^n | x = \bar{x}(S_i), \delta \in E_i \}$$

$$S_i^C = \{x \in \mathbb{R}^n | x = \bar{x}(S_i), \delta \in S_i \}$$

**Step 3.** Regularization (control overfitting by preventing learning too complicated models and ensure sufficient numerical stability of calculations):

$$S_i^{reg} = \{x \in \mathbb{R}^n | x = H^T \delta, \delta \in S_i^{C} \}$$

$$E_i^{reg} = \{x \in \mathbb{R}^n | x = H^T \delta, \delta \in E_i^{C} \}$$

where, $H = (h_1, h_2, \ldots, h_n)$ is the matrix composed of some eigenvectors (principal components) of the empirical covariance matrix of $S_i$. Exact choice of the principal components may depend on regularisation criteria, including conditioning numbers, the broken stick test, or the Kaiser–Guttman test.

**Step 4.** Whitening (optional):

$$S_i^{w} = \{x \in \mathbb{R}^n | x = W \delta, \delta \in S_i^{C}, W = \text{Cov}(S_i^{C})^{-\frac{1}{2}} \}$$

$$E_i^{w} = \{x \in \mathbb{R}^n | x = W \delta, \delta \in E_i^{C}, W = \text{Cov}(E_i^{C})^{-\frac{1}{2}} \}$$

**Step 5.** Projection (optional): to project the whitened elements $S_i^{w}$ and $E_i^{w}$ to the unit sphere via scaling all the elements to unit lengths: $x \rightarrow \delta(x), \vartheta(x) = \frac{x}{\|x\|}$

**Step 6.** Training: Divide $E_i^{w}$ into $m$ sets as $e_{w_1}, e_{w_2}, \ldots, e_{w_m}$, of which the elements are pairwise positively correlated. Construct the hyperplanes $h_j:

$$w_j = [\text{Cov}(S_i^{w} \setminus e_{w_j}) + \text{Cov}(e_{w_j})]^{-1}[x(e_{w_j}) - \bar{x}(e_{w_j})]$$

$$h_j(x) = \frac{w_j}{\|w_j\|} \cdot x - \min_{\delta \in e_{w_j}} \frac{w_j}{\|w_j\|} \cdot \delta$$

The hyperplane is retained only when $c_i = \min_{\delta \in e_{w_j}} \frac{w_j}{\|w_j\|} \cdot \delta > \alpha$ in which a new corresponding element is created in the ensemble for the retained hyperplane:

$$f_i(x) = f \left( \theta(W H^T (x - \bar{x}(S_i)))\right) - c_i$$

**Step 7.** Integration: All samples generated by the backbone AI should pass through the ensemble. For any $x$, if $f_i(x) > 0$, an error correction action is performed. In this application, the error correction action is to alter the incorrect label.

**Step 8.** Testing and cascading. Assess performance of the combined system on a test set. If needed, generate the new sets $C^{i+1}, E^{i+1}, S^{i+1}$ and repeat Step 2-Step 8.

**II. EXPERIMENTS**

**A. Dataset**

The MRI images were collected from patients with MI and from a healthy control group. MI, muscle, and blood pool areas were contoured by expert clinicians. The contoured images were then cropped to 256 by 256 size. Throughout the entire development phase of the project, we did not have access to non-contoured copies of MRI images. To recover/emulate the original non-contoured MRI scans, contoured greyscale areas in the images were manually processed with the aim to restore the original appearance of each image.

For the reference ground truth, we employed experts to manually label the raw images at the pixel level into the following four categories: background, blood, muscle and scar using Image Labeller integrated into MATLAB.

Based on the reference ground truth, sliding window sampling with a window size of 61 by 61 pixels was employed to slide across the target MRI images from left to right and from top to bottom with stride size as 1 as shown in Fig. 5 to generate training and test samples. 70% of the data (rounded to the nearest integer) was used for training, and the remaining 30% formed the test set. Considering all the left ventricular (LV) located in the central part of the collected MRI images, we used pixels in the interval [80 171] in both dimensions. For each 61x61 grayscale input, the class of the input was determined by the true class of the central pixel in the image. Each 256 by 256 image produced 8, 281 images of size 61 x 61. Figure 6 shows some samples of input.

Overall, 566 MRI images were processed which resulted in 4, 687, 046 input samples, of which 78, 146 corresponded to scar tissue, 1,844,311 to background, 924, 529 to muscle and 1, 840, 060 to blood. The distribution of label frequencies is shown in Fig. 6. As these figures suggest, the data sample is severely unbalanced. It is well-known that unbalanced datasets may bias the model’s prediction towards the mostly frequent classes. To compensate for the risk of this bias, we forcefully balanced the data by randomly down-sampling the other the three classes: background, blood pool and muscle. This process resulted in 308, 708 input samples, of which 78, 146 were scar samples.
The architecture of the backbone CNN model we developed is shown TABLE I. Dimension of the input layer was set to 61*61*3. After fixing the architecture and training the backbone AI model, an error correction addon [20a], [20b], as described in Steps 1 – 8, was implemented. Training parameters for the backbone AI are shown in TABLE II

B. Results

On the data which has been subjected to manual removal of contouring for the purposes of training, the backbone CNN achieved the accuracy of 94.5% in detecting background, 95.3% for scar tissue, 92.9% for muscle, and 98.0% for blood. In addition, in the task of detecting MI, the backbone CNN model achieved 95.33% sensitivity, 98.70% specificity. Fig. 8 shows the convergence curve line, and Fig. 9 shows the confusion matrix for each category, where ‘0’ stands for the background, ‘1’ stands for the scar tissue, ‘2’ stands for the muscle tissue, and ‘3’ represents for the blood. The Confusion matrix shows that, on our dataset, the algorithm were able to segment MI areas from blood and background. Out of 20316 scar pixels from the test set, 855 pixels were misclassified as muscle, 34 were misclassified as blood and 60 pixels were misclassified as background; 798 pixels were misinterpreted as scar, of which 684 pixels were from muscle.

After training the CNN, we extracted the features from the first fully connected layer, which were then used as an input to the error correction module. Correlations between errors in the feature space is shown in Fig. 10. The error correction cascade was built to improve detection of pixels corresponding to scar tissue only. After the error correction, the accuracy of detection for scar tissue improved to 98.2%. These results are summarized in TABLE III.
In order to test performance of the model in MI quantification task, we compared the CNNEC with the reference ground truth at the level of individual cases (that is, at the level of a patients, as opposed to mere pixel-level performance). The result is shown in Fig. 11. The scatter plot in Fig. 11 is based on 19 independent cases. In Fig. 11, “predicted true scar” label stands for true positive data. The “predicted scar” label includes both true positive and false positives. The largest gap between the reference ground truth for scar tissue and predicted scar tissue was 213 pixels (out of 1006), which means that we missed 213 pixels of scar tissue in the MI quantification task based on the proposed model.
than a report on developing a precise AI-based MI detection and quantification algorithm. After the paper was accepted, we have acquired a clean data set, evaluated the network’s performance on that clean set and observed a performance drop in the task of MI detection to 73%. This confirms that the technology can easily pick contouring artefacts and that any future research/work must pay close attention to data cleaning and preparation. At the same time, even in this extreme case, the network was able to generalize and learn, even from corrupted data. Our future work will be focused on extensive analysis of how different network architectures perform on both clean and corrupted data sets.

![Fig. 11. Comparison to the reference ground truth (blue circles show pixel counts for only correctly detected scar tissue; red circles show pixel counts for all the scar tissue detected including false positives)](image)

| TABLE III. PERFORMANCE ANALYSIS IN TERMS OF ACCURACY, SPECIFICITY AND SENSITIVITY |
|---------------------------------|-------|-------|-------|
|                                 | Accuracy | Specificity | Sensitivity |
| **NAF** [13]**                         | 84.39%  | 98.42%  | 91.23%  |
| Stack autoencoder (SAE) [13]        | 83.5%   | 98.70%  | 92.15%  |
| **LSTM-RNN** [12]                   | 94.35%  | 98.42%  | 91.23%  |
| **DSTGNN** [11]                     | 95.3%   | 98.70%  | 95.33%  |
| CNN with Data balance and manual removal of contours | 95.3%   | 98.70%  | 95.33%  |
| CNN with Data balance, manual removal of contours, and with error correction | 98.2%   | 99.8%   | 98.2%   |
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