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Abstract—With the strong capability of modeling time se-
quence, long short-term memory (LSTM) networks have been
widely applied to predicting financial time series. This has
attracted tremendous attention in the quantitative trading area.
A complete quantitative trading system usually has three tasks,
including market timing, stock selection, and portfolio manage-
ment. In this paper, we present an LSTM-based quantitative
trading system and optimize this system from the following two
aspects. Firstly, in the process of stock selection, we first introduce
the dynamic K-top method in the LSTM-based quantitative
trading system to follow the market change. Secondly, concerning
portfolio management, we further incorporate the Kelly Criterion
to attain an appropriate position ratio. Taking CSI300 constituent
stocks as the study example, extensive experiments have been
carried out to show the superiority of the proposed method.
In comparison with the straight forward LSTM-based trading
strategy, the improved LSTM-based trading strategy with the
dynamic K-top method and the Kelly Criterion can achieve an
increase of 44.97% over ten days in terms of accumulative return.
In addition, our novel method can gain a win ratio of 55.95%,
a monthly alpha of 0.16, a monthly Sharpe ratio of 2.17, and a
monthly Sortino ratio of 2.96 disregarding the transaction costs.

Index Terms—long short-term memory (LSTM), market tim-
ing, portfolio management, Kelly Criterion.

I. INTRODUCTION

A complete quantitative trading system is composed of at
least three tasks, including market timing, stock selection, and
portfolio management. These three tasks have been identified
as important but challenging tasks for researchers and investors
due to the high volatility of the market.

Market timing is the strategy of making buying or selling
decisions of financial assets by attempting to predict future
market price movements. Its purpose is to capture stock
movements accurately so that investors can grasp the inflection
point and earn excess money. According to behavioral finance,
market underreaction and overreaction to information are
caused by unreasonable behaviors of the investors [1], [2]. The
studies of behaviorial finance indicated that the future trend
of the market can be reflected through historical data analysis.
Technical analysts believe past trading activity and price
changes of security can be valuable indicators of the security’s
future price movements [3]. Numerous comprehensive studies
have provided solid evidence that it is possible to achieve
trading success through technical analysis (TA). By behavioral
finance, TA, and other related theories, great progress has been
achieved in the market timing task.

Machine learning (ML) methods have been validated supe-
rior to traditional methods in forecasting financial time series
[4], [5]. With strong data-driven and non-linearity capability,
ML approaches have been demonstrated specialized in classi-
fication and regression tasks. They are well-suited for finding
hidden patterns in large amounts of financial data [6]. As a
variant of recurrent neural network (RNN), long short-term
memory (LSTM) [7]–[9] and its hybrid models [10], [11]
almost outperform all other models in terms of stock prediction
accuracy.

The aim of the stock selection task is to choose the most
suitable stocks from a certain stock pool. In the stock selection
task, evaluation and scoring models are utilized to distinguish
more ‘promising’ stocks from less ‘promising’ stocks [12],
[13]. Stock scoring and stock ranking are two main procedures
of a stock selection process. With respect to stock ranking, the
problem of how many stocks shall we choose is still a great
challenge for investors. It has a close relationship with the final
returns of a quantitative trading system. Previous works tended
to go long the most promising stocks for the whole trading
period. However, the numbers of stocks chosen by them are
fixed. A fixed number of stocks could not adapt to the market
change since opportunities are changing in the volatile market.

The ultimate goal of portfolio management [14], [15] is to
maximize the expected return given an appropriate level of
risk exposure. In the high-frequency trading fields, positions
are established and liquidated in a very short period. As part
of portfolio management, the choice of the position ratio is
a very important aspect. By optimizing position ratio, excess
profit can be attained compared with no or unwise adjustment
to the position ratio. Therefore, how much money should be
invested on each stock is another problem that needs special
attention.

To address these two problems, we present an LSTM-
based quantitative trading system that combines these three
tasks together effectively. Besides, we make some reasonable
optimizations to the last two tasks of the trading system. In
our design, the LSTM model is used for market timing task.
The results of LSTM are used for stock scoring and dynamic
K-top is utilized for stock ranking. For portfolio management,
the Kelly Criterion are employed to adjust the position ratio
reasonably, making the whole trading strategy more reasonable
and scientific. The overall framework of the proposed method
is shown in Fig. 1. Our contributions are summarized as
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follows:
• To solve the problem of how many stocks to choose for

trading, we introduce the dynamic K-top method in LSTM-
based quantitative trading system in replacement of traditional
fixed K-top for the first time.
• To solve the problem of how much money to invest in

each stock, we further incorporate the Kelly Criterion to attain
an appropriate position ratio, greatly exploiting the possibility
of earning more money.
• We combine market timing, stock selection, and portfolio

management to improve the quantitative trading system to a
large extent. From prediction, ranking, and portfolio manage-
ment aspects, extensive comparisons and analyses have been
conducted to validate the effectiveness and reasonableness of
our methods in an all-around way.

The remainder of the paper is organized as below: Section
II presents related works and background of this article, which
lays a foundation for carrying out our work. Section III
elaborates on our model. Then, comparisons and results are
listed in Section IV. Finally, we will reach a conclusion to
summarize all the works.

II. BACKGROUND AND RELATED WORK

A. Financial Time Series Prediction

Yuan Song [16] chose stock price indicators from 20 well-
known public companies and found that RNN works better
than support vector machine (SVM) and extreme gradient
boosting in terms of prediction accuracy. Svetlana Borovkova
and Ioannis Tsiamas [17] trained 12 stacked LSTM models
for 20 large-cap stocks. The weight assigned to each model
is evaluated by the area under the curve score. The final pre-
diction model is the weighted combination of the 12 models.
Siyu Yao, Linkai Luo, and Hong Peng [18] took transaction
costs into account. In their paper, only when the fluctuation
amplitude of the stock price is more than transaction fees, it
will be marked as the up or down signal. In day trading, [19]
first applied LSTM to large-scale market Standard and Poor’s
500 Index constituent stocks dating from 1990 to 2015 in order
to predict whether a certain stock’s price change is more than
the median price change of all stocks. The method has won
0.46 percent daily profit.

B. Stock Selection

There are diverse methods about stock selection, which
range from statistical approaches (like fuzzy quantitative
analysis [20], ordered weighted averaging operator [21], and
cluster analysis [22]) to ML approaches (deep neural network
(DNN) [23], SVM [24], and differential evolution (DE) [13]).
By using technical and fundamental indicators to characterize
each stock, the main point of stock selection is to construct
the scoring and ranking mechanism.

With respect to stock ranking, the problem of how many
stocks shall we choose is still a great challenge for researchers,
which has a close relationship with the final returns of a
quantitative trading system. Previous works tended to go
long the most promising stocks for the whole trading period.
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Fig. 1. Overall framework of the proposed model.

However, the numbers of stocks chosen by them are fixed. It is
not reasonable since opportunities are changing in the volatile
market.

C. Kelly Criterion

Kelly Criterion, first proposed in gambling game by J.L.
Kelly, has been successfully adopted in financial markets [25],
because it suggests a wiser position ratio, and provides a
promising method of investment. It is meant to gain maximum
expectation value of profit rate. It can be described as follows:

f =
pwin ∗ b− ploss

b
, (1)

where f denotes the position ratio. More specifically, f stands
for the proportion of the money for bets in total capital at a
time. pwin represents the probability of wins while ploss means
the probability of losses. b denotes odds, specifically the ratio
of profits (excluding capital) to capital under the circumstance
of win.

Emil Ohlsson and Oskar Markusson [26] evaluated the
Kelly formula on the Swedish stock market between 2005
and 2015. It used the last three months of data to establish
the Kelly Criterion. It is concluded that the Kelly strategy
produces five times higher returns than traditional portfolio
optimization methods.

In [27], the advantages and disadvantages of Kelly Criterion
are investigated in detail. As is concluded in it, the main
advantage of the Kelly Criterion is that it maximizes the
limiting exponential growth rate of wealth. While the main
drawback is that its suggested wagers may be very large.

To improve the large wager problem, [28] shrink the size
of the bet by a shrinkage factor. From a simulation study and
analysis, it is shown that the shrunken Kelly approaches can
greatly improve the ’raw’ Kelly Criterion.



III. METHODOLOGY

In this section, our proposed method is presented in detail.
It is elaborated from the following three perspectives: market
timing, stock ranking, and portfolio management.

A. Market Timing

1) Three Classification Task: In technical analysis, the
future trend of stock movements can be extracted through
processing and analyzing historical financial data. For all
candidates in a stock pool, their previous data can be sorted
as a financial time series. Assuming that the current time is
T . The aim is to estimate the stock movements at time w
(w = T + k) over k periods. Rather than directly forecast the
price change, we do the following three classification task:

F (Qw−s∗k
i,1 , ..., Qt

i,j , ..., Q
T
i,12) =

 1 Rw
i > γ

2 Rw
i < −γ

0 elsewhere
(2)

, where s stands for timesteps and Rw
i denotes the price change

of stock i at time w over k periods. Qt
i,j represents the jth

(j ∈ {1, 2, ..., 12}) feature of stock i at time t ∈ {w − s ∗
k,w − s ∗ k + k, ..., T}. A total of 12 technical indicators
are introduced to represent the state of stock at current time
T . They are RT−k

i , RT−2k
i , RT−3k

i , open, close, high, low,
volume, money, open price of CSI300 index, close price of
CSI300 index, and average price. In the above formula, F can
be a linear or non-linear function. γ is related to the transaction
costs.

The classification task has already taken the transaction
costs into account. In fact, even if we grasp the right trend, it
may not be profitable due to the high stock trading fees and the
low fluctuation of the stock price. Only when the fluctuation
amplitude of the stock price is more than transaction fees, it
will be marked as the up or down signal.

To be more specific, with the price change more than a
certain value γ, the stock is considered to have an up signal.
The circumstances of stock’s upward movement are classified
into category ‘1’. With the price change less than −γ, the
stock is considered to have a down signal. The circumstances
of stock’s downward movement are classified into category ‘2’.
The price change between γ and −γ stands for no fluctuation
of the stock.

The ground truths of the three classification task are based
on the one-hot encoding.

2) Preprocessing: In the preprocessing step, the financial
data of each stock is normalized using the z-score normaliza-
tion to transform data of different magnitudes into uniform
metrics:

Q̃j =
Qj − µtrain

j

Dtrain
j

, (3)

where µtrain
j denotes the average value of jth feature during

the training period, and Dtrain
j stands for the standard devi-

ation of jth feature during the training period. As stated in
[19], it is the key to obtain mean and standard deviation from

the training set only. Only in this way can look-ahead bias be
avoided.

3) LSTM-individual: The entire data are split into training
samples and trading samples. 20 percent of training samples
are used as a validation set. The rest of the training samples are
used as a training set. Rolling window method [19] is utilized
in the processes of training, validating, and trading. Each time
the rolling window moves forward k periods, as presented in
Fig. 2.

Each stock has its individual LSTM model, the size of
which is the same as others. The input layer has 12 features
and 100 timesteps. The LSTM model in our trading system
contains one single standard LSTM layer with 32 neurons. Its
last layer is one dense layer with 3 neurons and a softmax
activation function. By applying dropout regularization [29]
within the recurrent layer, 0.05 of units are randomly dropped
both at the input gates and the recurrent connections. This can
avoid overfitting and facilitate generalization. Considering the
problem of sample imbalance [18], random under-sampling is
employed to improve the training process.

B. Stock ranking: Dynamic K-top

The outputs of our stock prediction model are the prob-
abilities of the price change of stock more than γ, below
−γ, and between γ and −γ. Thus, associated with the price
change, these probabilities can represent the predicted future
performance of the stocks.

Since each stock’s financial data are fed into its individual
model, there are 3N outputs (N represents the number of
stocks in a stock pool, e.g. N = 165). Those stocks with a
higher probability of up signal are predicted to have upward
movements, while those stocks with a higher probability of
down signal are predicted to have downward movements.
Previous works tended to go long the most promising stocks
for the whole trading period. However, the numbers of stocks
chosen by them are fixed, which cannot follow the market
change.

From an economic perspective, K represents the balance of
return and risk. If K is small, it brings many risks and extreme
returns at the same time. As K increases, the volatility of
returns will be smaller and the returns will be more stable,
which means lower returns and lower risks.
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Fig. 2. The rolling window method.
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We regard the average value of the predicted probability of
165 stocks’ upward movements as the stock pool’s predicted
trend. The standard deviation of the stock pool’s predicted
trend is small here. If the average value is high, many
stocks tend to move up. So more stocks should be bought.
If the average value is low, fewer stocks should be bought.
The relationship between stock movements and K can be
represented by the linear transformation.

Supposing average value Pup ranges from A0 to A1 and the
range of K is from K0 to K1:

K =
Pup −A0

A1 −A0
∗ (K1 −K0) +K0, (4)

where A0 and A1 are statistical data based on training period
data. We will choose at least one stock, so K0 is set to 1.

C. Portfolio Management: Kelly Criterion

To some extent, stock trading is just like gambling. The
difference is that gambling has a fixed winning rate and fixed
odds. While in the stock market, it requires traders to analyze
and predict future situations by utilizing relevant information.

In the environment of stock trading, we have to use the
general form of the Kelly Criterion:

f =
pwin

c
− ploss

b
. (5)

The detailed descriptions of basic parameters in the Kelly
Criterion are listed in Table I.

Here for stock trading, pwin is the probability of upward
movements for the stock derived from LSTM. ploss is the
probability of downward movements for the stock derived
from LSTM. b is the increase rate and c is the absolute
value of decrease rate. b and c are the statistical price change
based on training period data. We assume no leverage but
Kelly Criterion often wagers too much [27]. So some small
modifications should be taken:

f̃ = min(max(β ∗ f, 0), 1), (6)

where β is the shrinkage coefficient and f stands for the
position ratio. Here, β represents the ability to take the risk,
as stated in [28].

At each time, the transaction amount is determined by the
current remaining cash multiplying the position ratio which is

TABLE I
BASIC PARAMETERS IN KELLY CRITERION

Name Description

f
the proportion of the money for buying the stock in the remain-
ing capital at a time

pwin the probability of upward movements of the stock
c the ratio of losses to capital under the circumstance of lose

ploss the probability of downward movements of the stock

b
the ratio of profits (excluding capital) to capital under the
circumstance of win

determined by the Kelly formula. If the stock continues to rise
or fall, we will continue to hold it until the stock is predicted
to move in the opposite direction.

IV. COMPARISONS AND RESULTS

A. Experimental Settings

1) Data Descriptions: CSI300 constituents have the char-
acteristics of high liquidity, active trading, and good market
representation. The constituents of CSI300 in granularity of
five minutes dating from January to June in 2018 are chosen as
the study example. Considering the high transaction costs, high
liquidity is what we prefer. So those stocks whose standard
deviation of close price less than one are eliminated from
the stock pool. Suspended stocks are also eliminated. The
total number of stocks in our stock pool is 165. The training
samples include 4 months of stock data, with 19200 minutes
in total. The following two weeks are trading samples, with
2400 minutes in total.

2) Parameter Settings: We trained all LSTM-individual
models on a computer with 1 CPU (Intel i7-8700K 3.70GHz).
The maximum training duration of each model is 1000 epochs,
and early stopping patience is 10. γ which is mentioned in
III-A is set to 0.001.

3) Benchmark Models: In order to verify the superiority
of our proposed method, we compare the results of our
methods with many other counterparts. The comparisons are
conducted from the following three aspects, prediction, stock
ranking, and portfolio management. To keep the fairness of
comparisons, comparing objects for the same task is set to the
same environment.

For the prediction model, pseudo-random (randomly choose
K stocks to buy), random forest, and convolution neural
network (CNN) are adopted. For fair comparisons, CNN is
set as the same layer number and neuron number as LSTM.
For the stock ranking task, we set several ranges of K, and
compare the dynamic K-top with traditional fixed K-top. For
the portfolio management task, we compare the Kelly Criterion
with the equally weighted portfolio and minimum variance
portfolio. CSI300 index return and average market return are
also set as baselines.

B. Evaluation Criteria

The circumstances of stocks classified into category ‘1’ and
category ‘2’ are recorded as RF s. To evaluate the performance
of stock prediction, we adopt three metrics AccRF (precision



rate), RecRF (recall rate), and CerRF (critical error rate),
as stated in [18]:

AccRF =
NAcc

NRFp
, (7)

RecRF =
NAcc

NRF
, (8)

CerRF =
NCer

NRFp
, (9)

where NRFp denotes the number of predicted RF s. NAcc
denotes the number of RF s that are classified correctly. NCer
stands for the number of RF s that are classified into antitype.
NRF represents the number of predicted RF s that are truly
in category ’1’ or ’2’.

Furthermore, to verify the superiority of our method’s
returns, we also calculate the daily return, accumulative return,
maximum drawdown, winning rate and so on for evaluation
disregarding the transaction costs.

C. Empirical Results

1) Comparisons with Other Prediction Models: In Table II,
we compare the proposed LSTM model with pseudo-random,
random forest, and CNN when K is set to 5. It is shown
that the LSTM model has the best performance in terms of
AccRF, RecRF, and CerRF. AccRF and CerRF are related
to the profitability while Rec is associated with the missed
opportunity. Therefore, AccRF and CerRF are more important
than RecRF in the stock trading process. With the same
number of layers and neurons as LSTM, CNN outperforms
pseudo-random and random forest but performs less well than
LSTM in terms of prediction accuracy. The results can prove
that LSTM has a strong ability to forecast financial time series
precisely even if the task of predicting the stock movements
is of high complexity.

2) Comparisons with Fixed K-Top: To make the compar-
isons fair and valid, the dynamic K-top and fixed K-top both
use LSTM as the prediction model and equally weighted
portfolio as portfolio management. We take several ranges of
dynamic K-top and the corresponding values of fixed K as
examples.

In Table III, detailed comparisons between dynamic K-top
and fixed K-top are listed. Fig. 4 illustrates the relationship
with accumulative return and different values of fixed K.
Besides, we draw the accumulative return of dynamic K-top
for vivid comparisons. It can be seen from the figure that
different values of K have different returns after a trading
period. This means that it is possible to gain more profit by
changing the K value. There is always a best K with regard
to the time in terms of return. We draw six different trading
periods for comparisons. During the whole trading period, the
accumulative return is affected by the K value constantly. The
volatility of return will be much larger when considering the
return each time instead of a long period. If the number of
stocks that makes up a portfolio is not very large, then much
risk is taken.

TABLE II
PREDICTION RESULTS OF DIFFERENT MODELS

Model AccRF RecRF CerRF
Pseudo-random 26.3% 45.5% 31.5%
Random forest 35.0% 51.7% 32.6%

CNN 35.2% 54.4% 29.6%
LSTM 41.2% 58.9% 28.7%

TABLE III
RESULTS OF DYNAMIC K-TOP AND FIXED K-TOP

Evaluation Different ranges of dynamic K
Metrics 1-10 1-20 1-30 1-40

Accumulative return 10.14% 12.86% 15.22% 14.77%
Winning rate 51.70% 53.67% 52.17% 52.49%
Daily return 0.81% 0.89% 1.08% 1.12%

Maximum drawdown 2.61% 2.46% 1.96% 1.78%
Evaluation Different values of K

Metrics 10 20 30 40
Accumulative return 14.07% 9.10% 5.07% 4.93%

Winning rate 51.73% 53.60% 53.60% 53.60%
Daily return 1.11% 0.67% 0.34% 0.42%

Maximum drawdown 2.15% 4.35% 2.55% 2.99%

As K increases, the accumulative return becomes lower
with small volatility. This agrees with the above argument
that as the number of chosen stock increases, the return will
become more stable and less volatile. In these figures, dynamic
K-top ranging from 1 to 40 and ranging from 1 to 30 always
perform better than the best fixed K value of different trading
periods in terms of return. When the trading period is 2400
minutes, dynamic K-top 1-30 exceeds the best fixed K-top with
the return rate of 0.95%. In addition, the return of dynamic
K-top 1-40 is 0.5% over the best fixed K-top. A wider range
means that there are more stocks to choose from the stock
pool. More stocks can better represent the trend of the whole
stocks. Extensive experiments have shown that by employing
dynamic K-top method, it is possible to obtain an excess return
in comparison with almost all the fixed K values.

3) Comparisons with Other Portfolio Methods: For portfo-
lio management comparison, all the different portfolio opti-
mization methods take LSTM as prediction and choose K ∈
{10, 20, 30} and shrinkage coefficient ∈ {10‰, 20‰, 30‰,
40‰}. The detailed results are shown in Fig. 5. As shown in
these figures, the accumulative returns of LSTM with Kelly
Criterion with all coefficients are higher than that of LSTM
with equally weighted portfolio and minimum variance port-
folio. When K is 30 and the trading period is 2400 minutes,
the return of Kelly Criterion with shrinkage coefficient 10‰is
6.15% over the equally weighted portfolio and 8.2% over the
minimum variance portfolio. Different shrinkage coefficient
doesn’t matter too much as they almost follow the same trend
during the trading period. A lower shrinkage coefficient means
the weaker ability to shoulder much risk. In these three figures,
the lowest shrinkage coefficient brings the lowest accumulative
return. It can also be seen in the figures that the traditional
portfolio shows very low volatility. It agrees with the rule
that lower volatility means a lower return. Compared with
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Fig. 4. Comparisons between dynamic K-top with fixed K-top in terms of accumulative returns (%) in different trading periods.
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Fig. 5. Comparisons between Kelly Criterion and other portfolio optimization methods in different fixed k values.

the equally weighted portfolio method and minimum variance
portfolio method, it is shown that the Kelly Criterion can
maximize the profit given an appropriate level of risk exposure.

4) Comparisons with Other Formulated Benchmark Mod-
els: We further formulate other baselines to prove the out-
standing performance of our method. In Fig. 6, average
market return and CSI 300 return are set as our baselines for
comparisons. K is set to 10 and the shrinkage coefficient is
10‰. LSTM-DK represents the proposed LSTM-based model
with the Kelly Criterion and dynamic K-top. With the Kelly
Criterion and dynamic K-top method, LSTM-DK shows a very

big improvement. It greatly outperforms the average market
return and CSI300 return.

In Table IV, detailed comparisons are made between the
proposed model and many similar counterparts in terms of
winning rate, accumulative return, maximum increase per
operation, daily return, maximum drawdown, monthly alpha,
monthly Sharpe ratio, and monthly Sortino ratio. K is set to
30 and the shrinkage coefficient is 10‰.

According to the majority of evaluation criteria, LSTM per-
forms better than CNN because LSTM has better forecasting
ability than CNN in financial series prediction. According to
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TABLE IV
RESULTS OF THE PROPOSED MODEL AND OTHER FORMULATED BENCHMARK MODELS

fixed K-top dynamic K-top
Evaluation equally weighted Kelly Criterion Kelly Criterion

Metrics CNN LSTM CNN LSTM CNN LSTM
Accumulative return 3.11% 5.07% 3.64% 7.03% 1.0% 7.35%

Winning rate 42.86% 54.70% 43.19% 55.52% 43.38% 55.95%
Maximum increase per operation 0.46% 0.59% 0.91% 2.04% 0.84% 2.04%

Daily return 0.28% 0.45% 0.34% 0.63% 0.32% 0.44%
Maximum drawdown 1.49% 2.55% 5.35% 4.66% 5.35% 4.70%

Alpha 0.02 0.10 0.05 0.15 0.02 0.16
Sharpe ratio -0.03 1.32 0.21 1.81 -1.12 2.17
Sortino raio -0.04 1.91 0.28 2.53 -1.64 2.96

most of the evaluation criteria, LSTM with Kelly Criterion
is better than LSTM. Moreover, CNN with Kelly Criterion is
better than CNN. The reason is that the Kelly Criterion can
maximum the limiting exponential growth rate of wealth.

As for return analysis, the LSTM-based trading strategy
with the dynamic K-top and Kelly Criterion yields an increase
of 44.79% than the vanilla LSTM-based trading strategy in
terms of accumulative return. This means that dynamic K-top
with the Kelly Criterion can strengthen the ability to earn more
money.

As for risk analysis, the aims of investors are to maximize
the investments’ expected return given an appropriate level of
risk exposure. The Sharpe ratio and Sortino ratio are applied
to measure the return of an investment compared to its risk.
From Table IV, it is shown that LSTM-DK has a higher value
of monthly Sharpe ratio and monthly Sortino ratio compared
with other formulated models. Depending on the risk exposure
investors can take, Kelly Criterion can be further tuned and
the shortcoming of high volatility can be further reduced.

Considering the high transaction fees, the net return of
LSTM with the dynamic K-top and Kelly Criterion is 4.40%.

Higher net returns indicate better-performing investments. It
provides solid evidence for the effectiveness of the proposed
LSTM-based quantitative trading system with the dynamic K-
top and Kelly Criterion.

V. CONCLUSION

In this paper, we use the dynamic K-top stock selection
method and Kelly-Criterion-based portfolio management strat-
egy to improve the performance of an LSTM-based quantita-
tive trading system. We combine market timing, stock selec-
tion, and portfolio management to improve the quantitative
trading system to a large extent. From prediction, ranking,
and portfolio management aspects, extensive comparisons and
analyses have been conducted to validate the effectiveness
and reasonableness of our methods in an all-around way. The
results show that the proposed model is superior to similar
counterparts and greatly outperforms the CSI300 index and the
market average. Compared with the straight forward LSTM-
based trading strategy, the LSTM-based trading strategy with
the dynamic K-top and Kelly Criterion can achieve an increase
of 44.97% over ten days in terms of accumulative return.



Further work will be carried out in the following aspects.
We will test our proposed method on more datasets to explore
deeply into the effect of Kelly Criterion and dynamic K-top.
Then, more optimization methods can be added to the task of
stock prediction.
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