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Abstract—Because social networks have become a vital part
of people’s lives, cyberbullying becomes the most common risk
encountered by young people on social networking platforms and
raised serious concerns in society. Over the past few decades, most
existing work on cyberbullying has focused on text analysis. Yet,
the cyberbullying develops into multi-objective, multi-channel,
and multi-form. Traditional text analysis methods cannot satisfy
the diversity of bullying data in social networks. To deal with the
new type of cyberbullying, we propose a multi-modal detection
framework that takes into multi-modal information(e.g., image,
video, comments, time) on social networks. Specifically, we not
only extract textual features but also use the hierarchical atten-
tion networks to capture the session feature in social networks
and encode several media information(e.g., video, image). Based
on these features, we model the multi-modal cyberbullying
detection framework to solve the new form of cyberbullying.
Experimental analysis on two real-world datasets shows that our
framework outperforms several existing state-of-the-art models.

Index Terms—Cyberbullying, Multi-Modality, Social Media,
Hierarchy Attention

I. INTRODUCTION

Social networking is the main way for young people to
socialize. However, the cyberbullying on the social network
is happening all the time and has a serious impact on young
people [22]. According to the statistics of the American
Psychological Association and the White House [9], more than
40% of teenagers in the United States have been suffered
cyberbullying in social media. Recent studies reported by
the British indicated that the ratios bullied in the network
are much larger than in the real-world, 12% of teenagers
have been bullied. The social cyberbullying incidents occurred
frequently and increased year by year. Bullying behavior
gradually develops into multi-objective, multi-channel, and
multi-form. The victims have suffered a severe negative impact
on their physical and mental health [18], even made suicidal
thoughts. It is not just a nightmare for the victims, but also
a critical national health concern. Hence, it has stimulated
research upsurge in the fields of psychology and computer
science, aimed at understanding cyberbullying characteristics
to identify bullying in social networks.

In the field of automatic cyberbullying detection, as ma-
licious verbal attacks are a typical manifestation of cyber-
bullying, the existing efforts mainly focus on the analysis
of text features. Many text classification methods have been
introduced for cyberbullying detection. Cyberbullying can be
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defined as repeated sending of hostile or aggressive informa-
tion by any individual or group through electronic devices or
digital media to cause harm or discomfort to others. Text-only
feature analysis faces several challenges. It isn’t very easy to
determine whether the content -targets a specific person and/or
group, without contextual information. Besides, the normal
textual content with offensive visual information is still a
potential danger on social networks. Hence, it is necessary
to pay more attention to critical information included in the
various social media, such as image, video, comments, and
social relationships.

Existing efforts for multi-modal information pay attention
to a single modality. The comments are considered a short
conversation about the topic. The study [17] used contextual
information to understand the entire context better and thus
determine the behavior. Even though the study attempted to
learn the relationship of comments, but ignored the effect
between each comment. Soni [23] combined visual features
to complement the lack of textual features. Although these
methods have better performance than text analysis, they can’t
solve the limitations of single-mode information.

In addition, Cyberbullying has other essential characteristics
of the persistence and repetition of aggressive acts over
time [9]. A new challenge is how to stop the discussion of
cyberbullying and prevent secondary harm effectively. Hence,
how to effectively detect multi-modal bullying information in
time and prevent it from further discussion is a new challenge
for cyberbullying detection.

To cope with the new forms of cyberbullying, we redefine
cyberbullying as a process that combines textual, visual,
and another meta-information to identify whether a post be-
longs is a bullying topic. To address the above challenges,
we propose a novel Multi-Modal Cyberbuulying Detection
(MMCD) framework. It can integrate textual, visual, and other
meta-information uniformly to identify various cyberbullying
instances in social networks. Explicitly, we assume that cy-
berbullying posts received offensive comments. We model all
of the comments by Hierarchical Attention Networks (HAN)
[25] to judge the feedback of comments and then encode
visual and other meta-information. Finally, we integrate these
features and text contents to improve cyberbullying detection
performance. The main contributions of this work are:

1) We define a new form of cyberbullying detection and



formulate the entire problem process. The definition
focuses on fusion and unified processing of multi-modal
data to deal with the multi-form of cyberbullying.

2) We propose a novel multi-modal cyberbullying detection
framework to model textual, visual, and other content
respectively, and then construct the multi-modal process-
ing framework. The framework has several components:
topic-oriented bidirectional long-short term memory
(BiLSTM) model with self-attention; comment-based
HAN model to focus on word-level and comments-level;
visual embedding and other embeddings methods. We
integrate these components to achieve the effect of infor-
mation fusion, to face the multi-form of cyberbullying.

3) We use multi-modal data from two social networks to
verify the effectiveness of this method. We also analyze
the influence of multi-modal on cyberbullying.

II. RELATED WORK

The existing cyberbullying detection work has paid atten-
tion to analyze the features of the text, identifying bully-
ing behavior. Generally, the methods applied in text content
were similar to text classification, emotional analysis, and
other technologies [12].Some text feature extraction methods
were also effective, such as N-gram models, bags-of-words
models (Bow), TF-IDF, etc [2], [8], [29]. In response to
these features, sclassification methods provided great effect,
which include Random Forest, support vector machine(SVM),
Logistic Regression,Naive Bayes, Random Forest, etc [3], [7],
[8], [16]. Chavan et al. [4] extracted several features (e.g., TF-
IDF, Bow, bullying vocabulary) and used SVM and Logistic
Regression to identify bullying behavior. In addition to text
characteries, network characteristics have received attention
[1]. Other information on social networks has received the
researchers’ attention, such as the number of tweets, locations,
and social relationships on Twitter. Chen et al. [5] constructed
the social network topology structure to identify bullying. Al-
garadi et al. [1] integrated several available information. They
used the network, activity, user, and tweet content to build an
effective detection model. To get better results, Lu Cheng et al.
[7] built a complex heterogeneous network by metadata, such
as an image, video, user profile, time, location and comments.
They learned the vector representation of posts by network
embedding and then classified the post by SVM, Random
Forest, etc. These models attempt to solve the problem that
the lack of text characteries.

In addition, deep learning as an end-to-end method, has
better representation capabilities in text content. Most of
the text classification has improved by these methods, using
convolutional neural network CNN [11], RNN [13] and the
combination of CNN and RNN (RCNN) [27], etc. Miswriting
often occurs in social media, especially using miswrite to avoid
detection in bullying text. Park et al. [19] used a hybrid model
to solve that. They applied convolutional neural networks
at both the character-level and word-level, then connected
them to classify. Ziqi [28] joined convolution layers and
Gate Recurrent Unit (GRU) to encoded the text, the method

combined structural features and sequence features. Attention
mechanisms are introduced in cyberbullying detection to pay
more attention to essential words. Zhang [26] proposed a
bidirectional RNN (BiRNN) [31] model with the attention
mechanism to identify bullying text. This model integrated
the contextual feature by BiRNN, used attention mechanism
change the words weigh. Similar to the above methods, some
meta-information has played an important role in the deep
model. Founta [10] trained the hybrid model by combining
the latent representation from text and metadata.

With the diversity of social media, some studies not only
focused on textual but also paid attention to visual data. More
and more researches attempted to integrate multi-modal data.
Soni [23] attempted to extra visual features to supplement
the lack of textual elements. To understand the context, ziyi
[17] used the parent-child relationship between comments
to analyze child semantics and child comments on related
topics. Moreover, the document classification methods were
applied in comments, such work [6] built a time-dependent
hierarchical attention network to capture comments features.
These methods indicated that multi-modal data has a positive
effect on cyberbullying detection. Feature extraction in multi-
modal and feature fusion were research trend of cyberbullying
detection.

III. PROBLEM DEFINITION

Let P = {pi1,p2,...,pn} be a corpus of N social me-
dia posts. Each post includes the text content, consecutive
comments, media object (i.e., image or video) and other
information (e.g., time stamp, the user’s profile, Likes, Shares).
Thus, the post i is denoted as p; = {t;, ¢;, m;, 0; }, where t;
means text content; c; as a set of comments, m; means media
object, o; is other meta-information. Moreover, we use cgl) to
represent the first comment in ¢;, the length of cgl) is donated
as lgl). In addition, we use a binary label y; = {0,1} to
identify the post 7, where 1 represents bullying behavior, 0 is
the otherwise.

Compared with simple text classification for cyberbullying
detection, we define cyberbullying detection as the process of
learning the bullying behavior by context, comments, media,
and other information.

IV. PROPOSED MODEL

In this section, we introduce the proposed multi-modal
cyberbullying detection (MMCD) framework in detail. The
model is divided into two processes of encoding and de-
coding. For the encoder, we encode different data contents
separately. It consists of several components: Topic-oriented
encoder by BILSTM, comment-based hierarchical attention,
media embedding, and other meta-information embedding
layer. In addition, we take into account the sequence of the
comment set in the comments encoder. As for the decoder, we
use the multilayer perceptron (MLP) to train the multi-mode
data independently, and finally integrate multi-mode data for
training.



The proposed framework of multi-modal cyberbullying de-
tection is shown in Figure 1.

A. Multi-Modal encoder

In this subsection, we introduce several components for
encoding multi-modal data, including BiLSTM, hierarchical
attention mechanism for comments, and embedding of media
information.

1) Bidirectional LSTM : Recurrent neural networks are a
common method in natural language processing. Considering
the word order of the sentence, we use BILSTM to model the
sentence. As a type of RNN, LSTM has three additional gated
units which are the input gate i; , the forget gate f; , and the
output gate o;. Specifically, we use h; represent the state at
time ¢, then the state of the three gates are calculated by the
previous state h;_1. For the ¢t-th word vector x:

it = U(xthi + htflwhi + b1)7 (l)
fe =0(@Weyp +hi 1 Why +by), @)
o = U(mtho + ht—IWho + bo)7 (3)

where z; is the word embedding vector at ¢ step, the param-
eters Wai,Wo r W0, Wi, Wh,Who are the relevant weight
matrix, and bias b;,bs,b,.

As for the hidden layer h¢, it depends on the current memory
c; and the candidate memory ¢;.

C~t = tanh(xth + ht_1th + bc)a (4)
= fiOc1+i O, &)
hy = oy ® tanh(cy), (6)

where W, Wj,. are weight matrix, and b, is bias.

We use BiLSTM to encode the text content, which captures
the sentence features from both directions. For a sentence
with n words {wy,ws,...w,}, and the embedding vectors
{1, x3....x5, }, we calculate the hidden state of i;h word:

Wi = LSTM (2:),i € [1,7], 7

where ﬁ)i is the hidden state from word w; to w;, %i means
the opposite direction. In addition, the word-level self-attention
mechanism is introduced to improve awareness of negative
words.

2) Comments Enbedding With Hierarchical Attention net-
works: We assume that each comment is affected by all
previous comments. Thus, we regard all of the comments as a
document generated in the order of publication. Based on the
method of document classification, we apply the Hierarchical
Attention Network (HAN) [25] to encode the comments. This
study focuses on the attention mechanism at the word-level
and comments-level, which makes the HAN model pay more
attention to important content when encoding the document.
Hence, we do the word-level attention in each comment and
then apply attention mechanisms at comments level. We treat
the comments by hierarchical attention architecture.

We use Bidirectional GRU to encode word level and com-
ment level. Similar to LSTM, GRU is other type of RNN with
two gates: the update gate and reset gate.

Given the comments C with L comments, and the i-th
comment ¢; has L; words w;,t € [0, L;].

Word-Level Attention. We use the embedding matrix to W,
to embed the words, x;; = W.w;;. Then, we put the words
of comment ¢ into bidirectional GRU model for encoding
comment.

Wit = GRU (20),t € [1, L] i € [1, L], )
B = GRU (200), € Lo, 1], € [1, L], (10)

where ﬁit means the hidden state from word w;; to w;r,,, and
h ;+ means the backward hidden state!)l" hegwe concatenate
hidden vector in both direction, h; = [h ;5 h ;4]

Because each word has the different influence on the
comment, we attempt to reconstruct the vector of these words
to form comments for these important words through the
attention mechanism. Specifically, we use a multi-layer per-
ceptron with a hidden layer to extract higher-level hidden layer
representation w;4:

iy = tanh (W, hie + by) (11)

where W, is weight matrix, b,, is a bias of word-level. We
measure the similarity u;; and a vector w,, that is regarded
as a word-level context vector. Then normalizing the weight
matrix,

exp (uth uw)
Yo exp (u;uw) .

Finally, we reconstruct the vector representation of this com-
ment.
G = Z aithit.
t

Similar to the word-level approach, We user bidirectional GRU
encode each comment c¢; by time stap:

(12)

it =

13)

Wi =GRU (¢:),i € [1, L], (14)
i = GRU (e1),i € [L,1]. (15)

Then, we calculate the comments attention and rebuild com-
ments vector representation,

u; = tanh (Weh; +bc) , (16)
T
g = P () a7
> €xp (u:uc)
(18)

v = E ahg,
7

where W, is weight matrix, b. is a bias of comment-level
and u. is the comments level context vector. The vector v
summarizes all information of the comments C.
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The proposed multi-modal cyberbullying detection framework. Given a post in social media, we first analyze various content in this post, model

different modalities, and get the latent vector for each modality data (multi-modal encoder). We integrate all the latent vectors from multi-modal data and

train classifiers(multi-modal decoder).

3) Other Embedding : As for the encoding of media
information, we first construct the one-hot encoding by the
tags(e.g.,text, scenery, portraits, etc.) of media. To reduce the
dimension of one-hot, we adopt multi-layer perceptron for
feature extraction.

B. Multi-Modal decoder

We assume that the information of different modalities make
different contributions to bullying behavior detection. Based
on this assumption, we propose a new method to adjust the
weights of modalities’ vector in the decoding step.

In the encoding step, we extract the different modalities
information, and vectors of different sizes represent the infor-
mation. We use vy, v¢, vy, and v, to represent the encode vec-
tor form comments, text, media, and other meta-information,
respectively. In the decoding step, we use fully connected
units for each modal independently and calculate between each
layer:

hat = tanh(Wavy + bgy), (19)
hae = tanh(Waevy + bae), (20)
ham = tanh(Wamve + bam ), 2n
hao = tanh(Waovs + bao), (22)

where hgt, Racs Rams hdao are the hidden layer of full connected
units, the parameters Wy, Wye, Wam, Wy, are the weight
matrix, and the bias bg:, bac, bam, bdo-

Then, we adjust the size of each hidden vector to fit the
importance of the modalities information. We compute the
output of each hidden vector:

out = tanh(Wh +b), (23)

where W, b are the weight matrix and bias for each hid-
den vecto, and get the output vector out:, out., out,,,
out,. We concatenate the each output vector, out =
[outy; out.; out,,; out,]. We complete the final decoding op-
eration based on the vector out.

V. EXPERIMENTS

In this section, we evaluate the effectiveness of our methods
by using two real-world dataset collected from Instagram and
Vine. For each dataset, we use 80% of data for tranning, the
remaining for testing and evaluated with ACC scores and F1
scores. As for word embedding, we use pre-trained Glove
model to train words and embed into 300-dimensions vectors.

A. Datasets

In our experiments, we use two datasets' from social media
network; Instagram(photo and video sharing) and Vine (Short
video sharing). Both of these datasets are publicly available
and contains multi-modal data (e.g., text, image, etc.).

! Available from the site: https://sites.google.com/site/cucybersafety/home/
cyberbullying-detection-project/dataset



TABLE I
DATASET STATISTICS.

Dataset Posts | Bullying | Normal | Comments | Average
Instagram | 2,218 678 1540 15260 71
Vine 970 304 666 78250 80

Instagram. [14] A photo and video-sharing social network.
The dataset contains 2,218 posts, among which 678 are
labeled as bullying and 1540 are labeled Normal. Besides,there
are 155,260 discussion comments for the posts. Some other
information is also available, such as user comments, the tags
of images, time stamp and user profiles, etc.

Vine. [21] A short video sharing social network that allows
users to edit and share six-second-long, looping video clips.
There are 970 posts in the dataset, of which 666 refer to
Normal behavior and 304 refer to Bullying behavior. Each post
of Vine is associated with post content, user comments, the
tag of video, etc.

Detailed statistics for the Vine and Instagram datasets are
shown in Table 1.

B. Baseline Methods

To verify the effectiveness of the framework, we compare
the framework with several baseline methods, including SVM,
Naive Bayesian, Logistic Regression, Random Forest methods
with different textual features. We use several textual features
for these classification models, including word-level TF-IDF
vectors, character-level TF-IDF vectors, and psychological
features from Linguistic Inquiry Word Count (LIWC) [20].

We also use some deep learning models as baseline, includ-
ing LSTM [30], LSTM with attention, Text-CNN [15]. These
models are commonly used in cyberbullying detection. We
compare our methods with HAN to verify the effectiveness of
other information (such as media information).

In addition, we compare our methods with some existing
cyberbullying detection models, i.e., Xu et al. [24] and Lu et
al. [6]. Next, we briefly introduce the two models.

Xu et al. The method extracted several text features to
understand the text content, and use some models to detect
cyberbullying behavior, including text classification, role la-
beling, sentiment analysis, and topic modeling.

Lu et al. This method regarded texts that with a timestamp
as a media session. It modeled used hierarchical attention
texts, and attention mechanisms applied to the word-level and
comment-level. In addition, the method took into account the
time interval between two comments and time features.

C. Result

We use ACC-scores and Fl-scores to evaluate the perfor-
mance of these models on Instagram and Vine dataset. Because
these datasets are imbalanced, we pay more attention to the
Fl-scores. The results are shown in Table 2-3.

As the results are shown in Table 2-3, MMCD has the best
performance in Fl-scores and ACC-scores among all of the

TABLE 11
COMPARISON OF THE F1-SCORES AND ACC-SOCRES FOR THE BASELINE
MODELS IN INSTAGRAM DATASET.

Methods ACC F1
Char TF-IDF 0.576 0.583
SVM Word TF-IDF 0.556 0.562
LIWC 0.623 0.597
Char TF-IDF 0.625 0.676
Naive Bayesian Word TF-IDF 0.653 0.668
LIWC 0.592 0.504
Char TF-IDF 0.594 0.583
Logistic Regression | Word TF-IDF 0.605 0.573
LIWC 0.73 0.653
Char TF-IDF 0.619 0.669
Random Forest Word TF-IDF 0.695 0.637
LIWC 0.758 0.604
LSTM 0.791 0.613
LSTM with Attention 0.813 0.692
Text-CNN 0.781 0.643
HAN 0.804 0.708
Xu et al. 0.513 0.502
Lu et al. 0.851 0.783
MMCD 0.864 0.86

TABLE III

COMPARISON OF THE F1-SCORES AND ACC-SOCRES FOR THE BASELINE
MODELS IN VINE DATASET.

Methods ACC F1
Char TF-IDF 0.529 0.622
SVM Word TF-IDF 0.571 0.587
LIWC 0.638 0.672
Char TF-IDF 0.631 0.658
Naive Bayesian Word TF-IDF 0.662 0.697
LIWC 0.638 0.559
Char TF-IDF 0.612 0.596
Logistic Regression | Word TF-IDF 0.641 0.595
LIWC 0.726 0.684
Char TF-IDF 0.625 0.658
Random Forest Word TF-IDF 0.746 0.781
LIWC 0.761 0.729
LSTM 0.783 0.641
LSTM with Attention 0.813 0.692
Text-CNN 0.761 0.674
HAN 0.817 0.797
Xu et al. 0.684 0.697
Lu et al. 0.817 0.797
MMCD 0.838 0.841




models. For the Instagram dataset, MMCD outperforms the
best baseline model Lu et al. by 7.7% and 1.3% in F1-scores
and ACC-scores. Although the score has little promoted in
ACC-scores, the Fl-scores is more useful in cyberbullying
detection. For the Vine dataset, MMCD outperforms the best
baseline model Lu et al. by 54% and 2.1% in Fl-scores
and ACC-scores. It shows that our model not only has high
accuracy on cyberbullying detection, but also has higher
stability than other models. Whereas the Lu et al. model
uses comments, temporal and the structure of social media
sessions, it neither considers the media information such as
video and image. The Xu et al. model based several manually
extracted textual feature and takes into account the keyword
in the comments, but these features have a lot of limitations.
The results prove that the effectiveness of media information
in cyberbullying detection and the ability of deep learning to
extract features is stronger than traditional methods.

Among deep learning models, HAN has higher performance
in both Fl-scores and ACC-scores. It shows that it is useful to
model all of the text continuously and hierarchical attention
mechanisms. It also suggests the importance of comments and
the social session in cyberbullying detection. Meanwhile, we
notice that the attention mechanism has a positive effect on
cyberbullying detection. In the Instagram dataset, the LSTM
with attention model outperforms the LSTM model by 0.79%
and 2.2% in Fl-scores and ACC-scores. It shows that the
attention mechanism improves the stability and accuracy of
the model. Compared to the HAN model, our model has
better performance. It shows that the posts and comments have
different weights in cyberbullying detection on social media.
In addition, another meta-information is also important for
cyberbullying detection. As for the Text-CNN model, it does
not work well with missing sequence information in the text.

For the traditional cyberbullying methods, no matter what
kind of text features can not achieve high performance. Com-
pared to other classifiers, the random forest model has higher
performance. For the features, each feature plays a different
role in different classifiers. It shows that the fusion of multiple
features maybe gets better results.

D. Parameter Analysis

To explore the impact of different word embedding methods
on the model, we use different embedding method to train the
framework. At first, we select several different size pre-train
model, including en-glove-6b-300d, en-glove-42b-300d, en-
glove-840b-300d and en-word2vec-3002. The result are shown
in Fig 2-3.

From Fig 2-3, we found that as the corpus grows, the pre-
trained Glove model has better performance in F1-scores and
ACC-scores. In the Instagram dataset, the en-glove-840b-300d
model outperforms en-glove-42b-300d by 0.16% and 2.71% in
Fl-scores and ACC-scores. In the Vine dataset, the en-glove-
840b-300d model outperforms en-glove-42b-300d by 0.66%

2 Available all of embedding model from the site: https:/docs.qq.com/sheet/
DVnpkTnF6VW9UeXdh?tab=BB08J2&c=B31A0AA0
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and 1.5% in Fl-scores and ACC-scores. The reason for the
better outperforms is that, the larger corpus contains more
words. The 840b model has nearly 10% more pre-trained
words in both datasets than the 42b model. Compare with
the word2vec model, the Glove model has better performance
because the word2vec uses the news as the corpus and only
includes 37% words of datasets. From the above result, we can
conclude that a better word embedding model can improve the
overall effect of the model.

To study the sensitivity and effect of the learning rate, We
vary the values of learning rate and evaluate how it affects the
overall performance (F1-scores). We summarize the effect of
learning rate results in Fig 4.



From Figure 4, we can know that our model is robust to
learning rate a broad range but not perform well when the
learning rate extremely large and small. When the learning rate
is large, the model cannot accurately update the parameters,
resulting in poor results. When the learning rate is low, it
cannot be learned entirely in a limited epoch, resulting in poor
performance. Overall, our model performs well for a wide
range of learning rates. Therefore, the learning rate can be
adjusted according to various purposes.

VI. CONCLUSIONS

In this paper, we propose a novel multi-modal cyberbul-
lying detection framework that uses three modules to extract
modality features in a social network and fuse multiple data
types. The first module uses bidirectional LSTM with attention
to extracting the post’s characteristics. As for the comments
of each post, We introduce hierarchical attention networks
to apply at word and comment level. Then we use MLP to
encode other meta information, such as video and image. By
processing different modal data, we construct a multi-modal
cyberbullying detection framework and utilize the framework
to two real social platform datasets for validation. Experiments
demonstrate that our model can make better use of multi-
modal data to deal with new cyberbullying methods.

In the future, another vital direction may be multi-modality
information fusion in cyberbullying detection, which will
consider the associations of modal data in social media, and
model the new type of cyberbullying behavior. Mini the
characteristics of bullying behavior in social networks, and
Efforts for more accurate and useful cyberbullying detection
models.
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