Visualization of topographical internal representation of learning robots
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Abstract— The objective of this study is to understand the learned-strategy of neural network-controlled robots in relation to their physical learning environments by visualizing the internal layer of the neural network. During the past few years, neural network-controlled robots that are able to learn in physical environments are becoming more common. While they can autonomously acquire strategy without human supervisions, it is becoming difficult to understand their strategy, especially when the robots, their environments and their tasks are complicated. In the critical fields that involve human safety, as in self-driving vehicles or medical robots, it is important for human to understand the strategies of the robots.

In this preliminary study, we propose a hierarchical neural network with a two-dimensional topographical internal representation for training robots in physical environments. The 2D representation can then be visualized and analyzed to allow us to intuitively understand the input-output strategy of the robots in the context of their learning environments. In this paper, we explain about the learning dynamics of the neural network and the visual analysis of some physical experiments.
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I. INTRODUCTION

The primary objective is the study to build a compact neural network for training autonomous robot that can be intuitively understood by human. In recent few years, the applications of neural networks have been proliferating in various fields. While the performances of some of them have exceeded human experts, most often they have to be treated as a black-box, in that their input-output characteristics are unintelligible to human. The unexplainability and non-accountability of the neural networks can be problematic for their applications in some fields that involve human welfare and safety, as in self-driving vehicles, medical diagnostics and surgeries. Recently many studies are being conducted in explaining the behaviors of trained neural networks in a new field of Explainable AI (XAI) [1,2].

Many attempts to explain the strategic characteristics such as the relation between sensory inputs to a robot and its reactions that are governed by neural networks that often is difficult to understand for human, many study for understanding the input-output causality of neural networks are based on rule extractions, as in [3,4,5]. While they are successful in some cases, when the structures of the neural networks or the tasks to be learned are complicated, the rule extraction methods often generate complicated rules that are still uninterpretable for human. Hence, they do not help in increasing the accountability and transparency of the neural networks.

Other attempts are to visualize some aspect of the neural networks. In this approach, the activations of parts of the neural networks, for example some of the hidden layers in hierarchical neural networks, are treated as high dimensional vectors that to some extent explain the input-output relation of the neural networks. By applying some dimensionality reduction methods [6,7,8], they can be visualized. While the visualizations do not directly generate logical rules or mathematical functions, they allow human to have intuitive understanding on the input-output relation of the neural network. The visual interpretability often generates better understandability than complicated logical rules. However, in those past studies, the methods of dimensionality reduction are often detached from the learning algorithms of the neural networks to be interpreted. The detachment of dimensionality reduction methods from the learning algorithms reduces the relation between the information to be visualized and the actual context to be explained.

In this study, we experimented on learning by building a hierarchical neural network in a PC to interactively communicate with an autonomous robot in physical environment. This hierarchical neural network has a topographical hidden layer. The topographical hidden layer is two-dimensional, so that it can be visualized and intuitively analyzed, and thus allowing human to understand the strategy of the robot in relation to its learning environment. As opposed to the previous studies where the learning algorithm and the dimensionality reduction method are detached, in this study the topological dimensionality reduction is integrated into the reinforcement learning mechanism, so that the visualization reflects the actual characteristics of the neural networks. The neural network model in this study can be implemented to a small physical robot that executes a real time reinforcement learning. This study is based on the past study, in which it was reported that topological dimensionality reduction is integrated into the reinforcement learning mechanism, so that the visualization reflects the actual characteristics of the neural networks. The neural network model in this study can be implemented to a small physical robot that executes a real time reinforcement learning.

This study is based on the past study, in which it was reported that topological dimensionality reduction is integrated into the reinforcement learning mechanism, so that the visualization reflects the actual characteristics of the neural networks. The neural network model in this study can be implemented to a small physical robot that executes a real time reinforcement learning.

The reinforcement learning in this study is based on the previous study in [12,13]. This study is different from the previous ones, in that while the reinforcement learning mechanism is identical in the previous study, the hierarchical neural network for implementing the reinforcement learning does not have low dimensional internal layer, and thus cannot be visually interpreted.

In this study, we deal with collision avoidance learning of a real robot in various physical environments in real time. After the learning progressed, we visually analyzed the resulting internal low dimensional map.
Our focus is to understand the obstacle avoidance strategy of the robot related to its physical learning environments. We report that the resulting visual information allows us to some extent understand the input (an array of proximity sensors) and output (robot’s actions) characteristics of the robots within its current environmental conditions. Although still in preliminary stage, we consider that our approach can contribute to giving better explainability and accountability especially to neural network-controlled robots that learn in physical environments.

This paper is organized as follows. Section 2 describes the learning visualization method used in this study. Section 3 describes the system used in this experiment. Section 4 describes the experimental results and considerations learned by this learning method. Finally, Section 5 gives a summary and future work.

II. NEURAL NETWORK’S STRUCTURE AND DYNAMICS

The structure of the neural network (NN) in this study is shown in Fig. 1. The neural network is a three-layered network with an input layer, a two dimensional topographical hidden layered an output layer. The input layer receives sensory inputs from the robot, in which one neuron is associated with a particular sensor. The sensory inputs in this layer are propagated to the hidden layer to be self-organized while retaining the inputs topographical order, similar to that of Kohonen’s Self Organizing Maps (SOM) [9, 10]. Different from SOM, the hidden neurons in this layer generate output based on the input’s topographical similarities. Those outputs are then propagated to the output layer. As shown in Fig. 1, each neuron in the output layer is associated with a particular action that can be executed by the robot. It can be seen here, as in the conventional hierarchical neural networks, the neural network forms a function that reflects the strategy of the robot to convert sensory inputs into its movements. However, while in conventional neural networks the strategy is expressed as freely distributed activations of hidden neurons, here the hidden neurons are topographically constrained. The low dimensional topographical constrained of the hidden layer allows human user to visually and intuitively gain information on input-output characteristics of the robot.

While in conventional supervised neural networks, learning and running phases are separated, in the proposed neural network these two processes are integrated.

The dynamics are explained as follows. Receiving an array sensory inputs \( X(t) \in \mathbb{R}^d \) at time \( t \), the NN select a winner node, \( \text{win} \), among the hidden neurons, as shown in Eq. (1), where \( W_f(t) \in \mathbb{R}^d \) is the reference vector associated with the \( j \)th hidden neuron while \( d \) is the number of sensors.

\[
\text{win} = \arg \min_j |X(t) - W_j(t)|^2
\]  

(1)

Once the winner node is determined, the vector is modified according to Eq. (2), where the neighborhood function \( \sigma(win, i, t) \) is defined as in Eq. (3).

\[
W_i(t + 1) = W_i(t) + \eta_i(t)\sigma(win, i, t)(X(t) - W_i(t))
\]

(2)

\[
\sigma(win, i, t) = \exp \left( -\frac{\text{dist}(win, i)}{s(t)} \right)
\]

(3)

Here, \( \text{dist}(win, i) \) represents the Euclidean distance between the winner and the \( i \)th node on the map, and \( s \) and \( \eta \) are annealing and learning coefficients.

The potential of the \( i \)th hidden neuron, \( I_i^h(t) \), is calculated in Eq. (4), and the output of that neuron, \( O_i^h(t) \), is calculated in Eq. (5). Here, it is obvious that as the hidden layer preserves the topological structure of the high dimensional sensory input, the output of the hidden layer also encodes this structure, in that neurons that are in the proximity of the winning neurons are activated while other neurons are inhibited. Consequently, an input activates a cluster of hidden neurons located close to each other. This topological activation characteristic ensures selective learning, as dropout often utilized in deep neural network and known to prevent overfitting.

\[
I_i^h(t) = |X(t) - W_i(t)|^2
\]

(4)

\[
O_i^h(t) = \exp \left( -I_i^h(t) \right) \sigma(win, i, t)
\]

(5)
Next, the output $O_k(t)$ of the $k$th output neuron is calculated as in Eq. (6). Where, $v_{ik}$ is the connection weight between the $i$th hidden neuron and the $k$th output neuron, and $\theta_k$ is the bias of the $k$th neuron. The function $f$ in equation (7) is sigmoid function defined in Eq. (8).

$$O_k(t) = f\left(\sum_i v_{ik}(t)O_i^h(t) - \theta_k(t)\right)$$

$$f(x) = \frac{1}{1 + e^{-x}}$$

Once the values of the output neurons are calculated, the neural network selects a winning neuron, $w(t)$ as in Eq. 8, and executes an action, $a(t)$, associated with the winning neuron as in Eq. (9).

$$w(t) = \max_j O_j(t)$$

$$a(t) = act(w(t))$$

In Eq. (9), $act(w(t))$ denotes a function to associate the winning neuron with its physical action.

After the action is executed, the action is then evaluated according to the objective of the robot’s task and allowing reinforcement learning to be executed. In this study, the purpose of the robot is to learn a strategy for obstacle avoidance in a real world environment.

The evaluation of the action performed by the robot is denoted by $U(a(t))$, which varies depending on the environment and the robot’s task. This detail is described in Section 4.

When $U(a(t)) > 0$, it means that the executed action has moved the robot away from the obstacle, and that action is considered a good action. When $U(a(t)) < 0$, it means that the robot has moved toward the obstacle, and thus its action is considered bad. Action selection in Eq. (8) and (9) is based on competition among all possible actions. Hence, for reinforcement learning, the good action should be reinforced, while the other actions should be inhibited. For this neural network, we transferred this reinforcement learning to the supervised mechanism by defining the cost function as follows.

$$E(t) = \frac{1}{2}\sum_k (O_k(t) - T_k(t))^2$$

Here, the components of the teacher signal are set as follows using the evaluation function $U(a(t))$.

when $U(a(t)) > 0$

$$T_w(t) = 1$$

$$T_j(t) = 0 (\forall j \neq w)$$

when $U(a(t)) < 0$

$$T_w(t) = 0$$

$$T_j(t) = 1 (\forall j \neq w)$$

The learning mechanism is a type of reinforcement learning because the ideal action for the robot cannot be explicitly specified, especially in the case when the selected action is bad.

The connection weight $v_{ik}(t)$ of the $i$th neuron in the hidden layer of the neural network and the $k$th neuron of the output layer, and the threshold $\theta_k$ of the $k$th output neuron can then be modified by calculating the cost function’s gradient as in Backpropagation [16] as shown in Eq. (12) and Eq.(13), in which $\eta$ is the learning rate.

$$v_{ik}(t + 1) = v_{ik}(t) - \eta \frac{\partial E(t)}{\partial v_{ik}(t)}$$

$$\theta_k(t + 1) = \theta_k(t) - \eta \frac{\partial E(t)}{\partial \theta_k(t)}$$

### III. ROBOT’S CONFIGURATION

In this study, we built a learning robot for our experiments and visualization analysis.

The dimensions of the robot are 25cm in length and 15cm in width as shown in Fig. 3. The robot is equipped with sensors and motors. There are four proximity sensors for observing the surroundings in four directions: front, rear, left and right. The sensors were installed at a height of 8 cm.

It has four wheels and four motors for motion generation. Therefore, each wheel can be moved independently, and the robot can move forward, backward, turn right, and turn left. The specifications of the robot are shown in Table I.

The devices shown in Table II were used. Table III shows the specifications of the sensor (Fig. 4). The measurement range is 2 to 400 cm, and a measurement error will occur if it is out of the measurement range.

![Fig.3. Robot appearance](image)

**TABLE I. ROBOT SPECIFICATIONS**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>gross weight [g]</td>
<td>1140</td>
</tr>
<tr>
<td>total length [cm]</td>
<td>25</td>
</tr>
<tr>
<td>width [cm]</td>
<td>15</td>
</tr>
<tr>
<td>sensor height [cm]</td>
<td>8</td>
</tr>
</tbody>
</table>

**TABLE II. EQUIPMENT SPECIFICATIONS**

<table>
<thead>
<tr>
<th>machine</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximity Sensor</td>
<td>Four ultrasonic sensor (HC-SR04)</td>
</tr>
<tr>
<td>Motor</td>
<td>Four DC motor</td>
</tr>
<tr>
<td>Microcomputer</td>
<td>Arduino Uno</td>
</tr>
<tr>
<td>Power</td>
<td>lithium battery</td>
</tr>
<tr>
<td>Communication equipment</td>
<td>XBee</td>
</tr>
</tbody>
</table>
TABLE III. ULTRASONIC SENSOR SPECIFICATIONS

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement range cm</td>
<td>2-400</td>
</tr>
<tr>
<td>Operating frequency kHz</td>
<td>40</td>
</tr>
<tr>
<td>Size cm</td>
<td>45×20×15</td>
</tr>
</tbody>
</table>

Two microcomputers are used, one for distance measurement and one for motor movement control.

Figure 5 shows the system configuration. Here, the learning process was performed on the PC, taking the sensor values sent by microcomputer 1 as input. Receiving the input, the neural network computes the output (action) that should be executed by the robot, and sends the information to microcomputer 2. After the action execution, the distances to the obstacles are re-measured for generating the action evaluation and then the cost function for weight modifications.

IV. EXPERIMENTS

First, an experiment was performed on the one-dimensional environment as shown in Fig. 6, in which the possible actions of the robot are “move forward” or “move backward”. In this case, the robot has to acquire a strategy to avoid the walls on both ends, and position itself around the middle point between the walls.

In experiment ( ), the distance between obstacles is set to 140cm, and no other obstacles in between. Here, although the robot is equipped with four sensors, only two of them, in front and back, were utilized. In this experiment, data obtained by performing 30 random walks to initialize the NN, and then real world sequential learning (Fig. 2) was performed for 80 steps.

The evaluation of the action performed by the robot is represented by the difference between the distance from the robot to the obstacle before and after the executed action. In this experiment, \( U(a(t)) \) used for learning evaluation (equation (11)) is calculated by the following equation (14), where \( d(t) \) is the smaller sensor value of the two sensor values when the time \( t \), and after an action, the values recorded as the smaller sensor value are \( d(t+1) \).

\[
U(a(t)) = d(t+1) - d(t) \tag{14}
\]

Figure 7 shows the internal topographical representation for the robot trained on experiment ( ). Figure 7(a) shows the representation for the successful learning, in which the robot was able to acquire a good strategy, to position itself between the wall, while Fig. 7 (b) shows the internal representation of a rare case when the robot was not able to learn well, and random walking near one of the wall, due to the unresolved initial states of the reference vectors and connection weights.

It is clear that the topographical internal representation in the successful case is well organized, in which clusters of neurons responsible for one action is distinctively separated with the clusters of neurons for other action. The border between the two possible actions is also obvious. The border represents physical environments around the middle point between the two walls. Here, it is important to notice that there is a strong correlation between the visual appearances of the internal topographical organization, the behavior of the robot and its learning environment.

Next, experiment ( ) and experiment ( ) were performed on two-dimensional environment and motion (Fig. 8).
In experiment (Ⅰ) and (Ⅲ), the robot was surrounded by four walls, without any other obstacles. The four proximity sensors (front, rear, left and right) were utilized and the possible outputs are four actions (“move forward”, “move backward”, “turn right”, “turn left”). The distance between obstacles is set to 150 cm, and no other obstacles in between.

In these experiments, the robot has to acquire a strategy to avoid the walls in four directions, and position itself around the middle point between the walls.

In the experiment performed on the two-dimensional environment, the evaluation equation $U(a(t))$ was different from the one in experiment (Ⅰ).

When time step $t$, $d_1(t)$ and $d_2(t)$ are respectively the smallest value and second smallest value in the four sensor values. After the executed action, the values are respectively re-acquired and denoted as $d_1(t + 1)$ and $d_2(t + 1)$. These values are used for learning evaluation. In two-dimensional experiment, $U(a(t))$ used in equation (11) is calculated by the following equation (15).

$$U(a(t)) = \sqrt{\sum_{i=1}^{2} (d_i(t + 1))^2} - \sqrt{\sum_{i=1}^{2} (d_i(t))^2}$$

In experiment (Ⅰ), the sensory values after 60 random walks were given to initialize the NN in advance, and real world sequential learning (Fig. 2) was performed for 20 steps. Here, the four proximity sensors in the front, rear, left and right of the robot were utilized as input to generate four possible actions, “move forward”, “move backward”, “turn left”, “turn right”.

The resulting internal topographical representations from this experiment are shown in Fig. 9. The move forward action is indicated by 〇, the move backward action is indicated by △, the right-turn action is indicated by ☆, and the left-turn action is indicated by □.

Figure 9(a) shows the topographical representations where the robot succeeded in generating a good strategy for its given task. Here, it can be observed that different movements are distinctly represented. Some movements are represented in multiple nodes due to the execution of those movements in different part of the environment.

We can also learn that the right-turn action was widely distributed, indicating that it was close to both moving forward action and backward action. It is an indication that they are some similar sensory inputs that triggered those different actions. The distribution of left-turn action appeared near the moving forward action.

In the case of successful learning, we can also learn that the robot distinctively distinguishes between moving-forward and moving-backward actions. This means the sensory inputs that triggered those actions are significantly different, so that the robot is not confused in deciding those two actions. Likewise, the distribution of turning right actions and turning left actions are distinctively split. This means that the robot recognized the actions of left-turn and right-turn as different actions.

Here, the right-turn was closer to the move forward action and move backward action, and the left-turn action was closer to the move forward action. This is because the robot recognized that right-turn actions are similar to moving forward and backward actions, and left-turn actions are near moving forward action. This is due to the way the robot arrives at the intermediate point between walls.

In this experiment, learning was started from a point close to one wall, to expose the robot to other walls from the early stage of its learning process. At first, the robot was placed so that the values of the front and left sensors were minimized. At this time, the robot recognized that the right-turn action and the moving backward action were triggered by similar sensory inputs. The robot then, rotated in the same position and
recognized that the right-turn action and the moving forward action were also triggered by similar sensory inputs. After that the robot found that the left-turn was similar to the action of moving forward while moving to the middle of the walls.

In the case of failed learning (Fig. 9 (b)), it can be seen that the four types of outputs moving forward, moving backward, right-turn and left-turn are overlapped. It indicates that the robot could not distinguish the action to be taken.

Furthermore, using the same environment, increasing the number of steps of learning of two-dimensional movement by 10 times will greatly change the results. The results are shown below when sequential learning is performed 200 steps.

Two different cases of learning in the same experiments were shown in Fig. 10. The difference is due to the learning and position initialization of the robot in the environment.

The internal representations of learning case 1 (Fig. 10 (a) and learning case 2 (Fig. 10(b)) look different because the output that changes depends on the learning process at that time. However, the topographical relation for these two internal representations is similar. They also indicate that the robot can distinctively execute different actions given different sensory inputs. We also learned that the action at the start of learning is easy to distinguish from other actions, and this is due to the higher convergence for the topographical self-organization than the subsequent reinforcement learning. In experiment ( ), we added new obstacles in the environment as shown in Fig. 11.

Figure 12 shows the results of experiment ( ) performed in the environment shown in Fig. 11. The results in Fig. 12 are significantly different from the results when no obstacle is placed (Fig. 10). This indicates that the environment changes the internal representation of the robot. The robot formed different clusters of a set of actions depending on its location in the environment.

We can learn that the robotic actions formed a cluster when it is located at position A. Similarly in the case 2 and 3 shown in Figures (c) and (d), the learned behaviors in the area A formed a cluster.

We can learn that the robotic actions formed a cluster when it is located at position A. Similarly in the case 2 and 3 shown in Figures (c) and (d), the learned behaviors in the area A formed a cluster.

The fact that the cluster is divided at the position of A and other positions means that the robot recognized its position in the environment. From this result, it can be understood that the recognition of the position is more important than the direction of the obstacle for the robot.
V. CONCLUSION AND FUTURE WORKS

In this preliminary study, we proposed a hierarchical neural network with a topographical hidden representation that can be utilized to train a robot in real world environment. The low dimensionality of the internal representation allows us to visualize the representation and to promote intuitive understanding on the input-output characteristics of the robot in relevance to their learning environment.

While the proposed method doesn’t produce logical rules that explain how the neural network works and require human observation and interpretation, it often leads to better explainability. In the experiments, we show we can to some extent understand why and when the robot will generate good actions, and why it fails. Although still in the preliminary stage, we believe that our proposed method has the potential to give better accountabilities for machine learnings, allowing them to be utilized in more critical applications.

For the future works, we plan to execute more experiments using robots with various morphologies in various environments against various tasks. We also plan to implement a topographical representation that better include the context of the learning as proposed in [19], that can potentially increase the relevance between the representation and the strategy of the robot.
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