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Abstract—An increasing amount of volatile infrastructure,
such as solar power plants, wind power plants, battery storages,
or electric vehicles, will be added to the distribution grid. Such
volatile infrastructure adds strain to the existing infrastructure
and may lead to high transmission load on lines and corrupt
power grid states. One way to resolve these issues is to establish
regional energy markets. Such energy markets try to coordinate
energy consumption or production regionally, based on estimates
of future power grid states, thus reducing stress on the power
grid. For these markets, it is crucial to know possible threatening
grid states in advance to allow the market operators to keep the
power grid in a healthy grid state with the help of regionally
consumed or produced energy. In this work, we propose three
different approaches to forecast future grid states with deep
neural networks based on a learned numerical weather prediction
representation. We evaluate these approaches with experimental
results and discuss the remaining challenges that have to be
addressed to enable regional energy markets. Furthermore, we
provide the dataset to allow other researchers to reimplement
our work.

Index Terms—smart grids, deep learning, forecasting, renew-
able energy, grid states

I. INTRODUCTION

An increasing amount of smart and renewable infrastructure
is connected to the power grids. Renewable power plants, such
as solar power plants or wind power plants, are producing their
energy depending on volatile weather conditions. Other smart
infrastructure, including energy storage, electric vehicles, or
cogeneration power plants, can plan their consumption or pro-
duction based on external incentives. Such incentives are often
economic, e.g., the owner wants to sell energy during periods
when energy prices are high, and store energy in periods the
energy prices are low. Volatility in the energy source can lead
to an overload of the power lines within the power grid, and
therefore, can usually be seen as a regional risk for the energy
supply chain. Currently, in Germany, the grid operators try
to overcome this risk by shutting down individual renewable
energy power plants, requiring high compensation payments
to the power plant owner. Another smart way of integrating
infrastructure and volatile energy producers is currently under
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Fig. 1. This flow chart shows the three proposed approaches as well as the
grid state estimation chain. Each forecast task replaces all previous tasks in
the grid estimation chain.

research in Germany within the c/sells project [1] as part of
the sinteg research initiative [2]. The main idea of the research
project is to align the production and consumption of energy
on a regional level by building a regional energy market.
Regional energy markets connect regional generation and
consumption sites. Such spatial links between generation and
consumption exist in cities with a lot of roof-top photovoltaics,
battery storages, electric vehicles, or close-by wind power



plants. Usually, production as well as consumption have to
coincide in time and geographically, to reduce costs due to
transportation. An often discussed variant of regional energy
markets is a system-as-a-service variant, as described in [3].
At these so-called regional flexibility markets, the main idea
is to trade grid supporting flexibility options. Such flexibility
options are implemented in a positive way, i.e., increased
generation or reduced load, or in a negative way, i.e., reduced
generation or increased load. The overall goal is to use these
flexibility options to stabilize the local power grid at the
location of the critical network state, which is in contrast to
how power grids are operated in Germany today.

To be able to trade flexibility options on time, the markets
need precise forecasts of power grid states. In Germany, the
grid states are symbolized with a traffic light system [4]. The
three phases are green, yellow, and red. The green phase
indicates no problems in the power grid. The yellow phase
indicates that some parts of the power grid infrastructure are in
an alarm situation, and the balance between consumption and
production could be corrupted soon. The red phase indicates
an existing problem in the grid, and immediate actions need to
be taken. Forecasting the power grid states needs to take the
current as well as possible future generation and production
into account. It creates a significant real-world challenge today,
as in the future the amount of renewable energy sources is
increasing.

Therefore, we propose three different approaches to forecast
the grid states, as shown in Fig. 1.

1) The first approach forecasts energy production and con-
sumption and then calculates the load percentage of each
transmission line to determine the state of the power
grid.

2) The second approach forecasts the results of the load
flow calculation to estimate the grid states.

3) The third approach forecasts the grid states directly.

Every forecasting or classification task replaces the current
and the preceding elements in the grid state estimation chain.
Therefore, in each approach the whole network has to abstract
more information about the underlying power grid. All the
approaches use the same learned representation of numerical
weather prediction (NWP) data. This representation is the
input to a long short term memory (LSTM) network. These
deep learning techniques are combined with traditional power
grid operation tools for power system modeling and analysis.
We detail the advantages and disadvantages of each approach,
techniques to overcome these disadvantages, and an experi-
ment showing the feasibility of the solution.
Our contributions are summarized as below:

« We propose three approaches to estimate the grid states
based on a real-world power grid dataset.

o We design and implement three experiments correspond-
ing to these approaches.

o We evaluate the results of the experiments and outline the
existing challenges for implementing the regional smart
energy market successfully.

e We publish the real-world power grid dataset on which
we conduct the experiments.

The remainder of the article starts with an overview of
related work on power time series forecasting in Section II.
Afterward, we give an insight into our dataset, including what
it contains and how it is preprocessed, and also outline three
approaches, the methods, and the experiments to forecast the
grid states in Section III. The results of the experiments are
evaluated and discussed in Section IV. In Section V, we
conclude the article by outlining challenges in forecasting and
infrastructure techniques that need to be solved to implement
regional energy markets successfully.

II. RELATED WORK

Forecasting the power of regenerative energy sources is not
a new research topic. An excellent survey of prior work in
solar power forecasting can be found in [5]. Other overview
papers also cover the forecasting of other types of regenerative
power plants [6]-[8]. One possible way to categorize different
approaches is to sort them by their forecasting horizon. The
area of short-term forecasting is covered in [7], [9], mid-
term forecasting is described in [10], long-term forecasting
techniques are described in [11]. In recent years, artificial
neural network (ANN) had regained attention in research when
deep learning emerged [12]. Research in deep learning focuses
on different network structures, e.g., auto-encoders, deep belief
networks, and LSTM, for tasks such as data encoding, infor-
mation extraction, or forecasting [13]-[15]. Auto-encoders and
deep belief networks are used to learn representations of the
data [12], [13], [15]. LSTM networks are a subcategory of
recurrent neural networks and use additional memory cells to
store hidden states. Hence, they have shown to be compelling
for time series prediction tasks [16], [17]. Deep learning
architectures have recently been used to forecast regenerative
energy sources. For example, deep belief networks are used
in [18] to predict wind power, and stacked auto-encoders are
used in [19] to predict short-term wind speed. The creation
of forecasting ensembles can improve the overall forecasting
quality. An overview of various ensemble techniques is shown
in [20], a hybrid ensemble technique based on the gradual
weighting of weather situations is described in [21].

III. FORECASTING GRID STATES

For a forecasting process, we use data of NWP models
as an input. NWP models are mathematical models of the
atmosphere and oceans to predict current and future weather
conditions. We use deep neural networks to map NWP data
to forecast target variables within the specified period. For
example, in our experiments the forecast period is 6 hours
into the future, NWP data from time ¢ + Oh to ¢ + 6h are
used to forecast the output of renewable energy plants, or the
states of the transmission cables from time ¢ + Oh to ¢ + 6h.
Additional temporal features are selected as inputs, i.e., month
of the year, day of the year, week of the year, day of the week,
and hour of the day.
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Fig. 2. Examples of input and output time series of the three experiments, including NWP time series (input), power time series (output), load flow time

series (output), and power grid state time series (output).

A. Problem statement

The state of the power grid depends on the capacity of
each component in the power grid. Load flow calculations
are used to determine these capacities. Typically, the inputs
to the load flow calculation are values of the produced or
consumed power at each node in the power grid. Each power
line has a maximum capacity which the line can transfer before
it gets damaged due to heat or too high currents. According
to the load percentage on the lines, we determine the power
grid states based on the information released by the German
Association of Energy and Water Industries (BDEW) in [4].
As required, the grid states are defined as a traffic light system
with similar thresholds as the BDEW provides:

« Green phase: 0%...95% of max. load percentage,
o Yellow phase: 95%...98% of max. load percentage,
o Red phase: over 98% of max. load percentage.

A typical workflow to determine the power grid state is shown
in Fig. 1. By calculating the load flow, the power grid operators
get an overview of the current state of the power grid. Fig. 2
displays the few examples of input and output time series,
including 5 NWP features in Fig. 2(a), 3 power consumers
in Fig. 2(b), loading percentage of 3 transmission lines in
Fig. 2(c), and the corresponding grid states of the 3 lines in
Fig. 2(d). To be able to forecast the power grid state, we can
forecast each of the outputs of three blocks through the NWP
data, seen in Fig. 1:

1) energy production and consumption,

2) load flow results, or

3) grid state estimation.

Approach I: Forecasting energy production and consump-
tion is a straight forward solution to obtain information about
the future power grid states. As mentioned in Section II,
research and applications for this approach are vast. The main
challenge is to forecast all production and consumption nodes
precisely. The forecasts are used to calculate load flow results.
Finally, the grid state can be determined using the definition
described above.

Approach II: Forecasting the load flow results is a challenge
similar to forecasting the energy production and consumption.
Each line, transformer, and each utility that transmits power
needs to be forecasted, potentially increasing the number of
individual forecasts. In addition to the increased quantity of
forecasts, we need to add load flow calculations to preprocess
our data. According to the forecast results, the grid states can
be directly determined under the definition.

Approach III: Forecasting the states of the power grid is
as challenging as forecasting the load flow results. Using the
traffic light system reduces the problem to a classification
problem rather than a regression of a time series.

B. Description of Dataset

Our dataset consists of one year of data for a regional power
grid in central Germany. It contains information about:



o NWP data, as features,
o power data (generation and consumption), as targets.

The raw NWP dataset contains the historic regional NWP
data for one year in a six-hour temporal resolution. Twenty-
seven weather features are available at each time step and
the corresponding 180-hour forecast values starting from the
measurement time point in a 3-hour resolution. Utilizing
shifting and interpolating, we obtain NWP data in a 15-minute
resolution, which is the same temporal resolution as the power
data. The data is normalized between O and 1 using min-max
normalization.

The power data includes the power generation of 11 renew-
able power generators, the sum of the power consumption in
a residential area (44 consumers), and the power consumption
of 45 local consumers for one year in a 15-minute resolution.
The 11 renewable power generators consist of 3 wind parks,
6 photovoltaic generators, and 2 combined heat and power
plants. The power data are the targets for the forecast task.
The raw dataset, including NWP data, the power consumption
data, power generation data, as well as the power grid data,
is available through our homepage (www.ies.uni-kassel.de —
Downloads).

The produced power of each generator is normalized using
the rated capacity of the corresponding facility. The power
consumption measurements are normalized between 0 and 1
using min-max normalization. The temporal features are sine
cosine normalized, resulting in 10 encoded features.

In the load forecast task (Approach I), the sum of the power
consumption in a residential area is referred to as the target.
In Approach II and III, the values averaged by 44 residences
are used to calculate the load flow and to estimate the states
of the power grid. Additionally, in Approach II and III, the
topology data of the power grid is essential for the load flow
calculation and the estimation of the power grid states. The
data describes a regional power grid, i.e., information about
consumers and producers, topological information about the
power grid, and connection points to higher and lower power
grid levels.

C. Splitting Datasets

The dataset contains 52 weeks (354 days in all) of mea-
surements. Due to the limited available data, traditional linear
splitting, i.e., splitting the dataset into training and test dataset
with a known percentage, is not applicable in the context of
time series forecast. In detail, the available one-year dataset
usually could be split into 2 sections, the training dataset,
including the first 9 months (could cover 3 seasons), and the
test dataset, including the last 3 months (could cover only one
season). On the one hand, the differences in seasons result in
various effects on energy consumption, which cannot easily
be abstracted from the available features in the training data.
On the other hand, the existing measurement data reveals
that some power generators can be enabled or disabled by
an operator. For example, a generator was enabled less than
three months in the one-year measurement data, as shown in

Fig. 3. The traditional dataset split could not report the true
data distribution of the whole dataset.

A better way to split the dataset for forecasting a time series
is to split the dataset into 52 sections, each split covers one
week. From each week, five days are selected for training, one
day for validation, and one day for testing, as shown in Fig. 4.
Rolling the sequence could balance the data distribution in all
three subsets.

In our work, we choose a model named Auto-LSTM as the
forecast neural network, which combines an auto-encoder and
an LSTM network, as proposed by [14]. An auto-encoder is
a multi-layer symmetrical deep neural network with a small
bottleneck layer, as shown in Fig. 5. The representations of the
sophisticated high-dimensional input features, i.e., the NWP
data, are extracted and compressed in the encoder and recon-
structed in the decoder. Generally, all parameters of the auto-
encoder are fine-tuned during the training of the auto-encoder.
During the training for the forecasting task, the encoder is
frozen, and the decoder is not used. The representation of
the NWP data is concatenated with the sine cosine encoded
temporal features. We choose to concatenate the temporal
data as previous work [15] has shown that auto-encoders
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Fig. 5. An illustration of an Auto-Encoder with the different components:
input and output layer, encoder and decoder part, and the bottleneck.

TABLE I
ARCHITECTURE PARAMETERS OF THE AUTOENCODER. DROPOUT LAYERS
ARE USED IN THE AUTOENCODER (FROM ENCODER 1 TO ENCODER 4)
WITH A DROPOUT RATE OF 0.1. THE SLOPE PARAMETER OF THE
LEAKYRELU IS SET TO 0.3.

Layer Size Activation
Input 1 x 27 None
Encoder I 27 x 19  Leaky ReLu
Encoder 2 19 x 15  Leaky ReLu
Encoder 3 15 x 12  Leaky ReLu
Encoder 4 12 x 8 Leaky ReLu
Decoder 1 8 x 12 Leaky ReLu
Decoder 2 12 x 15  Leaky ReLu
Decoder 3 15 x 19  Leaky ReLu
Output 19 x 27  None

perform worse when trying to learn temporal features. The
combination of the learned representation and the temporal
features is used as the input for an LSTM network. The LSTM
setup, which is most commonly used, was initially described
in [22] and has been one of the state-of-the-art models for
solving time series problems. A standard LSTM unit consists
of three gates and one cell. Compared to other multi-layer
deep neural networks, the gates in the LSTM regulate the
information flow into and out of the cell more efficiently,
where memories can be stored over time. The main challenge
is to use the learned NWP representation, which is the same
for all 3 approaches, to forecast the abstract power-grid-related
targets. In each approach, the LSTM network needs to abstract
more knowledge about the underlying power grid. Therefore,
with each step down the power grid state estimation chain, the
forecast gets more complicated.

In order to put more focus on the comparison of the three
approaches, the same auto-encoder structures and preprocess-
ing methods are used in the three experiments. Parameters are
selected using a grid search based on the smallest validation
error. Different forecast targets are corresponding to different
parameters of LSTM. The parameter selection of the auto-
encoder and the grid search table for LSTM are listed in
Tables I and II. The batch size is 32, and Adam is chosen as
the optimizer. The training process will be stopped by early
stopping if the training error does not drop within 50 iterations.

TABLE II
GRID SEARCH TABLE FOR TUNING THE HYPERPARAMETER OF LSTM
NETWORK. THE SLOPE PARAMETER OF LEAKY RELU IS SET TO 0.3.

Parameter Values

Layers of LSTM 1,2

Activation function  Sigmoid, Tanh, Relu, Leaky relu
Dropout rate 0.1, 0.2, 0.3, 0.4

Batch size 32

Optimizer Adam

D. Experimental Setup

The final goal of the experiments is to estimate the states
of the given power grid using a 6-hour forecast horizon. This
horizon is chosen in accordance with the requirements of our
work within the c/sells project. Our neural network predicts
the states from time ¢+ 0Oh to ¢+ 6h with a resolution of 1 hour.
For each of the three approaches, we propose one experiment:

Experiment I: In Experiment I, the power generation or
consumption of all known power plants is forecasted using the
Auto-LSTM network. Afterward, the load flow is calculated,
with the help of Pandapower [23] and the available power
grid data. Finally, from the load flow results, the grid state is
estimated.

Experiment I1: In Experiment II, the Auto-LSTM network
aims at forecasting the results of the load flow calculation,
which we mainly refer to as line capacity. There are 372 lines
in the existing power grid. One neural network model is trained
for each line. The state for each line is estimated based on the
results of load flow forecasting.

Experiment I11: Experiment III is a multi-class classification
experiment, where we forecast the power grid state of each
line directly. The Auto-LSTM is extended with a classification
layer and trained using a cross-entropy loss function. Similar
to Experiment II, there are 372 lines as targets, and one
model is trained for each target. For each line, three classes
exist, namely, green, yellow, and red, which are defined in
Section III-A.

IV. RESULTS

In this section, we evaluate the results of the three ex-
periments. First, we describe our evaluation metrics before
applying them to each experiment.

A. Evaluation Metrics

In the article, the forecasting is evaluated using the NRMSE
metric, and the classification tasks are evaluated using an F}
score. The root-mean-squared error (RMSE) is a common
metric, which is defined as in (1):

N

RMSE(R(0) x(1) = | 7 D (00) ~(0)* ()
where N represents the numer of samples, X is the predicted
time series, x is the measured time series. &; and x; are the
i¢p, sample at time step ¢, and ¢ ranges from 0 to 6 in the
context. The normalized-root-mean-squared error (NRMSE) is
the RMSE divided by the difference of the maximum z,,x



and minimum z,,;, of the measured time series at time step
t, defined as in (2):

_ RMSE(%(t), x(t))
N X(t)mam - X(t)mzn

The value range differs in the different target datatsets, i.e.,
generators, consumers, or transmission lines. The normalized
RMSE simplifies the comparison of the results from the
datasets with different scales.

All experiments are also evaluated based on their accuracy
when forecasting the state of the power grid using the Fz-
Score with § = 1:

NRMSE(%(t),x(t)) 2

2
Fa(t) = i (1+5%) 2TP(t) 3)
(1+32)-TP(t) + (B?) - EN(t) + FP(t)

In (3), true positive (TP) is a correctly predicted grid state,

false positive (FP) is when a certain grid state is predicted

even if it is not present, and false negative (FN) is a grid state

that is present but has not been predicted. Here, ¢ indicates

the time step, same as above. The F; score is the harmonic

average of precision and recall. An F; score reaches its best
result at 1 and the worst at 0.

B. Experimental Results

Experiment I: In Experiment I, the Auto-LSTM networks
forecast the power generation and consumption. The fore-
cast results for different types of targets are scored using
NRMSE and averaged by the number of power plants, as
shown in Fig. 6 and Table III. Forecasting the photovoltaic
generators yields the lowest NRMSE and standard deviation.
The prediction results of combined heat and power plants
(HPs) and consumers (Loads) have a higher standard deviation.
This higher standard deviation indicates that the targets are
affected not only by weather conditions but also substantially
by economic or human factors, which are hardly predictable
based on the existing dataset.
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Fig. 6. Experiment I: short-term (0-6h) power forecasting results of NRMSE
averaged over 3 wind parks (WPs), 6 photovoltaic generators (PVs), 2 com-
bined heat and power plants (HPs), 45 consumers (Loads), and 1 residential
area (44 consumers in all).

With the help of the power grid analysis tool panda-
power [23], the load flow results for the transmission lines are
calculated based on the power forecasts. The load flow results
allow for an estimation of the power grid states. Fig. 7 presents
the F; score for the three power grid states in this experiment.
The definition of the traffic light system in Section III-A leads
to an imbalance problem in the grid states. The minority class,
i.e., yellow state, which makes up only about 0.4% of the
available samples, is the most difficult to predict.

Experiment II: In Experiment II, the forecast targets are
the load flow calculations on the 372 transmission lines. In
Table IV, we present the RMSE of the load flow result
forecasting from Experiment I and II. The table shows that
using the Auto-LSTM model to predict the load flow calcu-
lations directly (Experiment II) is a more reliable method in
comparison to Experiment I. However, the 0.01 improvement
is not significant for forecasting power grid states. In Fig. 8
we can observe that when estimating the power grid states, the
minority classes, i.e., yellow and red states, are not detected
anymore at the +Oh and +1h forecast horizon in the results
of Experiment II. Even the lower error could still result in
misclassification due to the strict definition of the traffic light
system. Similarly, to Experiment II, the yellow power grid
state is hardly predictable as well.

TABLE III
EXPERIMENT I: COMPARISON OF THE FORECAST ERROR (NRMSE) OF
THE POWER GENERATION AND CONSUMPTION

WPs PVs HPs Loads  Residential
Mean 0.17 0.09 0.18 0.14 0.08
Std +0.028 4+0.004 £0.095 +0.064 —
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Fig. 7. Experiment I: F; score of short-term (0-6h) grid state forecast.

TABLE IV
COMPARISON OF THE FORECAST ERROR (RMSE) OF THE LOAD FLOW
RESULTS BETWEEN EXPERIMENTS I AND II

Mean RMSE (Std)
0.129 (£0.117)
0.119 (£0.110)

Experiment 1
Experiment II
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Fig. 8. Experiment II: F1 score of short-term (0-6h) grid state forecast.

Experiment III: As mentioned earlier, during the third ex-
periment, the analyzed problem transforms into a classification
problem. The classification labels are the three power grid
states for the 372 transmission lines. Fig. 9 again shows the
unpredictability of the yellow power grid state, due to data
imbalance.

Table V shows a comparison of all F; scores of the three
experiments. First of all, all three approaches can predict the
green power grid state precisely but fail to predict the yellow
power grid state. This can mainly be accounted to the data
imbalance problem caused by the strict definition of the traffic
light system. In Experiment I, the entire information about
the power grid and the involved energy plants is essential. It
could lead to a massive challenge for dataset collection. In
comparison, the power grid could is a black box in Approach
IT and III, where the internal structure of the power grid and
the complicated electrical computation are skippable, and we
can put more focus on tuning the neural network parameters.
Moreover, using Experiment III, a higher F; score and lower
standard deviation for green and red power grid states can be
achieved. However, the yellow power state has been ignored
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Fig. 9. Experiment III: F; score of short-term (0-6h) grid state forecast.

TABLE V
COMPARISON OF F; SCORE OF THE GRID STATE FORECAST FOR THE 3
EXPERIMENTS

Experiment I
Green 0.9853 £ 0.0004
Yellow 0.0367 £ 0.0038
Red  0.5487 £ 0.0106

Experiment 11
0.9852 £+ 0.0013
0.0437 £ 0.0192
0.3800 £ 0.2416

Experiment IIT
0.9862 £ 0.0002
0.0000 £ 0.0000
0.5654 £ 0.0041

due to the class imbalance. Strategies for solving the imbalance
problem have to be applied directly during the predicting of
the power grid states in future research. For example, future
research could include sampling strategies to change the data
distribution or designing a novel loss function to weigh the
minority classes higher during training.

V. DISCUSSION

With our work, we want to provide techniques that allow
establishing a regional energy market. Such markets can fore-
cast the potential risks in the power grid and regulate energy
supply and consumption regionally based on the forecasted
information. With this forecast knowledge, the power grid
operator can trigger energy auctions at the regional energy
markets to solve instability issues on the power grid.

We proposed three methods to forecast power grid states
using deep learning techniques. Our results in Section [V show
that the trained predictors perform great on forecasting safe
power grid states (green), but very poorly on the less frequent
power grid states such as yellow and red.

The results indicate that the proposed approaches indeed
contribute to the development of the smart power grid signifi-
cantly, e.g., more reasonable re-allocation of personal respon-
sibility, ownership, expertise, and decision concerning energy
supply. However, they leave significant room for improvement
in forecasting these minority classes. We plan to implement
over- and undersampling methods to adjust the proportion of
minority classes to achieve better class balance [24], [25].
Another approaches are to design a loss function to emphasize
the importance of the minority classes during training [26],
or to generate additional data for the minority classes using
Generative Adversarial Networks (GANs) [27]. Other future
research might include working with attention-based trans-
former network models to improve forecast accuracy [28].

One of the next steps is to apply the forecast models
in a real-world scenario for regional energy markets, e.g.,
using real-time data, applying model updates to new training
data [29], and combining several models to an ensemble for
increased forecast quality [30].
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