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Abstract—The task of Target-oriented Opinion Words Extrac-
tion aims to extract the corresponding opinion words for a given
opinion target from the sentence. Recently, the methods based
on recurrent neural networks have shown promising results
for this task. However, these approaches only considered the
sequential information of the sentences and ignored the syntactic
structure. In this paper, we propose a novel graph convolutional
network with adversarial training to extract the opinion words.
We present a graph convolutional network based on dependency
tree to learn the syntactic representation of the input. Besides,
we train our model with the mixture of original examples and
adversarial examples, which can improve the robustness of the
model. We conduct experiments on four benchmarking datasets
and the results illustrate that our proposed model consistently
outperforms the state-of-the-art methods.

I. INTRODUCTION

Sentiment analysis, also known as opinion mining [1], [2],

is an important area in natural language processing (NLP).

Traditionally, researchers mainly study sentiment analysis at

sentence level or document level, which aims at detecting

the overall opinion of the sentence or document. However,

different targets or aspects in the same review are usually

associated with different sentiments. Different from sentence

level and document level sentiment analysis, Aspect Based

Sentiment Analysis (ABSA) focuses on detecting the opinions

of specific targets in the text, which is more fine-grained.

Target-oriented Opinion Words Extraction (TOWE) [3] is

a new subtask of ABSA. This task aims at identifying the

corresponding opinion words of the given targets from the

input sentence. Opinion targets are the words or phrases repre-

senting features or entities towards which users show attitude.

Opinion words refer to the terms carrying subjective emotion.

For example, in the review “The food is well prepared and the
service is impeccable.”, this task need to identify the opinion

words associated with the target “food” is “well prepared”

and the opinion word associated with the target “service” is

“impeccable”. The results of this task can be considered to be

an extractive pair-wise opinion summarization, or be further

used in downstream applications such as aspect sentiment

classification.

There are many researches focused on the co-extraction

of the opinion targets and opinion words. Wang et al. [4]

integrated recursive neural networks and conditional random
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fields into a unified framework for aspect and opinion terms

co-extraction. A coupled multi-layer attention based neural

network was introduced to jointly detect opinion targets and

opinion words [5]. Li and Lam [6] designed neural memory

operations for handling the extraction of aspects and opinions

via memory interactions. In these works, the extracted targets

and opinion words are separated and the correspondence is not

obtained.

In the literature, there are only a few works about extracting

opinion targets and opinion words as pairs. Hu and Liu [7]

regarded the nearest adjective of the target as the opinion

words. Zhuang et al. [8] used keyword list and dependency

relation templates together to mine explicit target-opinion

pairs. To reduce the engineering effort, the neural network

based method has been proposed to learning the input features

automatically. Fan et al. [3] encoded opinion target information

by an Inward-Outward LSTM for different targets to extract

the corresponding opinion words.

Though great improvements have been achieved by neural

network based methods, there still exist some limitations.

Firstly, these methods mostly rely on the sequential represen-

tation of the sentence and ignore the syntactic dependency

structure, which would be beneficial to link the opinion words

to the targets. When an opinion word is separated away from

its target, it is hard to capture the dependencies between them

in a word sequence. Generally, a dependency tree can help to

shorten the distance between them. For instance, consider the

dependency tree presented in Figure 1, the target “cracking

calamari salad” is much closer to the opinion words “crispy”

and “lightly dressed” in the dependency graph than in the word

sequence. Secondly, it has been shown that neural networks

tend to be locally unstable and even tiny perturbations to the

inputs can lead to incorrect decisions [9].

In this paper, we propose a novel model based on graph

convolutional networks and adversarial training (GCNAT) to

extract the opinion words, which can overcome the limitations

mentioned above. Specifically, we first use BiLSTM [10] to

capture the contextual information between successive words.

To integrate the syntactic information, we employ graph con-

volutional networks (GCN) [11], [12] to model the structure

of a sentence through its dependency tree. Finally, we adopt

adversarial training (AT) [13] by adding small perturbations

to input word embeddings to enhance the robustness of our
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Fig. 1. An example of dependency parsing tree produced by Stanford CoreNLP. The opinion target is “cracking calamari salad” and the corresponding opinion
words are “crispy” and “lightly dressed”.

model.

The main contributions of this paper are as follows:

• This paper proposes to integrate the syntactic structure of

a sentence in TOWE task, and show that GCN is effective

for this purpose. To the best of our knowledge, this is the

first investigation in this direction.

• We create adversarial samples to conduct the adversar-

ial training, which can enhance the generalization and

robustness of our model.

• We conduct experiments on four benchmark datasets and

the results show that our method outperforms the state-

of-the-art approaches.

II. RELATED WORK

A. Target-oriented Opinion Words Extraction

There are a lot of researches about the extraction of opinion

target, which is closely related to the task of TOWE. The

early studies for opinion target extraction include rule-based

approaches [7], [14] and feature-engineering-based approaches

[15], [16]. Recently, deep-learning-based approaches have

been proposed for this task. Liu et al. [17] proposed a

model based on recurrent neural networks (RNNs) and word

embeddings to extract opinion targets. Li et al. [18] introduced

a framework for aspect term extraction by exploiting the

opinion summary and the aspect detection history. A span-

based model has been proposed to detect the targets and

predict the sentiment of them jointly [19]. Several studies also

extract the targets and opinion words simultaneously. These

methods conduct the two subtasks into a multi-task learning

architecture to extract them jointly, which have achieved great

progress on both subtasks [4]–[6]. But the extracted targets

and opinion words are separated and lack correspondences

between them.

There are only a few works focusing on extracting opinion

pairs. Early approaches designed some rules to extract the

correpsonding opinion words of the targets [7], [8] . Recently

the neural network based models have been proposed. Fan et

al. [3] proposed an Inward-Outward LSTM to well encode

the opinion target information into context, which achieved

promising results. However, these methods neglect the depen-

dency structure of the sentence which is capable of shortening

the distance between the targets and opinion words. Besides,

small scale perturbations to the input may lead to incorrect

decisions.

B. Graph Convolutional Networks

Recently, GCN has attracted a growing attention and has

been applied in many NLP tasks. Marcheggiani and Titov

[20] proposed a GCN-based model for semantic role labeling.

GCN was adopted to learn syntactic contextual representations

of each node for event extraction [21], [22]. Zhang et al. [23]

encoded the dependency structure over the input sentence with

efficient graph convolution operations, then extracts entity-

centric representations for relation extraction. The graph-based

models has also been sucessfully applied in the task of aspect-

based sentiment classification [24]–[27].

C. Adversarial Training

The concept of adversarial training was originally intro-

duced in image classification tasks to improve the robustness

of the model by injecting malicious perturbations into input

images [9], [13]. Miyato et al. [28] firstly extended adversarial

training to the text domain by adding perturbations to the

word embeddings. As a a regularization method, AT is further

explored in various NLP tasks such as relation extraction

[29], part-of-speech tagging [30], jointly extracting entities and

relations [31] and neural machine translation [32].

III. OUR APPROACH

A. Task Formulation

Given a sentence consisting of n words X =
{w1, w2, . . . , wn} and an opinion target ot in the sentence,

the TOWE task is to extract the corresponding opinion words

of ot. In this paper, this task is formulated as a sequence

labeling problem with {B, I,O} tagging schema, where B,

I , and O denote the beginning of, inside and outside of the

corresponding opinion words, respectively. Thus the output of

the model is a sequence of tags Y = {t1, t2, . . . , tn}, where

ti ∈ C and C = {B, I,O}.

For instance, given a sentence “The food is well prepared
and the service is impeccable .”, the tagging sequences for the

targets “food” and “service” are as follows:

1. The/O food/O is/O well/B prepared/I and/O the/O ser-
vice/O is/O impeccable/O ./O (Given opinion target “food”,

extract “well prepared” as corresponding opinion words).

2. The/O food/O is/O well/O prepared/O and/O the/O ser-
vice/O is/O impeccable/B ./O (Given opinion target “service”,

extract “impeccable” as corresponding opinion word).
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Fig. 2. The architecture of GCNAT.

B. Overview

The architecture of our approach is shown in Figure 2. The

input sentence is encoded by a BiLSTM to learn the contextual

information of the words. Then we adopt a GCN over the

dependency tree to compute the syntactic representation of the

sentence. After that, we integrate the outputs from the BiL-

STM and GCN to predict the label of each word. During the

training processing, we create adversarial samples to conduct

the adversarial training, which can improve the robustness and

generalization of our model.

C. Word Representation and BiLSTM Encoder

For each word wi in the input sentence, we create its

representation xi by concatenating its word embedding xw
i

and target mark embedding xm
i :

xi = [xw
i ;x

m
i ] (1)

The word embedding is obtained by looking up a pre-trained

word embedding matrix Glove [33]. The target mark embed-

ding is created from the binary mark feature. If the word is

the opinion target, the value of mark feature is 1; otherwise

the value of mark feature is 0.

We employ BiLSTM on the top of the embeddings to

capture the local sequential context of each word. One LSTM

takes the embeddings {x1, x2, . . . , xn} as inputs and returns a

sequence of hidden states
{−→
h1,

−→
h2, . . . ,

−→
hn

}
. In this way, we

can get the left context information of each word. However, the

right context is also important, thus we adopt another LSTM

to learn the hidden states
{←−
h1,

←−
h2, . . . ,

←−
hn

}
, which contains

the right context. We concatenate the hidden states of the two

directions together to get the final sequential representation

{h1, h2, . . . , hi, . . . , hn}, where hi = [
−→
hi ;

←−
hi ].

D. Graph Convolution over Dependency Trees

The opinion targets and opinion words may be far away

from each other in a sequence and the sequential network

is low efficiency in capturing such long-range dependencies.

An intuitive way to alleviate this phenomenon is to use the

dependency tree to shorten the distance between them. Since

the dependency trees have graph-like structures, we adopt a

graph convolutional network to learn the syntactically relevant

information.

When the dependency tree of a sentence is generated,

we construct a graph based on the tree. We define a graph

G = (V, E), where V and E denote the nodes and edges,

respectively. V consists of n nodes corresponding to the input

tokens {w1, w2, . . . , wn}. Then we define the edges of the

graph based on the dependency parsing tree. If there is a

directed syntactic arc from token wi to token wj , then the edge

(wi, wj) belongs to E and the edge type is K(wi, wj) = dep.

To allow the information flow from the opposite direction,

edge (wj , wi) is also included in E and its edge type is

K(wj , wi) = rev. Following the previous work [20], we also

add self-loop (wi, wi) to the edge set E and the edge type

is K(wi, wi) = loop. For instance, for the dependency tree

in Figure 1, there are four edges in the subgraph containing

only two words “crispy” and “salad”: the dependency edge

(“crispy”, “salad”) with type dep, the inverse dependency

edge (“salad”, “crispy”) with type rev and two self-loops

(“crispy”, “crispy”) and (“salad”, “salad”) with type loop.

After the graph is constructed, we employ multi-layer Graph

Convolutional Networks over the graph to obtain syntactic

representation. In the k-th layer of the GCNs, we compute the

graph convolution vector h
(k+1)
v for node v ∈ V as follows:

h(k+1)
v = ReLU(

∑
u∈N (v)

(W
(k)
K(u,v)h

(k)
u + b

(k)
K(u,v))) (2)

where K(u, v) denotes the type of edge (u, v), N (v) includes

v and the neighbors of it; W
(k)
K(u,v) and b

(k)
K(u,v) are the weight

matrix and bias for edge type K(u, v).
As not all words are equally important to the TOWE

task, it is not appropriate to weight the neighbors uniformly.

Moreover, there may exist some noises in the dependency



parsing tree. In order to address these issues, we calculate

an important weight gk(u,v) for each edge (u, v) [21] :

gk(u,v) = σ(h(k)
u Ŵ

(k)
K(u,v) + b̂

(k)
K(u,v)) (3)

where σ is the sigmoid function, Ŵ
(k)
K(u,v) and b̂

(k)
K(u,v) denote

the weight matrix and bias, respectively. Combining with the

edge weight, we formulate the final computation of k-th layer

GCN as follows:

h(k+1)
v = ReLU(

∑
u∈N (v)

gk(u,v)(W
(k)
K(u,v)h

(k)
u + b

(k)
K(u,v))) (4)

We stack m layers of GCN on the top of the BiLSTM layer to

implement the syntactic convolution. Note that we utilize the

hidden states computed by the BiLSTM as inputs to the first

layer of GCN. And we use H̄ =
{
h̄1, h̄2, . . . , h̄n

}
to denote

the vectors computed by the top layer of GCN.

E. Output Layer

The graph convolution can learn a hidden representation

from the local graph context of each node. But the number of

GCN layer limits the ability to capture the local sequential

information. Therefore, we concatenate the representations

from the BiLSTM and GCN together to predict the tag of

each word. Moreover, since we formulate the TOWE task

as a sequence tagging problem, the tag of each word is

conditioned on its previous tag. For instance, the tag “O” can

not be followed by tag “I” in the {B, I,O} tagging schema.

To model such dependencies, we also incorporate the tag

embedding of the previous word for the prediction. Thus, the

final representation si to predict the label of i-th word is as

follows:

si = [hi; h̄i; o(i−1)] (5)

where o(i−1) is the tag embedding directly converted from the

tag of the (i−1)-th word. Then we adopt softmax to calculate

the probability distribution yi of the i-th word:

yi = softmax(Wysi + by) (6)

We adopt the cross-entropy as the loss function, and the

formula is as follows:

Low(X; θ) = −
∑

(x,t)∈D

Lx∑
i=1

gilog(yi) (7)

where X denotes the word embeddings, θ represents all the

model parameters, x and t represent the sentence and the

opinion target in the sentence, D denotes the set of pair

(x, t), Lx is the length of sentence x, gi is a one-hot vector

representing the gold label of the i-th word.

F. Adversarial Training

Adversarial Training (AT) has been employed as a reg-

ularization method, which uses both the clean and adversarial

examples to improve the generalization and robustness of the

model. The adversarial examples are generated by add noises

to the inputs. To be specific, we create an adversarial example

by adding the worst-case perturbations ηadv to the original

word embeddings. The worst-case perturbation ηadv is the one

that maximize the loss function as follows:

ηadv = argmax
‖η‖�ε

Low(X + η; θ̂) (8)

where θ̂ is the value of the current model parameters. However,

the calculation of ηadv is intractable in neural networks.

Following the previous work of Goodfellow et al. [13], we

approximate the value of ηadv by linearizing it as follows:

ηadv =
εg

‖g‖ , where g = ∇XLow(X; θ̂) (9)

where ε is a hyperparameter.

At the training step, we generate the adversarial example by

Xadv = X + ηadv . Then we train the model by the mixture

of the original examples and adversarial examples. Therefore

the final loss function is :

LAT = Low(X; θ) + Low(Xadv; θ) (10)

where Low(X; θ) and Low(Xadv; θ) represent the cross-

entroy loss on the original examples and adversarial examples,

respectively.

IV. EXPERIMENTS

A. Datasets

Dataset
Training Testing

sentences targets sentences targets

14res 1627 2643 500 865
14lap 1158 1634 343 482
15res 754 1076 325 436
16res 1079 1512 329 457

TABLE I
STATISTICS OF DATASETS.

To evaluate the performance of our approach, we conduct

experiments on four benchmark datasets. The four datasets

are built by Fan et al. [3] based on the SemEval challenge

2014 Task 4, SemEval Challenge 2015 task 12 and SemEval

Challenge 2016 task 5 [34]–[36]. The sentences containing

the pairs of the targets and opinion words are preserved. The

suffixes “res” and “lap” represent “restaurant” and “laptop”,

respectively. The statistics of the four datasets is presented

in Table I: 14res and 14lap are from SemEval 2014, 15res

and 16res are from SemEval 2015 and SemEval 2016. The

sentences in 14res, 15res and 16res consist of the reviews from

the restaurant domain. And 14lap is comprised by the reviews

from laptop domain.

B. Experimental settings

The dimension of the word embeddings, mark embeddings

and tag embeddings are 300, 20 and 20, respectively. We adopt

2-layers BiLSTM in our model and the number of the hidden

units for each BiLSTM layer is 100. We use Stanford Parser

[37] to generate the dependency tree of the inputs. And we

adopt 2-layers GCN in our experiments and the dimension of



Model
14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1

Distance-rule 58.39 43.59 49.92 50.13 33.86 40.42 54.12 39.96 45.97 61.90 44.57 51.83
Dependency-rule 64.57 52.72 58.04 45.09 31.57 37.14 65.49 48.88 55.98 76.03 56.19 64.62
ME-LSTM 60.95 75.88 67.60 55.86 64.90 60.04 57.88 71.44 63.95 67.21 75.66 71.19
TC-BiLSTM 67.65 67.67 67.61 62.45 60.14 61.21 66.06 60.16 62.94 73.46 72.88 73.10
ME-BiLSTM 83.69 79.18 81.37 73.50 69.14 71.25 74.11 73.22 73.67 82.85 81.75 82.30
IOG 82.85 77.38 80.02 73.24 69.63 71.35 76.06 70.71 73.25 85.25 78.51 81.69
GCNAT 83.38 82.27 82.82 75.43 73.09 74.24 75.74 76.59 76.17 85.43 82.90 84.14

TABLE II
COMPARISON RESULTS WITH BASELINES.

Model
14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1

GCNAT 83.38 82.27 82.82 75.43 73.09 74.24 75.74 76.59 76.17 85.43 82.90 84.14
-GCN 82.42 81.73 82.08 73.51 71.60 72.54 76.03 75.09 75.56 85.78 81.48 83.58
-AT 83.73 80.37 82.01 73.90 73.33 73.62 74.76 76.11 75.43 85.02 83.27 84.13
-TEMD 83.51 81.30 82.39 74.80 72.84 73.80 74.61 75.53 75.07 84.49 82.67 83.56
-LSTM 71.95 70.66 71.30 61.12 67.80 64.29 67.18 64.71 65.92 77.62 74.86 76.21

TABLE III
ABLATION STUDY OF GCNAT.

the hidden states is 100. We apply dropout over the embedding

layer and the dropout rate is set to be 0.5. We use RMSprop

as the optimizer with learning rate 0.003 and set the batch

size as 32. We randomly sample 20% reviews in the training

set as validation set. We test our model on testing dataset and

report the average results over five runs. The value of ε is set

to 0.01. We use the Precision (P), Recall(R) and F1 score as

metrics in our experiments.

C. Baselines

In order to comprehensively evaluate our method, we com-

pare our model with both the rule-based methods and the

neural network based methods:

• Distance-rule [7]: Obtain the nearest adjective as the

opinion words associated to the target.

• Dependency-rule [8]: Employ the POS tagging results

and dependency parsing tree to generate the rule tem-

plates and then use these templates to extract opinion

pairs.

• ME-LSTM/ME-BiLSTM [17]: Use LSTM/BiLSTM to

learn the representation of the words and predict their

labels by a softmax layer. Different from Liu et al.,

the input embeddings are the concatenation of the word

embeddings and the target mark embeddings.

• TC-BiLSTM [38]: The model is similar with ME-

BiLSTM model, except that the word embeddings and the

target embeddings are concatenated as inputs. The target

embeddings are obtained by averaging all the embeddings

of the words in the target.

• IOG [3]: This approach employs an Inward-Outward

LSTM to pass target information to the left context and

the right context of the target respectively. Then the left,

right and global context are combined to predict the

opinion words.

D. Main Results

The comparison results with the baselines are presented in

Table II. From the results we observe that our model GCNAT

achieves significant improvements over all the baselines in

F1 score. Specifically, GCNAT outperforms the state-of-the-art

method by 1.45%, 2.89%, 2.5%, and 1.84% on 14res, 14lap,

15res and 16res, respectively.

All the neural network based methods perform better than

the rule based methods. The performance of ME-LSTM and

TC-BiLSTM is worse than other neural network based meth-

ods. This demonstrates that the effective learning of target

information is very important for TOWE task. In the approach

of ME-LSTM, the words on the left of the target are unable

to use the target information. And the TC-BiLSTM directly

concatenate the target vector to every word vector, which

makes the model difficult to explicitly learn the target infor-

mation. Since IOG and ME-BiLSTM can learn target-specific

representations for each words, they obtain better results than

ME-LSTM and TC-BiLSTM. Comparing the F1 score of ME-

BiLSTM and IOG, we find that mark embedding is an effective

way to indicate the target information. And simply combing

the mark embedding with BiLSTM can achieve comparative

or even better results than the complicated model IOG which

employs three types of LSTM to learn the target-specific

representations. Though ME-BiLSTM achieves better results,

the performance of it is still lower than our model GCNAT.

This demonstrates that the syntax structure of the sentence is

useful for TOWE task and adversarial training can enhance

the generalization of our model.

E. Ablation Study

To further investigate the effect of each component in the

model of GCNAT, we conduct a set of ablation experiments as

shown in Table III. The first column indicates the modification

of our model: -GCN removes the graph convolutional net-

works; -AT removes the adversarial training; -TEMD removes



Sentence Output of ME-BiLSTM Output of IOG Output of GCNAT
1. I am pleased with the fast log on , speedy wifi connection

and the long battery life ( > 6 hrs )
pleased, fast � pleased, fast � pleased, fast �

2. I am pleased with the fast log on , speedy wifi connection
and the long battery life ( > 6 hrs )

speedy � speedy � pleased, speedy �

3. I am pleased with the fast log on , speedy wifi connection
and the long battery life ( > 6 hrs )

pleased � long � pleased, long �

4. Only suggestion is that you skip the dessert , it was
overpriced and fell short on taste

NONE � overpriced, fell, short � overpriced �

5. Only suggestion is that you skip the dessert , it was
overpriced and fell short on taste

short � short � short �

TABLE IV
EXAMPLES OF THE EXTRACTED RESULTS. THE BLUE WORDS IN THE SENTENCE ARE THE TARGETS AND THE RED WORDS ARE THE CORRESPONDING

OPINION WORDS OF IT.

the tag embeddings in the output layer of the model; -LSTM
removes the BiLSTM encoder layer from the model.

From the results, we observe that the integrated model

performs better than the others. And the F1 score drops consid-

erably, when GCN is removed from our model. This indicates

that the syntactic information is useful for the extraction of

corresponding opinion words. The performance of the GCNAT

becomes poor, when it is only trained on the original examples.

This is because the adversarial examples can improve the

robustness and generalization of the model. Since the TOWE

task is formulated as a sequence tagging problem, there exist

dependencies between the successive tags of the words. From

the line of -TEMD, we can see that the performance will

decline when the model does not leverage such dependency.

From the last line, we find that the performance degrades

significantly when the BiLSTM encoder is removed from the

model. The local information is very important for TOWE

task, since it need to detect the opinion terms which are

consecutive words. The number of GCN layer limits the ability

of capturing such local sequential information. The recurrent

neural network is excellent at learning the local semantic

information of the words.

F. Effect of GCN Layers and Scaling Parameter ε

We study the effect of GCN layers on the datasets 14res

and 14lap as shown in Figure 3. We vary the number of GCN

layers from 1 to 5 and report the results of the model. GCNAT

achieves the best performance when the number of layers is 1

on 14res and 2 on 14lap. And the performance of the model

will not increase as the layers of GCN are added. We consider

this is because there may be some noise in the dependency tree

and too many layers of GCN can lead to noise accumulation.

We also investigate of effect of different scaling parameter ε
on the datasets of 14res and 14lap. We evaluate the value of ε
in the set {0.001, 0.01, 0.1, 1, 10} and the results are illustrated

in Figure 4. It can be observed that GCNAT obtain the best F1

score when the value of ε is 0.1 on both datasets. When the

value of ε is greater than 0.1, the performance of the prediction

will decline. The reason is probably that the semantics of the

inputs may be changed by greater noise.

Fig. 3. The effect of GCN layers.

ԑ
Fig. 4. The effect of scaling parameter ε.

G. Case study

To demonstrate the effectiveness of our approach, we pick

a few review examples from the test datasets and show the

extraction results in Table IV. The first column is the input

sentence. The blue words in the sentence are the targets and

the red words are the corresponding opinion words of it. The

other three columns present the prediction results from ME-

BiLSTM, IOG and GCNAT, respectively. In the first and last

sentences, as the opinion words lies close to the targets, all



the three models can extract the opinion words correctly. In

other cases, ME-BiLSTM and IOG fail to identify certain

opinion words related to the target. For example, both of them

do not detect the opinion word “pleased” to the target “wifi

connection” in the second sentence. And in the fourth example,

IOG extracts irrelevant opinion words (i.e. “fell” and “short”),

while ME-BiLSTM fails to extract any opinion words. And

our approach is able to extract the opinion words from all the

sentences. This shows that our model, which can utilize the

syntactic information, is better at detecting the corresponding

opinion words.

V. CONCLUSION

In this paper, we propose a novel graph convolutional

network with adversarial training (GCNAT) to detect target-

oriented opinion words. We introduce to use GCN over the

dependency graph to learn the representation of the words,

which can propagate the information across the tree and

capture the syntactic relations between words. To improve the

generalization and robustness of our proposed model, we adopt

the mixture of the clean examples and adversarial examples

to train the model. The experimental results on four public

datasets prove the effectiveness of our proposed method.
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