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Abstract—Similar case matching (SCM) aims to determine
whether legal case documents are similar or not. In fact, SCM is
an extension of the semantic text matching. Various deep learning
models are proposed to solve the semantic text matching prob-
lems. However, the main difference between the case documents
may be subtle, and the length of documents can be quite long.
Moreover, the case documents are written in structural format
and contain plenty of legal terms. To address these challenges, we
propose a novel model in this paper. Accordingly, the legal feature
vector is introduced into the semantic text matching model,
and BERT is adopted as the encoding layer to capture long-
range dependencies in the case documents. We conduct several
experiments to evaluate the performance of our proposed model.
The results show that our model outperforms other existing
methods on the public dataset CAIL2019-SCM.

Index Terms—Similar case matching, BERT, Attention mech-
anism, Law intelligence

I. INTRODUCTION

Similar case matching (SCM) mainly aims to discriminate
whether legal case documents are similar or not. Justice means
that similar cases with similar facts should always result in
similar verdicts. This applies to jurisdictions with common law
legal systems like the United States, as well as jurisdictions
with civil law legal systems like China.

To this end, judges and lawyers spend much time finding
and judging similar cases for reference. With similar case
matching techniques, they can narrow down the size of the
candidate set and accelerate the lookup. What is more, SCM
can help with other techniques, including legal judgment
predictions, question and answering systems, and information
retrieval systems.

In addition to the header and footer, the legal case document
in China often consists of five parts as the following:
• Information of parties involved in the current lawsuit
• Records of previous lawsuits
• Fact descriptions
• Court views that include analysis of fact descriptions
• Verdicts, including the final decision and the related law

articles
The fact description part contains details of the case, corre-

sponding evidence, and the verification of evidence made by
judges. When we say two cases are similar, we are focusing
on the similarity between the facts of two case, because the

The source code can be obtained from https://github.com/thesharing/lfesm.

facts contain more information than any other part. Especially
for civil cases, the amount of money, the rate of interest,
and the dates in the facts have a significant impact on the
final decision. These factors need to be emphasized during
the matching.

Cases are divided into three categories: civil case, criminal
case, and administrative case. Meanwhile, each category has
hundreds of causes. For example, the civil case in China has
424 tertiary causes and 367 quaternary causes. It is worth
noting that cases with different causes vary in the description
and structure. When two cases have different causes, they
cannot be similar in any aspect. Accordingly, similar case
matching can only be applied to cases with the same causes.

There is existing literature focused on calculating the simi-
larity among texts of different cases. Brüninghaus [2] and Sar-
avanan [16] tried to extract features from legal case documents
and compare the extracted features instead of the full texts.
Kumar [11] and Raghav [15] converted the document into
embeddings through the vector space model and calculated the
similarity of two embeddings. However, these methods cannot
make use of contextual information so that they require a large
amount of human efforts to work. SCM is a certain application
of semantic text matching, which has many subtasks, including
natural language inference (NLI), information retrieval (IR),
and question answering (QA). NLI aims to judge whether
a premise can be inferred from the hypothesis. Both SCM
and NLI focus on the similarity of texts. The meaning of
the text pair in NLI can be either related or identical, while
the meaning of cases in SCM is not. In fact, cases may
differ in the involved parties and facts. There are two types
of deep learning framework in NLI. One type is based on
the siamese network [1], where sentence pairs are encoded
individually with the same encoder like CNN [8] and LSTM
[14]. Then the similarity is calculated in accordance with
the embedding. However, these methods have drawbacks for
interactions in low-level semantics, which may lead to the loss
of important information. In order to resolve this shortcoming,
the matching aggregation network is proposed, where more
interactions are added in the word level and the phrase level.
Chen et al. [3] proposed a state-of-the-art model ESIM to
capture more local information between the text pair prior
to performing the global comparison. Based on the ESIM
model, there are more models proposed so far [22], [26]. After
Transformer [21] architecture launches, researchers conducted
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more investigations based on it [5], [19].
Compared with NLI, SCM is still confronted with three

major challenges that make it non-trivial. These challenges
can be briefly described as the following:

1) The difference between case documents may be subtle,
which makes it hard to decide whether two documents
are similar or not. The difference between the amount of
money, the interest rate, and the count of items results
in different final verdicts, which is defined by legal
professionals. For example, in private lending cases,
there are three situations about the interest rate. When no
interest is promised while signing the lending contract,
the judge does not support the claim of interest. On the
other hand, when the interest rate is higher than 24%,
the excessive part is not supported by the court. Finally,
when the interest rate exceeds 36%, the borrower can
request to return the excessive part. The cases tend to
be dissimilar when the interest rates in the two cases are
in different situations.

2) Challenges are originating from the long length of the
documents. In fact, the majority of case documents
contain more than 512 characters, which makes it hard
to capture the information in the inter-sentence level.

3) The case document is written in a structured format
containing a large number of legal terms. This makes
it easier to capture the key point of the document.
Moreover, it is necessary to utilize the legal knowledge
along with the semantic information.

In order to address these issues, we propose the legal feature
enhanced semantic matching network (LFESM) in this paper.
We introduce legal feature attributes and combine them with
the semantic text matching model. More specifically, similar to
the facial recognition [17], a triplet (A,B,C) containing three
cases is considered as the input. Case A is the anchor, and
our aim is to compare case B and case C with A and decide
which one is more similar to A. In this regard, an example
is illustrated in Fig. 1. The amount of money, interest rate,
evidence and collateral is common between case A and B, so
it is concluded that case B is more similar to case A than case
C is.

At the first step, LFESM extracts the legal feature attributes
from the documents and converts them into one-dimensional
vectors. After that, we use the BERT model as the encoder to
encode three sentences individually. Then we concatenate the
legal feature vector and word embeddings together. After the
concatenation, the model is divided into two siamese parts,
while in each part (A,B) and (A,C) interact with each other.
Furthermore, we calculate the inter-attention to capture the
mutual matching information and correlations between each
pair. Next, we apply a Bi-LSTM to aggregate the matching
information and convert them into a fixed-length vector with
pooling. Finally, we feed the subtraction of two parts to the
final classifier to determine the overall result.

To investigate the effectiveness of our model on handling
the similar case matching task, we conduct experiments on the
public dataset CAIL2019-SCM [23]. Experiment results show

The defendant Han intended to borrow 300,000 yuan from the plaintiff 
Zhang and the outsider Sun, and got the encumbrance in November 
2011. The owner of the encumbrance was Zhang and Sun, the amount 
of debt was 300,000 yuan. Later, since Sun had no funds, Han 
borrowed 300,000 yuan from Zhang, and they signed the Mortgage 
Loan Contract on April 28, 2012. The monthly interest rate is 2.2%, the 
repayment period is 6 months, and the collateral is ** building of the 
defendants. On the same day, Han issued a debit receipt… A

On May 19, 2012, the defendant Lu borrowed 300,000 yuan from the 
plaintiff Liu due to the urgently need of funds for the project. They both 
agreed on the monthly interest of 9,000 yuan and signed the IOU (“I 
owe you”). The IOU stated that: “Today, Liu borrowed 300,000 yuan in 
cash. If I can’t repay the debt, the house of new traffic police will be 
taken as the collateral. The monthly interest is 9,000 yuan. Lu.” After 
that, the Lu failed to repay the money… B

On May 11, 2015, the defendant Zhao borrowed 6,000 yuan from the 
plaintiff Liu. In April 2016, Zhao repaid 1,000 yuan to the plaintiff, and 
left 5,000 yuan unpaid. On December 22, 2016, Zhao wrote a 
promissory note to state that Liu borrowed Zhao 5,000 yuan in cash. 
Zhao hasn’t repaid until now, and Liu sued to the court… C

Fig. 1. A case document triplet (A,B,C) sampled from CAIL2019-SCM.
The original text is written in Simplified Chinese, and we translate them into
English. Differences of feature attributes among three cases are marked with
italics.

that our method can effectively make correct decisions and get
the state-of-the-art score beyond other models on this dataset.
The main contributions of this paper can be summarized as
the following:

1) We propose a similar case matching model called
LFESM, which achieves the state-of-the-art performance
on the public dataset CAIL2019-SCM.

2) We adopt BERT as the encoding layer to enhance the
model’s ability of handling long-range dependencies in
the sequence. Furthermore, we use siamese matching
aggregation architecture to distinguish the similarity of
triplet (A,B,C) effectively.

3) LFESM captures the key points of the documents by
incorporating the regex-preprocessed legal feature at-
tributes into the model.

II. RELATED WORK

A. Similar Case Matching (SCM)

Similar case matching (SCM) aims to measure the similarity
among legal case documents. Brüninghaus and Ashley [2]
tried to extract features and attributes from the case documents
and compared the extracted features instead of the full text.
Saravanan et al. [16] constructed a case ontology and extracted
features based on the ontology model. Kumar et al. [11] calcu-
lated the cosine similarity of all terms in the case documents
with the vector space model. Raghav et al. [15] combined
paragraph similarity with citation information to find the most
similar case document in the candidate set.

Former studies are mainly focused on conventional methods
so that they cannot utilize the context information. In fact, sim-
ilar case matching is an extension of semantic text matching,



which can be applied as a foundation of diverse tasks in natural
language processing (NLP), such as natural language infer-
ence, information retrieval, and question answering. Therefore,
we can adopt the main ideas from related fields we mentioned
above.

B. Natural Language Inference (NLI)

Natural language inference (NLI) is concerned with de-
termining whether a natural language hypothesis h can be
inferred from a premise p or not. For example, the premise
“Apple Inc. was founded by Steve Jobs.” can be inferred from
the hypothesis “Steve Jobs established Apple Inc. in Cuper-
tino.”. On the one hand, similar case matching has something
in common with NLI. In fact, they are both concerned about
the similarity in corpus and semantics. On the other hand,
they are different from several aspects. More specifically,
NLI requires the premise to express similar meaning as the
hypothesis, while there are no identical cases with the same
facts. The extent of differences determine whether two cases
are similar or not.

With the development of deep learning in natural language
processing, there are two types of deep learning framework
for NLI. The first framework is based on siamese architecture
[1]. In the architecture, sentences are encoded individually
into sentence vectors in the same vector space with the
same encoder. Then the final decision is made based on the
similarity of the independent sentence vectors. The encoder is
usually based on CNN [8], LSTM [14], or a self-attention
network [18]. Siamese network shares parameters with the
same encoder, which makes the model smaller and easier
to train. Also, the output embedding can be used for other
tasks, such as visualization, sentence clustering, and transfer
learning. However, there is no explicit low-level semantic
interaction in the procedure of encoding, which may lose some
useful information.

The second framework is the matching aggregation frame-
work, where more fine-grained interactions are added in
smaller units like the word level and the phrase level. Yin et al.
[25] introduced the comparison of word embedding and phrase
embedding of different length in addition to the comparison of
sentence vector. Chen et al. [3] came up with the ESIM model.
It employs local inference based on attention mechanism and
then composites them to capture local information between
two sequences. Motivated by ESIM, Wang et al. [22] proposed
BiMPM with more complex matching operations to enhance
the model. Moreover, Zhang et al. [26] proposed the MFAE
model based on ESIM, which fuses two sentences in eight
ways to generate final multi-fusion emphasis and representa-
tions. After Transformer [21] emerges, Duan et al. [5] and Tan
et al. [19] tried to adopt self-attention architectures onto NLI
tasks.

C. Legal Intelligence

In recent years, many researchers have focused on applying
NLP techniques in the legal area. Except for similar case
matching, there are multiple fields in this regard, including

legal judgement prediction (LJP) [9], [27], legal question
answering [6], finding applicable law articles [12], extract-
ing information from case documents [20] and interpreting
verdicts [24]. All work above attempts to integrate existing
related models and methods to the legal field and adapt them
to the characteristics of law texts, so that they can better
assist legal professionals. Based on the main idea of natural
language inference, we propose a model to combine legal
feature attributes with the semantic text matching model.

III. METHOD

In this section, we will first give the definition of the SCM
task. Then we describe the architecture of LFESM and details
of each layer. After that, we will introduce how to generate
the legal feature vector. Finally, we show the output layer and
the loss function of our model. The overall view of our model
is shown in Fig. 2.

A. Task Definition
SCM is mainly focused on calculation of similarity among

the case documents. Similar to facial recognition [17], we
take a triplet (A,B,C) as the input, which contains three
case documents. Case A is the anchor. Case B is positive,
case C is negative, or vice versa. The reason we use triplet
is to focus on the similarity between the anchor and the
positive, as well as the dissimilarity between the anchor and
the negative. The triplet is denoted as a = {a1 , a2 , . . . , a`a},
b = {b1 , b2 , . . . , b`b} and c = {c1 , c2 , . . . , c`c}. The ai, bj
or ck is a character in the case documents. Moreover, `a, `b
and `c denote the length of a, b and c respectively. The goal
of SCM is to predict the label y ∈ {0, 1}. When y = 0,
then sim(a,b) > sim(a, c). Otherwise, when y = 1, then
sim(a,b) < sim(a, c).

B. Model Architecture
1) Input Encoding: As we mentioned in Section I, the most

important and informative part of a case document is the fact
description part. Since the input of the model is the sequences
consisted of characters, LFESM initially extracts legal feature
attributes from the sequences and converts them into feature
vectors f . We will describe the procedure in Section III-C.
After that, LFESM uses the full BERT model as the encoding
layer to generate the embeddings of the input sequence.

It should be indicated that BERT [4] is a multilayer bidi-
rectional Transformers encoder, where the Transformers [21]
are stacked layer by layer. The Transformer is formed by
stacked layers with self-attention layers and point-wised, fully
connected layers. Without recurrence used in RNN and LSTM,
Transformer can still capture the long-range dependence ex-
isting in the text more effectively with attention mechanism
and positional encoding.

Here BERT learns word representation and its correspond-
ing context as the following:

āi = BERT(a, i),∀i ∈ [1, . . . , `a] (1)
b̄j = BERT(b, j),∀j ∈ [1, . . . , `b] (2)
c̄k = BERT(c, k),∀i ∈ [1, . . . , `c] (3)



𝑚𝑚0
𝑐𝑐 𝑚𝑚1

𝑐𝑐 𝑚𝑚2
𝑐𝑐 𝑚𝑚3

𝑐𝑐

̅𝑐𝑐𝑘𝑘 �̃�𝑐𝑘𝑘

−

̅𝑐𝑐𝑘𝑘 �̃�𝑐𝑘𝑘

⨀

̅𝑐𝑐𝑘𝑘 �̃�𝑐𝑘𝑘

BiLSTM

𝑣𝑣0𝑐𝑐 𝑣𝑣1𝑐𝑐 𝑣𝑣2𝑐𝑐 𝑣𝑣3𝑐𝑐

Input Encoding
& Concatenation

𝑏𝑏1 𝑏𝑏2 𝑏𝑏3

BERT
𝑓𝑓𝑏𝑏

�𝑏𝑏1 �𝑏𝑏2 �𝑏𝑏3�𝑏𝑏0

�𝑏𝑏𝑗𝑗

𝑎𝑎1 𝑎𝑎2 𝑎𝑎3

BERT

�𝑎𝑎1 �𝑎𝑎2 �𝑎𝑎3�𝑎𝑎0

𝑓𝑓𝑎𝑎

�𝑎𝑎𝑖𝑖

𝑐𝑐1 𝑐𝑐2 𝑐𝑐3

BERT

̅𝑐𝑐1 ̅𝑐𝑐2 ̅𝑐𝑐3̅𝑐𝑐0

𝑓𝑓𝑐𝑐

̅𝑐𝑐𝑘𝑘

𝜖𝜖𝑖𝑖𝑗𝑗 = �𝑎𝑎𝑖𝑖𝑇𝑇 � �𝑏𝑏𝑗𝑗

�𝑎𝑎𝑗𝑗 �𝑏𝑏𝑗𝑗

𝑚𝑚0
𝑏𝑏 𝑚𝑚1

𝑏𝑏 𝑚𝑚2
𝑏𝑏 𝑚𝑚3

𝑏𝑏

�𝑏𝑏𝑗𝑗 �𝑏𝑏𝑗𝑗

−
�𝑏𝑏𝑗𝑗 �𝑏𝑏𝑗𝑗

⨀
�𝑏𝑏𝑗𝑗 �𝑏𝑏𝑗𝑗 �𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

−

�𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

⨀

�𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

𝑚𝑚0
𝑎𝑎 𝑚𝑚1

𝑎𝑎 𝑚𝑚2
𝑎𝑎 𝑚𝑚3

𝑎𝑎

BiLSTM BiLSTM

𝑣𝑣0𝑏𝑏 𝑣𝑣1𝑏𝑏 𝑣𝑣2𝑏𝑏 𝑣𝑣3𝑏𝑏 𝑣𝑣0𝑎𝑎 𝑣𝑣1𝑎𝑎 𝑣𝑣2𝑎𝑎 𝑣𝑣3𝑎𝑎

Average & Max Pooling

𝑣𝑣𝑎𝑎𝑏𝑏 = 𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ; 𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎 ;𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎𝑏𝑏 ; 𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚𝑏𝑏

𝜖𝜖𝑖𝑖𝑘𝑘 = �𝑎𝑎𝑖𝑖𝑇𝑇 � ̅𝑐𝑐𝑘𝑘

�̃�𝑐𝑘𝑘 �𝑎𝑎𝑖𝑖

Average & Max Pooling

�𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

−

�𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

⨀

�𝑎𝑎𝑖𝑖 �𝑎𝑎𝑖𝑖

𝑚𝑚0
𝑎𝑎 𝑚𝑚1

𝑎𝑎 𝑚𝑚2
𝑎𝑎 𝑚𝑚3

𝑎𝑎

BiLSTM

𝑣𝑣0𝑎𝑎 𝑣𝑣1𝑎𝑎 𝑣𝑣2𝑎𝑎 𝑣𝑣3𝑎𝑎

𝑣𝑣𝑎𝑎𝑎 = 𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ; 𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎 ; 𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎𝑐𝑐 ; 𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚𝑐𝑐

-
MLP

𝑝𝑝𝑖𝑖

Legal Feature 
Vector Character 

Sequence

Relative 
Semantics

Local Matching 
Modeling

Matching 
Composition

Prediction
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where a, b and c are the case texts. Moreover, āi, b̄j , c̄k ∈ Rh

are the hidden state vectors of each character generated by the
last Transformer layer of BERT.

2) Concatenation of Inputs: After the input sequence is
encoded, we need to concatenate the feature vector fa, fb and fc
with the embedding vectors ā, b̄ and c̄. Since the dimension of
fa is equal to the dimension of āi, we just put fa in front of ā1,
so that the input vector can be rewritten as [fa, ā1, ā2, . . . , ā`a ].
For convenience, we denote ā0 = fa. Then the concatenated
vector is:

āi,∀i ∈ [0, . . . , `a] (4)

It is observed that the length of the input vector is `a +1. The
same operation can be applied to b̄ and c̄.

3) Inter-sentence Attention Weight: From here the model
splits into two siamese parts. In the left part, ā and b̄ interact
with each other, while in the right part, ā and c̄ interact with
each other. In the following sections we take the ā and b̄ as
the example.

The attention mechanism simulates people’s attention when
they are reading a sentence. For each embedding vector
āi, which denotes a character or the feature vector, inter-
sentence attention in sequence ā is calculated to softly align
the character to the contents of b̄. We denote the attention
weight as εij . If the absolute value of εij is high, we can say
āi and b̄j are strongly correlated with each other.

In this layer we compute the attention weights as the
similarity of the input tuple 〈āi, b̄j〉 between ā and b̄:

εij = ā>i · b̄j (5)

4) Relative Semantics: After obtaining the attention weight,
we can calculate the relative semantic vector using the softmax
function. The softmax function will normalize the weights. In
other words, prior to applying softmax, the value of weights
could be negative or greater than one. After applying softmax,
all the weights are mapped to the interval (0, 1), and the sum
of weights in one dimension is 1. The normalized attention
weight is described as the following:

αa
ij =

exp (εij)∑`b
k=0 exp (εik)

(6)

αb
ij =

exp (εij)∑`a
k=0 exp (εkj)

(7)

Then, the relevant semantics of āi and b̄j can be composed
using αa

ij and αb
ij correspondingly:

ãi =

`b∑
j=0

αa
ijb̄j ,∀i ∈ [0, . . . , `a] (8)

b̃j =

`a∑
i=0

αb
ij āi,∀j ∈ [0, . . . , `b] (9)

where ãi is the weighted sum of {b̄j}`bj=0. This means the
content in {b̄j}`bj=0 that is relevant to āi is selected to form



the relative semantics ãi. We calculate b̃j in the same way as
(9) shows.

5) Local Matching Modeling: Here we get the concentrated
vector ā, b̄, as well as their relative semantic vector ã and b̃.
In this layer we will calculate the local matching information
with them. First we compute the difference and the element-
wise product for the pair 〈ā, ã〉 and 〈b̄, b̃〉. Next all of these
vectors and results will be concatenated together:

ma = [ā; ã; ā− ã; ā� ã] (10)

mb = [b̄; b̃; b̄− b̃; b̄� b̃] (11)

where � is the element-wise product between two vectors.
The concatenation of ā, ã, ā− ã and ā� ã is considered as
a higher level of interaction, while the interaction in relevant
semantics is word-level. In this way we can collect the local
matching information and further make a composition of it.

6) Matching Composition: In the matching composition
layer, we use bidirectional LSTM (BiLSTM) to compose the
local matching information. LSTM [7] is a sequential encoder
based on RNN. RNN treats the input as a temporal sequence.
Moreover, the hidden state of the current time step is affected
by the hidden state of the last time step and the current input
token. LSTM employs three gates together with a memory cell
to control the data flow, which makes it capable of capturing
long-distance dependencies in the sequence.

The BiLSTM runs a forward and backward LSTM at the
same time and captures information in both directions. Here
the local matching information is composed as:

va
i = BiLSTM (f (ma) , i) ,∀i ∈ [0, . . . , `a] (12)

vb
j = BiLSTM

(
f
(
mb
)
, j
)
,∀j ∈ [0, . . . , `b] (13)

where ma and mb is the concatenated vector yielded from
(10) and (11). The f is a fully connected layer with ReLU
activation to reduce the overall parameter size and avoid
overfitting:

f(ma) = ReLU (W1m
a + q1) (14)

where W1 ∈ Rh×4h, and h is the dimension of the embedding
vector ā and b̄. Then we compute both average and max pool-
ing of va and vb, concatenate them to form the composition
vector vab.

The average pooling is:

va
avg =

`a∑
i=0

va
i

`a
, vb

avg =

`b∑
j=0

vb
j

`b
(15)

The max polling can be mathematically expressed as:

va
max = max

0≤i≤la
va
i , vb

max = max
0≤j≤lb

vb
j (16)

Moreover, the concatenation is:

vab =
[
va
avg;va

max;vb
avg;vb

max

]
(17)

From here the siamese parts are merged together. As we
mentioned in Section III-B3, the model splits into two siamese
parts. In the left part the input vector ā and b̄ interact with
each other and produce the composition vector vab. The right
part produces vac. Then vab and vac is sent to the next layer.

7) Prediction: The last layer is the prediction layer. First we
calculate the difference between vab and vac to encode their
distance. Then we put the difference into the final multilayer
perceptron (MLP) classifier and make the prediction:

pi = MLP (vab − vac) (18)

where pi denotes the probability of the prediction label yi and
yi ∈ {0, 1}. The entire model is trained end-to-end, and the
loss function we use is cross entropy:

L = −
1∑

i=0

[yi log pi + (1− yi) log (1− pi)] (19)

C. Legal Feature Vector

As we mentioned in Section III-B1, before the documents
are sent into the encoding layer, LFESM extracts the legal
feature attributes and converts them into the feature vector.
In the following sections, we will describe the legal feature
attributes and vectorization.

1) Legal Feature Attributes: As the difference between case
documents is subtle, the difference between some attributes
like the amount of money, interest rate, and count of items
should be emphasized. Therefore, we need to extract a set of
specific legal feature attributes according to the cause of cases.
Usually, similar or related causes can share the same set of
feature attributes. Here we take the cause Private Lending as
an example. In private lending cases, there are several factors
that have impacts on the final verdicts:
• The property of plaintiffs and defendants, whether they

are a natural person or a legal person.
• The count of plaintiffs and defendants.
• The type of guarantee, including no guarantee, collateral,

mortgage, and guarantor.
• The type of method to calculate the interest rate, includ-

ing no interest, simple interest, compound interest, and
others.

• The converted annual interest rate: we convert both the
monthly and daily interest rate to the annual one and
only take the highest value appeared in the context.
Moreover, we divide the interest rate into three intervals
according to the law, including [0%, 24%], (24%, 36%] ,
and (36%,∞).

• The borrowing delivery method, including no lending,
cash, bill, bank transfer, transfer via mobile apps like
Alipay or WeChat, and other methods.

• The repayment form, including unpaid, partial paid, and
others.

• The evidence, including receipts, bank slips, contracts,
repayment commitments, mortgages or collaterals, the
chat history of SMS or WeChat, and the voice record.

All of these attributes consist of the combination of legal
terms and numbers, which have certain patterns. Therefore,
we can extract these attributes using regex repression. The
attributes extracted from the documents are either numeric or
nominal. For the example illustrated in Fig. 1, we can see that
case A and case B have common attributes such as the interest



rate, the evidence, and the collateral. In contrast, case A and
case C are different in the interest rate, the amount of money,
and the evidence. Therefore, it is observed that case B is more
similar to case A than case C is.

2) Vectorization: After extracting these attributes, we fur-
ther vectorize them into the legal feature vectors. For each
nominal attribute, it will be converted into vector using one-
hot encoding, which means that the embedding only consists
of 0 and 1. Only the bit at the specified category is 1, while
other bits are all 0. For example, the converted vector of the
guarantee attribute in the case A from Fig. 1 is [1, 0, 0, 0] since
there is no guarantee in it. Moreover, the numeric attributes
will remain their original value. Then, the vectors are con-
catenated together. For private lending cases, the dimension
of the concatenated vector p is 18. To concatenate the feature
vector with the semantic word embedding we mentioned in
Section III-B2, we use a fully connected layer to transform
the dimension:

fa = W2pa + q2 (20)

where W2 ∈ Rd×h, d is the dimension of p, and h is the
dimension of the vector ā. Moreover, the same vectorization
operation is applied on the attributes of B and C.

Overall, LFESM is implemented based on the combination
of the semantic matching model and legal feature vectors.
In the following section, we will prove the significance of
enhancements in our model.

IV. EXPERIMENT

In this section, we carry out experiments on the public
dataset and compare our method with several models to prove
the effectiveness of our model. Also, we conduct ablation
experiments to investigate the role of each enhancement in
our method.

A. Data

CAIL2019-SCM is a public dataset that focuses on the
similar case matching task. The dataset contains 8,138 triplets
of legal documents. It is worth noting that all the documents
are obtained from China Judgement Online website1 and are
correlated to private lending cases. The document in the
triplets contains the fact description part, whose length is 500-
800 characters. The similarity among the triplets is annotated
by the legal professionals. Table I shows the amount of
the dataset and its sample distribution. As we can see, the
distribution of positive and negative samples is balanced.

TABLE I
THE AMOUNT OF DATA IN CAIL2019-SCM

Dataset Positive1 Negative2 Total Amount
Train 2,596 2,506 5,102
Valid 837 663 1,500
Test 803 733 1,536

1Positive means sim(a,b) > sim(a, c).
2Negative means sim(a,b) < sim(a, c).

1http://wenshu.court.gov.cn/

B. Implementation Details

The training procedure of the BERT layer contains two
steps: pre-training and fine-tuning. The pre-trained model is
trained on the large-scale corpus and can provide parameters
for downstream tasks. Fine-tuning is the extension of pre-
training where learned layers are allowed to retrain or fine-tune
on the downstream tasks. Since all the documents are written
in Simplified Chinese and belong to the civil case, we use the
pre-trained BERT model obtained from OpenCLaP [28]. The
model is pre-trained on 26.54 million civil case documents.
Since BERT can only handle sequences whose length is no
longer than 512, we truncate the input sequence from the front.
That is because the back part is more informative than the front
part in the sequence.

We adopt the same hyperparameters as the BERT model.
The hidden size h in the BERT layer and the BiLSTM layer
is set to 768 in our model. Moreover, we apply dropout among
each layer with the dropout rate at 0.1. The batch size is 3,
and we trained the model for 6 epochs. The whole model
is optimized using AdamW [13], which adopts weight decay
instead of L2 regularization and regularizes variables with
large gradients more than L2 regularization would. AdamW
yields better training loss and generalization error than Adam
does. The learning rate of the optimizer is 2e-5. In addition,
we use NVIDIA Apex that enables mixed-precision training
to accelerate the training procedure.

C. Results and Analysis

Table II shows the experimental results of several meth-
ods, which contain baselines and best scores obtained from
CAIL2019-SCM, along with the scores of our baselines and
our proposed model. Aside from the baselines in the original
paper, we implemented three baselines based on the BERT,
CNN, and LSTM. First, we use BERT to convert the character
sequence into embedding vectors without fine-tuning. In CNN
and LSTM baseline models, CNN [10] and LSTM [7] are
adopted as the encoding layer to convert the embeddings to
hidden states. A linear layer with softmax activation calculates
the similarity. For all the methods, we use accuracy as our
evaluation metrics.

TABLE II
EXPERIMENTAL RESULTS OF METHODS ON CAIL2019-SCM

Method Valid Test
BERT 61.93 67.32

Baseline1 LSTM 62.00 68.00
CNN 62.27 69.53
BERT 64.53 65.59

Our Baseline LSTM 64.33 66.34
CNN 64.73 67.25

11.2yuan 66.73 72.07
Best Score1 backward 67.73 71.81

AlphaCourt 70.07 72.66
Our Method LFESM 70.01 74.15
1Obtained from CAIL2019-SCM.

As shown in Table II, our baseline performs better than
theirs on the evaluation set, but not as good as theirs on the test



[LFV] 被告韩某欲向原告张某、案外⼈孙某借款30万元，于2011年11⽉
办理了他项权证，房屋他项权利⼈为张某、孙某，债权数额为30万
元。后因孙某⽆资⾦，被告韩某遂向张某⼀⼈借款30万元，双⽅于
2012年4⽉28签订《抵押借款合同》，约定⽉利率为2.2％，借期6个
⽉，并以两被告名下的××幢××室房产作为抵押担保，同⽇由韩某
出具借款借据⼀份，且双⽅就上述债务办理了公证书。 

[LFV] The defendant Han intended to borrow 300,000 yuan from the 
plaintiff Zhang and the outsider Sun, and got the encumbrance in November 
2011. The owner of the encumbrance was Zhang and Sun, the amount of 
debt was 300,000 yuan. Later, since Sun had no funds, the defendant Han 
borrowed 300,000 yuan from Zhang, and they signed a the Mortgage Loan 
Contract on April 28, 2012. The monthly interest rate is 2.2%, the 
repayment period is 6 months, and the collateral is XX building of the 
defendants. On the same day, Han issued a debit receipt, and both the two 
parties notarized the debt above.

(a) Case A

[LFV] 2012年5⽉19⽇，被告陆某因⼯程急需资⾦向原告刘某借款30万
元，约定⽉息9000元，并出据借条⼀份，该借条载明：“今借到刘某现
⾦⼈民币300000元，如果资⾦发⽣其它差错，可⽤新交警队房产作抵
押，⽉息玖仟元整，借款⼈陆某。”借款后，被告陆某未按合同约定履
⾏还款义务。2015年2⽉25⽇，被告陆某在此借条上载明：“此据可⽤于
⼯程款抵押消防⼯程款”。

[LFV] On May 19, 2012, the defendant Lu borrowed 300,000 yuan from the 
plaintiff Liu due to the urgently need of funds for the project. They both 
agreed on the monthly interest of 9,000 yuan and signed the IOU (“I owe 
you”). The IOU stated that: “Today, Liu borrowed 300,000 yuan in cash. If I 
can’t repay the debt, the house of new traffic police will be taken as the 
collateral. The monthly interest is 9,000 yuan. Lender Lu.” After that, the 
defendant Lu failed to repay the money as the contract stated. On February 
25, 2015, the defendant Lu stated more on the IOU: “This IOU can be used 
to pay a new fire engineering.”

(b) Case B

Fig. 3. Heatmap of attention weights in case A and case B. The original texts are written in Simplified Chinese, and we translate them into English. We
calculate the sum of attention weights for each character and divide the sums into four categories. Words with deeper background color have higher weights.

set. This may be because we use different word embeddings
and different hyperparameters from theirs. For the test set,
the current best score is 72.66% achieved by AlphaCourt, and
LFESM has improved 1.49% on the test set. Although our
method is slightly behind the best score on the evaluation set,
it still outperforms the second one by 2.28%. It demonstrates
the effectiveness of our proposed method on the SCM task.

D. Ablation Experiment

To further explore the role of each module, we designed
several ablation experiments to evaluate the performance of
LFESM. First, we simply use BERT embedding and a linear
layer to predict the similarity between A and B as well as
A and C. Then we add the LSTM encoding layer into it.
BERT embedding itself can express the semantics of each
word. However, as they do not interact with the context
during the training, it cannot utilize the contextual information.
Therefore, the performance of the model improves when the
model obtains more complicated interactions in the sequence.
Due to the same reason, when we replace the BERT layer
with BERT embedding, LFESM gets worse. The replacement
means that we do not fine-tune the BERT model. Instead, we
use the word embedding output from BERT directly.

TABLE III
RESULT OF ABLATION EXPERIMENTS

Method Valid Test
BERT Embedding 64.53 65.59

BERT Embedding + LSTM 64.33 66.34
LFESM w/o BERT layer1 66.33 69.79

LFESM w/o Siamese2 67.63 71.76
LFESM w/o LFV3 67.87 72.87

LFESM 70.01 74.15
1Replace the BERT layer with BERT embedding.
2Without siamese architecture.
3Without legal feature vector.

Whether to use siamese architecture or not is another key
point. We tried to replace the siamese parts by changing the

input from three to two and calculate the similarity of A and B,
as well as A and C individually. If sim (A,B) > sim (A,C),
we select B as the result, and vice versa. If we remove the
siamese architecture, the accuracy decreases 2.39%. So we
can see that siamese architecture plays an important role in
our method. Also, when we remove the legal feature vector
(LFV), we can see the accuracy falls 1.28%. We will further
illustrate the contribution of LFV in the following section.

E. Case Study
In this section, we select an example to illustrate that our

method works. Fig. 3 is the heatmap of attention weights, in
this figure there are two similar cases A and B. We calculate
the sum of attention weights for each character and divide
the sums into four categories. Words with deeper background
color have higher weights. First, it worth noting that LFV
has high attention weight, which means it does matter in
our method. In addition, we can see words related to legal
attributes have higher attention weights than others, including
the amount of money and the collateral. This indicates that
LFESM is focused on the words related to legal attributes
more than other words.

V. CONCLUSION

In this paper, we concentrate on the similar case matching
(SCM) task and propose the legal feature enhanced semantic
matching network (LFESM) to solve it. More specifically,
SCM is focused on comparing the similarity of two documents,
and the documents have three major characteristics. (1) The
difference between the documents is subtle. (2) The length of
the document is quite long. (3) Documents are structured and
contain a large number of legal terms. LFESM adopts BERT
as the encoding layer to enhance the ability of handling long
sequences and introduces legal feature vectors to capture the
legal knowledge. Experiments show that LFESM outperforms
all state-of-the-art models on the test set of CAIL2019-SCM.

In the future, we will continue to work on the following
topics. (1) We will explore more ways to extract legal feature



attributes and vectorize them. (2) Since the attributes have
logical connections, it is our next challenge to find a way
to extract more information by leveraging the connections.
(3) BERT can only handle sequence no longer than 512. At
present, we simply truncate from the front because the back
is more informative than the front. However, we are looking
for a new way to make use of the whole sentence.
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Roopak Shah. Signature verification using a “siamese” time delay neural
network. In Advances in Neural Information Processing Systems, pages
737–744, 1994.
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