Abstract—This paper is focused on an instance selection algorithm for classification purposes. We propose a new fast version of DROP algorithms with complexity reduced to $O(m \log m)$, while the original complexity was $O(m^3)$. The new RR-DROP algorithms use random region hashing forests and jungle, and several other data structures to keep the computational complexity as low as possible. The proposed algorithms can be used for huge datasets, with classification remaining unchanged, as proven by a statistical analysis on several datasets.
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I. INTRODUCTION

In this article we tackle instance selection applied to supervised classification problems. Instance selection means that we are looking for a subset $S \subseteq D$ of learning data ($D = \{(x_i, y_i) : i = 1, \ldots, m, x_i \in R^n, y_i \in R\}$). The subset $S$ should be enough to build a trustworthy classifier upon, for example, a $k$ nearest neighbor (kNN) classifier [1]. The number of different instance selection algorithms is quite large—we would like to recommend articles and books devoted to prototype selection algorithms [2]–[5]. However, most of these algorithms are fit only for small or medium-sized datasets because of their high complexity [2], [3] (greater or equal to the square of the number of instances).

In general, the tactic of several of the algorithms is to remove inconsistent instances (filtering methods) or instances that are somewhat redundant (prototype selection). An instance being redundant typically means that eliminating it from the training set does not decrease classification accuracy. Existing reviews show that while all reviewed algorithms serve the same purpose, they differ strongly in their details and consequentially have very different speeds and accuracies. In [2] it was clearly stated that most accurate algorithms are mostly slow.

For kNN and some other learning machines, all training examples must be stored as part of the model. From that perspective, a significant reduction of the dataset is very attractive. Instance selection algorithms can be also used to construct classification rules basing on the selected prototypes [6]. Such rules are then easy to understand, not being based on intervals (as in decision trees), but on distances from selected prototypes. In such a case it is convenient for instance selection to have as high a reduction rate as possible (e.g. as the algorithm Explore from [7]). However, high reduction is not obligatory. Another good application of instance selection is to use prototypes in the construction of neural networks (RBFN [8] or ELM [9], [10]) [11]. In such a case, the selected prototypes are successfully used as positions of the gaussian neurons. The advantage of such a solution is the automatic selection of the size of the network, since it is determined by the number of prototypes.

The goal of this paper is to construct algorithms of complexity $O(m \log m)$ on the basis of DROP algorithms proposed in [12]. In the next section we describe the original DROP algorithms. In the following, we present a special variant of hashing trees which is a basis for proposed fast version of the DROP algorithms. Construction of the new algorithms also requires utilization several supporting data structures. Moreover hashing has to be used for a few of subgoals. The last section compares learning time and complexity of the original and new DROP algorithms. We also analyze the average accuracies of the new and original algorithms on a wide range of small and medium-sized datasets. Finally we move our focus to instance selection for large datasets. The new algorithms are compared with other algorithms LSH-IS of complexity $O(m \log m)$ [13] and PSC [14] in terms of accuracy, reduction and speed.

II. DROP ALGORITHMS

Not all instance selection algorithms can be easily sped up. Upon an analysis of DROP algorithms proposed in [12], we have found a way to speed them up by applying locality sensitive hashing methods and additional data structures, which leads to more sophisticated procedures, compared to the original DROPs. The main concept of DROP2 is to delete all vectors whose removal does not change the classification results on the remainder of the set $D$.

This idea produces the definition of the set $\mathcal{A}$, which simplifies the testing of the changes in classification to the elements of $\mathcal{A}$, in contrast to testing on the whole of $D$:

$$\mathcal{A}(x, k) = \{x' : x \in N^k(x')\}, \quad (1)$$

where $N^k(x')$ is the set of the $k$ nearest neighbors of $x'$.
The ‘OrderByNearestEnemy’ below defines an ascending order of instances (in $D$) with respect to the distance to their nearest enemy (the nearest instance from an opposite class). The scheme of the algorithm is presented in Alg. 1.

Algorithm 1: Drop2($D$)

Data: $D = [\text{instance}_1, \ldots, \text{instance}_m]$

Result: vectors selected from $D$

1 begin
2   order = Reverse(OrderByNearestEnemy($D$))
3   do
4     changes = false
5     for $i \in \text{order}$ do
6       if not $D_i.pruned$ and Improvement($i$) $\geq$ 0
7         then
8           Prune($i$)
9         change = true
10    while changes;
11   return all $D_i$, where not $D_i.pruned$

The ‘Improvement($i$)’ means the difference in the numbers of valid classifications without and with $i$-th instance. If the $i$-th instance is redundant it becomes pruned by ‘Prune($i$)’. To check the improvement the algorithm only has to visit the elements of $\mathcal{A}$, but if pruning is necessary, each $\mathcal{A}(x_i, k)$ where $j \in \mathcal{A}(x_i, k)$ must be updated and this forces several searches through all elements of $D$. Those elements will be optimized in the next section, but the current cost is $O(m^2)$.

Authors of DROP2 proposed its modification, the DROP3, which starts the procedure with a cleaning, see Alg. 2. Cleaning is an elimination of inconsistent instances. An inconsistent instance is one whose neighbors are mostly from a different class. The test of inconsistency is performed for each instance.

Algorithm 2: Drop3($D$)

Data: $D = [\text{instance}_1, \ldots, \text{instance}_m]$

Result: vectors selected from $D$

1 begin
2   order = Shuffle([1, \ldots, m])
3   for $i \in \text{order}$ do
4     if $D_i.label \neq \text{Classify}(i)$ then
5       Prune($i$)
6   Drop2($D$)
7   return $D_i$, where not $D_i.pruned$

Wilson et. al. also proposed the DROP4 which differs from the DROP3 in the strength of cleaning. In DROP4 an inconsistent instance is one whose neighbors are mostly from a different class, but additionally, the deletion of this instance would not decrease classification accuracy. Please see the Alg. 3 for details.

Algorithm 3: Drop4($D$)

Data: $D = [\text{instance}_1, \ldots, \text{instance}_m]$

Result: vectors selected from $D$

1 begin
2   order = Shuffle([1, \ldots, m])
3   for $i \in \text{order}$ do
4     if $D_i.label \neq \text{Classify}(i)$ then
5       if not $D_i.pruned$ and Improvement($i$) $\geq$ 0
6         then
7           Prune($i$)
8   Drop2($D$)
9   return $D_i$, where not $D_i.pruned$

III. FAST DROP ALGORITHMS

To construct a faster version of the DROP algorithms, it is necessary to use much more sophisticated data structures. One of the main data structures is needed to facilitate fast computation of nearest neighbors. In the past, several concepts were introduced for calculating nearest neighbors like the r-trees [15], the vantage-point trees [16] or kd-trees [17], but those methods have (complexity) problems in multidimensional spaces as it was discussed in [18]. Additionally, fast search for nearest neighbors is not enough to construct fast versions of the DROP algorithms. This is why we decided to base on locality sensitive hashing (LSH) initially proposed in [19] and the forests of LSH for a more accurate approximation. LSH allows for computation of an approximation of nearest neighbors in an estimated time of $O(\log m)$ in contrary to $O(m)$. The forests or trees will be aided by hash sets or binary heaps to cope with multiple traversals through the trees.

In fact we used a modified version of LSH—the random regions tree (RRT). Moreover we construct two types of trees. One tree is a static tree which is not modified after construction. Another one is ready to have instances removed from, whilst maintaining all functionality. This is necessary to prune instances from $D$ as in the DROP algorithms.

The first version of random regions tree was presented in [20] and now we made additional modifications, mostly to facilitate work with huge datasets, especially with multiple duplicates or with unordered attributes. Another reason for modifications was to make additional savings on execution time compared to our previous implementations—in the new version hashes can be shared by some RRTs which enables further optimizations.

LSH was proposed in [19]. The main idea of LSH is to independently and uniformly draw random hyperplanes which divide the space $\mathbb{R}^n$ into regions (bins) of similar objects. The bins contain a set of points and they serve as a source of potential neighbors of any point in the given bin. Sometimes a point may be situated near a border of its bin—in such cases not all of its actual nearest neighbors can be found in the given bin.
A. Random regions tree

In our algorithm, we construct the LSH tree in a slightly different way compared to [19]. First, we construct hashed data by addition of a bit of noise to data and multiplication with random hashes:

$$H = (D + \epsilon) \times R$$

(2)

where $\epsilon$ is a bit of noise ($\epsilon_{ij} = \text{rand}([-10^{-4}, 10^{-4}]) \cdot \sigma_j$), $\sigma_j$ is the standard deviation of $\epsilon$-th attribute. $R$ is $n \times h$ matrix of uniform random values in $[-1, 1]$ and $h = \lceil (1.2 \log(n)) \rceil$ defines the maximal depth of the tree. The addition of noise yields the elimination of hash multi-duplication (in case of duplicated data instances).

Next, we start divisions into two subtrees with appropriate subsets of vectors. The divisions at the same depth use the same hashes (i.e. the same random directions), while the partition procedures set individual shifts of the hyperplanes. In every partition of a node, the division is shifted to keep a balance not worse than $\beta$ (each branch has a fraction of at least $\beta$ vectors in a node). Thanks to that the divisions are effective—always divide items of a node in good proportion.

The balanced version of partitioning resembles a typical partition3 operation. This strategy keeps the depth of the tree small. The tree is quite strongly balanced and there are no useless divisions, compared to [19]. Also, thanks to using the same hashes at all nodes of a given level construction of data multiplication by hashes is faster than in [20]. The split of a new node is continued, if their corresponding number of vectors is still too big compared to the desired number of neighbor candidates. The meta-code of the algorithm starts with the construction of random regions tree, Alg. 4.

The non-leaf nodes have their sub-nodes defined. All nodes have a defined interval of data and in case of a leaf it is a bin. Additionally, the pivot point is stored to define the final shift of the random hyperplane. This information is necessary to define a classification process that has to traverse the tree from the root node to an appropriate bin and then select nearest neighbors among the bin items.

Such more careful construction of the RRT is necessary because the tree will be used many times after construction in contrast to the quick sort algorithm where the sort finishes after all partitions.

B. Forest of random regions trees and other ingredients of fast DROP algorithms

Because the trees are constructed on the base of sharp planes, it is highly recommended to use a forest of trees to overcome sharp approximation. First it was introduced in [18] and we also decide to use a forest in place of a single tree, indeed we use typically 8 trees in the forest.

However to keep the computational complexity possibly small, besides the trees in the forest we use additional data structures: an array of trees, an array of heaps, an array of hash sets, an array of sets of associate instances, and an array of arrays (stores the nearest neighbors for each instance). The heaps (one per instance) are used to accumulate the candidates found in trees while looking for neighbors. This serves as a cache, making the number of calls to tree searches smaller. The hash sets (one per instance) store the information on whether an instance was previously added to given instances neighbors heap from another tree. Those structures cooperate to keep the complexity possibly small. The utilization of those structures in most important parts of algorithms is presented below.

The initialization of both algorithms starts from building the forest (initiating heaps, sets of associate neighbors and nearest neighbors).

The construction of the forest was presented in Alg. 5. In the first step it constructs the trees, then the heaps are filled with neighbors candidates from leaves. Last part of the forest construction builds structures storing the neighbors of each instance and the associated instance sets (A).

The RefillHeap (Alg. 6) tries to find neighbors from appropriate tree buckets (in each of the trees). Additionally it optimizes the structure of a tree if necessary. The instances from the trees are moved to the heap and an appropriate hash set.

In DROP2-4 algorithms, the instances are being pruned from time to time. Alg. 7 is responsible for pruning of a given instance from the forest (from each of the trees). A pruned instance is removed from the hash set of the instances added to the heap. Additionally, a pruned instance is removed from

<table>
<thead>
<tr>
<th>Algorithm 4: RRTree(H, left, right, bCount, depth)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong></td>
</tr>
<tr>
<td>$H$ hashed data Eq. 2</td>
</tr>
<tr>
<td>$[\text{left, right}]$ interval of the current split</td>
</tr>
<tr>
<td>$h$ is maximal depth of a tree Eq. 2</td>
</tr>
<tr>
<td>$\text{depth}$ the depth of current tree node</td>
</tr>
<tr>
<td>$\text{ids}$ an array of vector indices</td>
</tr>
<tr>
<td>$\beta = .25$ partition threshold of minimal balance</td>
</tr>
<tr>
<td>$\alpha = 1 - (\beta + .5)/2$ threshold: whether to continue splitting</td>
</tr>
<tr>
<td>$\text{bCount}$ minimal count of elements in a bin</td>
</tr>
<tr>
<td><strong>Result:</strong></td>
</tr>
<tr>
<td>$\text{ids}$ array of bins defined by nodes, initially: $[1, \ldots, m]$</td>
</tr>
</tbody>
</table>

1 begin
2 \hspace{1em} $\text{div} = \text{partition}($\text{ids}, H, \text{left}, \text{right}, \beta);$\n3 \hspace{1em} if $\text{depth} + 1 < \text{h} \& \& (\text{div} - \text{left}) \cdot \alpha > \text{bCount}$ then\n4 \hspace{2em} node.$\text{left} = \text{RRTree}(H, \text{left}, \text{div}, \text{bCount}, \text{depth} + 1)$\n5 \hspace{1em} else\n6 \hspace{2em} node.$\text{left} = \text{newnode}(\text{left}, \text{div})$;\n7 \hspace{1em} if $\text{depth} + 1 < \text{h} \& \& (\text{right} - \text{div}) \cdot \alpha > \text{bCount}$ then\n8 \hspace{2em} node.$\text{right} = \text{RRTree}(H, \text{div}, \text{right}, \text{depth} + 1, \text{bCount})$\n9 \hspace{1em} else\n10 \hspace{2em} node.$\text{right} = \text{newnode}(\text{div}, \text{right})$;\n11 return node
appropriate leaf node is selected, and then conditions are structures are similar to those employed by us in [20]. Those procedures of operating on these be found, and the associated structures have to be adjusted an appropriate array of neighbors and a new neighbor has to be found, and the associated structures have to be adjusted as well (see Alg. 8). Those procedures of operating on these structures are similar to those employed by us in [20].

Tree pruning was presented in Algorithm 9. First, an appropriate leaf node is selected, and then conditions are tested on the path from the selected node to the root in order to optimize the tree structures if necessary (to keep the complexity low). Both the path and the representation of buckets can be compressed (the latter by removal of gaps in the buckets).

The usage of the forest of random regions trees—the nearest neighbors search, can be seen in Alg. 10. First, we collect candidate instances from each tree and then the nearest neighbors are selected among them. Because the number of trees and bin size is \(O(m)\), the classification cost is \(O(\log m)\) (\(O(\log m)\) is the expected length of the longest path from the root node to a leaf).

Now, the computation of the badly-classified instance count, or the calculation of the improvement used in DROP2-4 algorithms, based on the fast neighbors search, is much faster.

The DROP2 algorithm needs to start the main loop in decreasing order of distances to the nearest enemy (opposite class instance). Plain calculation of distance between given instance and its nearest enemy is time consuming, but it is presented in Alg. 11 that such distances can be calculated quickly (\(O(m \log m)\)). The algorithm constructs a jungle as a set of forests: one forest to contain the instances of one class. Then the nearest enemies for all instances are calculated in a total time of \(O(m \log m)\). The nearest enemy is the nearest one of nearest neighbors from all classes except the class of

---

**Algorithm 5: ForestBuild**

```
Data: \(D = \{\text{instance}_1, \ldots, \text{instance}_m\}\)
\(tree\text{count}\) the number of trees in forest (default 8)
\(C\) used to control the number of neighbor candidates
\(b\text{Count} = C \times k/\text{tree}\text{count}\) minimal number of elements in bin
1 begin
2 for \(i \in [1, \ldots, \text{tree}\text{count}]\) do
3     \(H_i = (D + e_i) \times R_i\);
4     \(\text{trees}[i] = \text{RTTree}(H_i, 1, m, b\text{Count})\);
5 for \(i \in [1, \ldots, m]\) do
6     \(\text{RefillHeap}(i)\)
7 for \(i \in [1, \ldots, m]\) do
8     for \(j \in [k + 1, \ldots, 1]\) do
9         \(\text{neighbor} = \text{minheap}_{i, \text{pruned}}.\text{Pop}()\)
10        \(\text{neighbors}[] = \text{neighbor}
11        \(\text{D}_{\text{neighbor}}.\text{Add}(i)\)
```

**Algorithm 6: RefillHeap**

```
Data: \(id\) - index of instance to refill for
1 begin
2 for \(\text{tree} \in \text{forest}\) do
3     for \(\text{candidate} \in \text{tree.bucket}[]\) do
4         \(\text{distance} = \text{Distance}(\text{id}, \text{candidate})\)
5         if \(\text{distance} < \text{minheap}_{\text{id}}.\text{pruned}\) then
6             \(\text{minheap}_{\text{id}}.\text{Push}(\text{distance})\)
7             \(\text{added}[] = \text{minheap}_{\text{id}}.\text{pruned}\)
8         \end
```

**Algorithm 7: Prune**

```
Data: \(id\) - index of instance to prune
1 begin
2     \(\text{D}_{\text{id}}.\text{pruned} = \text{True}\)
3 for \(\text{tree} \in \text{forest}\) do
4     \(\text{tree.Prune}()\)
5 for \(a \in \text{D}_{\text{id}}.\text{A}\) do
6     \(\text{added}[] = \text{Remove}(\text{id})\)
7     \(\text{ReplaceNeighbor}(a, \text{id})\)
```

**Algorithm 8: ReplaceNeighbor**

```
Data: \(id\) - index of instance to replace neighbor
\(\text{id}\) - index of instance to replace neighbor
1 begin
2     \(\text{neighbors}[] = \text{Remove}(\text{id})\)
3     \(\text{do} \) if \(\text{minheap}_{\text{id}}.\text{isSmall}\) then
4         \(\text{RefillHeap}(\text{id})\)
5     \(\text{neighbor} = \text{minheap}_{\text{id}}.\text{Pop}()\)
6     if not \(\text{D}_{\text{neighbor}}.\text{pruned}\) then
7         \(\text{neighbors}[] = \text{neighbor}\)
8     \(\text{D}_{\text{neighbor}}.\text{Add}(\text{id})\)
9     while \(\text{D}_{\text{neighbor}}.\text{pruned}\);
```

**Algorithm 9: TreePrune**

```
Data: \(id\) - index of the instance to be pruned
1 begin
2     \(\text{node} = \text{tree.leaves}[]\)
3     \(\text{decrement by one counts in a tree from node up}\)
4     while \(\text{node.parent} \text{has two small children}\) do
5         \(\text{node}=\text{node.parent}\)
6     if \(\text{node} \text{has two small children}\) then
7         \(\text{rewrite children to node without gaps}\)
8     if \(\text{node} \text{has small density}\) then
9         \(\text{rewrite node without gaps}\)
```

---
whose accuracies are not statistically different from the result ranked 1. Then, the following machines in the accuracy order. The machine with the highest average accuracy is % of all learning machines are sorted in descending order. For a given benchmark dataset, the ranks are calculated for given data set or not worse than the best one (rank 1 = winners).

It can be seen that the results of fast DROP are even slightly better than of the original algorithms. The mean rank for fast DROP3 is 1.4 and for original DROP3 1.56 (smaller=better), similarly the numbers of wins are 31 (fast) and 24 (original), and the fast DROP3 has 6 unique wins as well. Similar behavior can be observed on DROP4. The mean rank of the fast version is 1.42 and it is 1.53 for the original. The number of wins was greater for the fast version: 32 compared to 29. Concluding, the fast versions perform slightly better than original versions.

Figure 1 presents an analysis of learning time used by the fast and original DROP algorithms. We have tested the time for different numbers of instances of the MNIST8M dataset [22]. On the OX axis is the number of instances. The OY axis of the upper plot is time and on the lower plot OY is the proportion of time to the number of instances. Both plots clearly show that the LSH-based versions are much faster. Additionally, the bottom plot shows that the estimated complexity of LSH versions is $O(m \log m)$, because in the case of fast DROP algorithms the plot lines are straight (plot of the $log^1$ with a log-scaled OX is a straight line). Meanwhile, looking at the upper plot, we see the computation times for the original DROP grow very quickly.

The next part of the analysis concentrates on selected big datasets. In three tables we present the analysis of the accuracy Table II, of the redundancy Table III and a combination of accuracy and redundancy Table IV. The performance of LSH-DROP3 and LSH-DROP4 is compared to a few other algorithms: LSH-IS-S, LSH-IS-F [13], PSC [14] and LSH-kNN (this is a kNN which uses our RRT forest for neighbor searching). The highest performance is achieved for LSH-kNN: mean rank is 1.3 and the number of wins is 7. Among the instance selection algorithms, the smallest mean rank of 2.2 was achieved by LSH-DROP3. The greatest number of wins (3) among instance selections was achieved by LSH-IS-S. PSC had the worst performance, with a mean rank of 4.1.

But it is interesting to compare the above results with reduction strength. The reduction is not very large in the case of LSH-IS algorithms. We have tested several different configurations of LSH-IS and only the best ones are presented. We have selected 4 best configurations to show how it changes, depending on parametrization. For the meaning of LSH-IS parameters we strongly recommend to read [13]. The difference is average reduction between LSH-IS and LSH-DROP algorithms is vast: the reduction of LSH-IS varies from

---

### Algorithm 10: NearestNeighbors(x, trees, k; c)

**Data:** x define whose neighbors have to be found
tree[i], i = 1, ..., t an array of random trees, tree[i] consists of the root node and ids an array of vector indices
k desired number of neighbors

**Result:** NN set of k nearest neighbors

```plaintext
begin
  foreach Ti do
    I = items of the bin nearest to x in tree tree[i]
    N = N ∪ I
  NN = find k nearest neighbors in N
end
```

### Algorithm 11: OrderByNearestEnemy(p)

**Data:** D = [instance1, ..., instance_m]

**Result:** order of D by distance to nearest enemy

```plaintext
begin
  jungle = LSHForest for each class
  for i ∈ [1, ..., m] do
    for forest ∈ jungle do
      if forest.class ≠ D, label then
        distances[i] = min(distances[i], forest.kNN(i, 1))
  return Ordering(distances)
end
```

the given instance. Finally, the estimated complexity DROP algorithms is $O(m \log m)$ what can be seen in next section.

### IV. EXPERIMENTAL ANALYSIS

We performed an analysis of several aspects of the new algorithms: accuracy, complexity and stability of behavior over different datasets from UCI Machine Learning Repository [21]. In all tests, we used 10-fold stratified cross-validation and all learning machines were learning on the same sets of data partitions.

The first portion of tests compares the original DROP algorithms with the new ones. This, however, enforces using small and medium datasets in this comparison. Next, the second portion of the test concentrates on the big datasets to test the behavior of algorithms with $O(m \log m)$ complexity.

To visualize the performance of all algorithms we present average accuracy for each benchmark dataset and for each learning machine. Additionally, we present the average reduction of dataset size in separate tables. **Ranks** are calculated for each machine for a given dataset $D$. The ranks are calculated as follows: First, for a given benchmark dataset $D$ the averaged accuracies of all learning machines are sorted in descending order. The machine with the highest average accuracy is ranked 1. Then, the following machines in the accuracy order whose accuracies are not statistically different from the result of the first machine are ranked 1, until a machine with a statistically different result is encountered. That machine starts from

---

1] log because we divide time by the number of instances.
0.45 to 0.52 and the reduction of LSH-DROP varies from 0.82 to 0.84—this is a huge difference. Of course it was possible to configure LSH-IS algorithms for higher reduction, but it would be at the expense of accuracy. In cases where LSH-IS have better accuracies than LSH-DROP algorithms, at the same time, LSH-IS has a far lower reduction than LSH-DROP—compare results for penbased and poker datasets.
because in the case of $O(m \log m)$ complexity the plot lines should be straight (should not grow faster than linearly).

Looking at the plots, it is clear that the LSH-DROP-3 and LSH-IS-F has $O(m \log m)$ complexity.

The third sub-figure of Figure 2 clearly shows a strange behavior of the LSH-IS algorithm in terms of reduction. This means that the configuration of LSH-IS should be tuned for every number of instances to keep an adequate reduction rate. The reductions of LSH-DROP-3 are much greater.

V. Summary

The new proposed versions of DROP algorithms are much faster than the existing ones. The complexity of the fast version is $O(m \log m)$, while the complexity of the original DROP algorithm is $O(m^2)$ (estimated complexity is over $O(n^2)$). The new, fast versions of DROP algorithms proved themselves, offering a good balance between high accuracy and a strong reduction of dataset volume. Experimental results clearly prove their attractiveness.
The LSH-DROP algorithms are much more stable than LSH-IS algorithms, however LSH-DROP algorithms are slower. There is no tricky selection of configuration parameters in the case of LSH-DROP. The LSH-DROP algorithms have a good reduction factor while the accuracies remain very close to the accuracies of kNN.
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