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Abstract – The cerebral cortex is connected to sub-
cortical structures through multiple hierarchically or-
ganized descending and ascending pathways. Cortical
representations of subcortical neural activity reflect em-
bedded complex spatiotemporal dynamics. Past studies
extensively examined the molecular, cellular and circuit
properties of intracortical and cortico-subcortical path-
ways. It remains poorly understood how the spiking
activity of a cortical or subcortical neuron is associated
with cortex-wide network dynamics. In this study, we
use simultaneously recorded mesoscale calcium imaging
and behavior video as multi-modality for predicting
neuron spiking on awake mice. A novel group patch
wise classification and asymptotic model is proposed to
address the ultra imbalanced spikes prediction problem.
Experiments demonstrate the efficacy of the proposed
classification and asymptotic predicting strategies. Our
empirical results reveal that the spike activities of
neurons were associated with distinct cortical calcium
signals and behavior information,which was observed
that ongoing neural cortical activity encodes a high-
dimensional latent signal of behavior and sensory.

I. INTRODUCTION

One of the important topics in neuroscience is designing
effective encoding model and applying to neural spiking
prediction [1], [2]. A shared variance component analysis
method was applied for the estimation of neural population’s
variance reliably encod- ing a latent signal, alternatively,
ongoing activity could be related to behavioral and cognitive
states [2]. Coordinated spiking activity in local networks and
across multiple cortical areas is considered to provide the
neural basis for understanding cognition and adaptive behav-
ior with point process history models (Bayesian estimation)
in [3].

Single neuron spiking activity is associated with intrinsic
biophysical diversification and the interaction among neu-
rons in neuronal ensembles. Sensory and motor process-
ing engages extended intracortical and cortico-subcortical

networks carrying feedforward and feedback information,
including intracortical connections between a variety of
cortical modules [4]. How the cerebral cortex is connected
with subcortical structures through multiple hierarchically
organized descending and ascending pathways. Cortex-wide
representations of cortical and subcortical neural activity
thus reflect embedded complex spatiotemporal dynamics. It
remains poorly understanding on how spikes activity of a
cortical or subcortical neuron is associated with cortex-wide
network dynamics. Recent advances in large-scale optical
imaging methods [5] provide opportunities to reveal the
cortical ensemble representation for neuronal activity. In
this study, we will use multimodal data that simultaneously
recorded wide-field calcium imaging, behavior video and
multi-unit electrophysiology (in the barrel cortex, thalamus,
hippocampus, striatum, and the ventral tegmental area) in
awake and anesthetized mice for single neuron spiking
prediction, as shown in Fig 1.

Machine learning and deep learning achieved considerable
achivements in decoding neural representations [6]. Such
as the deep convolutional neural networks (CNNs) have
been successfully applied to infer stimulus selectivity from
inferotemporal and prefrontal spikes [7]. In this paper, we
would propose an asymptotic classification approach to learn
the low-dimensional cortical calcium signals and behavior
videos to predict the single neuronal spike activity.

To accurately predict single neuronal with multimodality
is challenging topic in the aspect that 1) appropriately fuse
the multimodal behavior video and cortical calcium image
dataset 2) the distribution of each spike class is an ultra
imbalance, more than 80 percent of spikes are motionless
signals(zeros), as shown in Fig 2 a). 3) The behavior video
and cortical calcium image are in time-sequence format,
as shown in Fig 2 b), each spike is not only related to
the corresponding behavior and cortical calcium image,
but also their neighbors, what’s more, arranging the video
behavior features and cortical calcium images corresponding
to neural spikes,may have misplacement issue. To address
the aforementioned challenging, in this paper, we proposed
a group-patch based classification and asymptotic predicting
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Fig. 1: Calcium imaging, behavior video and single neuron spiking recording processing
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b)Principal components of Image and Behavior with Spikes

Fig. 2: The distribution of Spikes and principal compo-
nents of Image and Behavior. The correlation of spikes
and principal components of image is rsi = 0.0979, the
correlation of spikes and principal components of behavior
is rsb = 0.2478.

approach. The main contributions of this work are listed as
follows.

• Novel method: Motivated by non-negative projective

dictionary learning (NPDL) algorithms of Zhang et al.
[8], we propose the tightest robust principal component
analysis (rPCA) based batch setting estimation model
to address the aforementioned multi-modal fusion and
single neuronal spike prediction problem. Group-patch
approaches have been shown to be useful in numerous
priors learning problems like image processing [9].
While NPDL applies instance with fully supervised
learning, to consider the local similarity of instance
(feature) and consistency of spike and features, we
propose a feature overlap local group patch approach. In
addition to improve the prediction accuracy of minority
spikes on the ultra imbalanced dataset, we propose a
group patch general classification guided asymptotic
regression approach to predict the minority spikes.

• Application: We evaluate our group patch rPCA based
subspace estimation framework on the prediction of
single neural spikes, using recorded wide-field calcium
imaging, behavior video [5], the results show a higher
accuracy compared to NDPL and the most commonly
used classical model. Our experiments were imple-
mented by features of calcium imaging and behavior
video, which are important for predicting single neu-
ronal spikes, the impact of each modality on the pre-
diction were also studied. The association between the
predicted single neuronal spikes and calcium imaging
is also investigated with the proposed model.



II. PROBLEM FORMULATION

In this section, we formulate the single neural spikes clas-
sification problem with a class-wise patch based subspace
estimation approach, applying group patch based robust
principal component analysis (rPCA) in batch setting. To
make full use of the local similarity of the instance (feature)
and consistency of the neighbor spikes and features, we
propose an overlap local feature patch approach. The rPCA
classification guided asymptotic regression approach is pro-
posed to predict the minority spikes on the ultra imbalanced
multimodality dataset.

II-A. rPCA with Batch Setting

The rPCA based subspace estimation problem is com-
monly used in signal processing and statistical learning,
with the hypothesis that data are with zero-mean, and we
estimate the principal subspace of the covariance matrix from
the data. Compared with dictionary learning approach, the
proposed rPCA based approach aims to learn the coding
coefficients and dictionary of each class separately, we
incorporate a structured synthesis dictionary D for recon-
structing the data, and gain a projection P for extracting the
discriminative codes from data.

We treat the modeling of single neural spikes as a group
patch based robust principal component analysis (rPCA)
learning problem over K classes, and for the major spikes,
each class is a spike group, while all the minority spikes
are assigned to the final group K. Such as the data used in
this work C = [25390 3168 1523 33969 15 1 2], we assign
C1 and C2 into class k = 1 and k = 2, respectively,
the left are assigned into one final class K = 3. Let
X = [X1, · · · ,Xk, · · · ,XK ] be one modality samples from
all classes and Xk ∈ RS×Nk is the data samples of the
k-th class, where, S is the vector format features for one
spike, it is re-arranged the several local patches of the spike,
Nk is the number of spikes in the k group. Following the
former works [8], [10], for each class k, we introduce an
analysis dictionary Pk ∈ RM×S to project the data into a
coefficient matrix and a synthesis dictionary Dk ∈ RS×M
to reconstruct the data, where, M is the number of spikes
in the class and S is the dimension of each feature, such
that for all classes we have P = [P1, · · · ,Pk, · · · ,PK ] and
D = [D1, · · · ,Dk, · · · ,DK ]. With these dictionaries, one
can perform data modeling with rPCA:

arg min
Dk,Pk=D>

k

K∑
k=1

‖Xk −DkPkXk‖2F + λ1‖PkXk‖w,∗

+
∑
k∈r(k)

(
λ‖PkXk‖

2
F + λ2‖PkXk‖1

)
s.t. D>kDk = I, k = 1, ...,K. (1)

where ‖ · ‖F is the Frobenius norm, Xk = [X1, · · · ,Xk−1,
Xk+1, · · · ,XK ], and λ, λ1, λ2 > 0 control the trade-off be-

tween the reconstruction accuracy and regularization terms.
‖PkXk‖2F is used to forcing PkXk towards small or zero
values for any other class k ∈ {k : |k − k| 6= 0}. In
this model, Pk projects the samples Xk into an encoding
coefficient matrix Ak = PkXk. One important issue for
PCA in batch setting is deteministic, which can be tedious.
Hence we propose to apply a low-rank regularization over
the coefficient matrix with l1 norm. Ak = PkXk for
k ∈ r(k), which transforms the equation (1) into:

arg min
Dk,{Ak,{Ak:k∈r(k)}}

K∑
k=1

‖Xk −DkD
>
kXk‖2F + λ1‖Ak‖w,∗

+
∑
k∈r(k)

(
λ‖PkXk‖

2
F + λ2‖Ak‖1

)
s.t. D>kDk = I, Ak = PkXk,

Ak = PkXk, k ∈ r(k) k = 1, ...,K.
(2)

To learn sets Dk, Ak and Ak, we present an efficient
optimized approach in the following Training section.

II-B. Training

We introduce the auxiliary variable matrices, {Z1,k} and
{Z2,k}, as equality constraints into the model 2 for optimiz-
ing Dk,Ak and Ak iteratively.

Updating D: Given fixed {Ak, {Ak : k ∈ r(k)},Z, the
minimization over each Dk is as follows:

arg min
Dk

‖Xk −DkD
>
kXk‖2F , s.t. D>kDk = I

which can be rewritten as follows:

arg max
Dk

tr(D>kXkX
>
kDk), s.t. D>kDk = I, (3)

It can be solved with eigenvalue decomposition of XkX
>
k ,

with XkX
>
k = D̂kΣD̂>k [11].

Updating A: Given fixed {D, {Ak : k ∈ r(k)},Z}, Ak

is solved as follows:

arg min
Ak

‖Ak − (D>kXk − Z1,k)‖2F + λ2‖Ak‖w,∗, (4)

Ak can be solved with weighted nuclear norm (WNN) [9]

Updating {{Ak : k ∈ r(k)}}: Given fixed {D,A,Z}, we
solve the l1 norm minimization problem over Ak:

arg min
{Ak:k∈r(k)}

∑
k∈r(k)

(
‖Ak − (D>kXk − Z2,k)‖2F + λ1‖Ak‖1

)
,(5)

which can be solved with element-wise soft-thresholding:



Algorithm 1: The proposed Algorithm
Input: The training features of calcium image and

behavior image Xk , k = 1, . . . , K and spike
group as the label for supervised learning;

Output: The analysis dictionary Pk ∈ RM×S , synthesis
dictionary Dk ∈ RS×M and the regression
coefficients β.

Set Ak = PkXk,Ak = PkXk for k ∈ r(k) and
Z1,k = Z2,k := 0, k = 1, . . . ,K;

while not converged do
Find groups of each feature with same label k;
Update Dk using Eq. (3);
Update Ak by solving Eq. (4);
Update {{Ak : k ∈ r(k)} by solving Eq. (5);
Update Lagrange multiplier Zk using
Z1,k := Z1,k + (Ak −PkXk) and
Z2,k := Z2,k + (Ak −PkXk).;

return x ;

{{Ak : k ∈ r(k)}}i =∑
k∈r(k)

(
sign

(
[D>kXk − Z2,k]i

)
·
(

[D>kXk − Z2,k]i − λ1

µ2

)
+

)
(6)

where, (·)+ is defined as (x)+ = x, x ≥ 0 and (x)+ = 0
for others to any x.

In the K-th step, a linear regression model was furter
learned for the minority class as

y = XKβ + ε (7)

where, y is the label in the class K, β is the learned
regression coefficients, ε is noise term.

Finally, we update the dual variables with Z1,k := Z1,k +
(Ak −PkXk) and Z2,k := Z2,k + (Ak −PkXk).

In this paper, we set µ1 = 200, λ = 0.1, λ1 = 0.001 and
λ2 = 0.0001 and dictionary size D=30.

II-C. Classification

Let xi ∈ RSi be the features of modality i to classify. We
define eik = ‖xi − Di

kD
i
k
>
x‖2 as the error of xi with the

dictionaries of class k for feature type i. The class k of the
sample is decided based on the Dk that gives the smallest
error as follows,

k̂i = arg min
k

eik (8)

Fusion impactor αi: To combine the information of fea-
ture from multi-modalities with optimized weight α, we use
the validation subset to learn a regression model as follows.

arg min
α

(
kreal −

∑
i

αi k̂i

)2
, s.t.

∑
i

αi = 1, αi ≥ 0,∀i.

(9)
Constraints on regression coefficients αi enforce the final
prediction to be a convex combination of predicted values
for each feature type. i.e., kpredicted =

∑
i αi k̂i, i = 2

Table I: The total amount of spike in each spike group.

Group 1 2 3 4

# 25390 3168 1523 339

Group 5 6 7 8

# 69 15 1 2

In the case of predicted class is K, we also apply the
trained regression coefficients β to furter predict the minarity
classes.

III. EXPERIMENTS

III-A. Dataset
The proposed framework is evaluated on modeling single

neuron spiking activity with calcium imaging and behavior
video of 30507 slides for each one. For the dataset, a 30-
second sliding window (step size: 15 seconds) is applied
to the spike train to generate a number of sequences. For
each sequence, the firing rate and power spectrogram are
computed. The average power is computed the average
magnitude of the power spectrogram. The distribution of
spikes is presented in Fig. 2 a) and the number of spikes
in each class is shown in Table I. For the detailed about the
dataset collection, please refer to the materials in [5].

III-B. Metrics
The 10-fold cross-validation is applied on this exper-

iments. To measure performance in terms of prediction
overall accuracy (oACC), balanced accuracy(bACC), a root
mean square error (RMSE) and mean absolute error (MAE)

are applied in this paper. oACC =
Nc
Nt

, where, Nc is total

number of all correctly classified subjects and Nt is number

of all test subjects. bACC = 1
K

∑K
k=1

Nk
c

Nk
t

, where, Nk
c

is total number of all test subjects in class k. Nk
t is total

number of all test subjects in class k. The experiments were
conducted with Matlab R2017b using a i7-6700K CPU with
16GB of RAM.

III-C. Prediction of neuron spiking
The performance of the proposed approach is demon-

strated by predicting the group-patch based single-neuron
spiking, based on calcium imaging and behavior video. Here,
we evaluate our method in a classification setting by applying
a sliding window on the 30507 spikes as of figure 3 the data
preprocessing scheme.

Table II compares the RMSE, MAE, oACC and bACC
obtained by our approach to the recently proposed method
NDPL[10], variational autoencoders(VAE) and random for-
est (RF)[12] for evaluating the proposed model and the im-
pact of each modality in the model. We see that the proposed
approach outperforms the NDPL method. OnB is our model



Fig. 3: Data preprocessing scheme

Table II: Classification results on the single neuron spikes
with 5-fold CV.

RMSE MAE oACC bACC

RF 0.8332 0.5034 0.5680 0.2300
NDPL 0.6688 0.2685 0.8692 0.3124
VAE 0.5182 0.4700 0.7371 0.2718
OnB(DL) 0.7451 0.4317 0.6340 0.2881
OnI(DL) 0.7339 0.3864 0.6977 0.1228
Ours(DL) 0.5017 0.2353 0.7930 0.3963
OnB: only behavior frame, OnI: only calcium imaging, DL:Dictionary

Learning, VAE: Variational AutoEncoder

Fig. 4: Data preprocessing scheme

only with a behavior video frame as input, and similarly
OnI is the proposed model only with calcium image as
input features. From Table II, we can find the behavior
frame as input features have higher residual classification
errors (RMSE and MAE), compared with only the calcium
image features as input. With both calcium image features
and behavior video frame features as input, the proposed
achieved the best performance, yielding improvements of
about 0.1671 in RMSE, 0.0332 in MAE and 0.0839 in
bACC. Figure 4 is one example of predicted spikes with
the proposed approach and the test spikes.

The classification fusion performance with the variables
(i.e., calcium image, behavior video frame) is also evaluated
in this section. The fusion weight for behavior video frame
and calcium image is αb = 0.5415 and αI = 0.4584,
respectively. It is consistent with the fact that the correlation
of spikes and principal components of calcium image is
rsi = 0.0979, and the correlation of spikes and principal
components of behavior is rsb = 0.2478, as shown in figure
2.

IV. CONCLUSION
A group-patch based classification and the asymptotic

prediction model is proposed for predicting and modeling
neuron spikes with calcium image and behavior video frame.
This approach learns subspace discriminative features by
imposing tightest robust principal component analysis with
low-rank constraints on projective coefficients, and a l1

sparsity constraint on coefficients of non-class. To take the
local similar features into consideration, this paper proposed
an overlapped patch approach, and general classification
guided asymptotic prediction for the minority spikes in
the imbalanced dataset. Experiments showed the benefit
of our approach. In the future, we would use truncated-
correlation photothermal coherence tomography derivative
imaging modality technique [13] to achieve more multi-
modality data.
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