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Abstract—In this paper we discuss discrete-time 7{> control for
unknown nonlinear system. We use recurrent neural networks
to model the system identification, then apply 7. tracking
control. The neural networks based critic control does not
require the system dynamics. Our optimal control policy uses a
recursive solution of the discrete algebraic Riccati equation and
reinforcement learning. The stabilities of system identification
and H. tracking control are proven. he convergence of the
approach is also given by the use of Lyapunov stability theory.
The proposed method is validated with the control of a surge
tank.

Index Terms—neural control, reinforcement learning

I. INTRODUCTION

Control of discrete-time systems is becoming important in
recent years since almost all of the control schemes are imple-
mented on digital devices. Also machine learning techniques
are developed in discrete time and are designed according to
an optimization problem. Discrete optimal control is a well
known control philosophy which its main aim is to find a
controller that minimizes/maximizes a certain cost function
according to a desired performance [1].

The most popular approaches of optimal controllers are
designed in H, sense such as the linear quadratic regulator
(LQR) control. Here it is used the system dynamics to com-
pute (off-line) the controller that minimizes/maximizes a cost
function. To obtain the optimal controller on-line we can use
the Hewer algorithm or Lyapunov recursions [2].

When the system dynamics is unknown, the classical Ho
control cannot be applied directly and require other techniques
[3]. To obtain an optimal control for unknown system dynam-
ics, adaptive dynamic programming (ADP) or reinforcement
learning (RL) is proposed [4]-[6]. This method is model-free
or uses partial knowledge of the system dynamics [7]-[9] to
obtain on-line the optimal control policy [10]-[12] by using
data measured along the system trajectories. Some of its most
famous methods are Q-learning, Sarsa, and actor critic.

Q-learning and Sarsa are temporal difference methods of
RL [5], [13] that can obtain on-line the optimal control policy
using a value or policy iteration method; they are also called
critic methods. Actor-critic is a policy search method that uses
two separate functions to obtain the optimal value function
and policy, respectively. Those RL methods are designed in
discrete time and need approximators to deal with large state-
action space such as Gaussian kernels, linear parametrizations,
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neural networks, among others [14]-[16]. Those approxima-
tors have good results, nevertheless they need big learning time
due the exploration phase of the large input space [17]-[19].

In order to accelerate the learning time, some authors
proposed to use a long-short term memory such as eligi-
bility traces [23] to take into account the visited states in
previous steps. Other methods use model learning [20], [21]
or reference-model learning [22], [23] where the learned
model serves as experience and exploit its knowledge for
a fast bootstrapping. This kind of methods need accurate
approximators to obtain a reliable solution of the optimal
control problem. Neural networks is one of the most wide used
approximator for RL methods and model-learning approaches.
The main advantage of neural networks is that they can
estimate and control complex systems by its feedback principle
[24], [25]. However they began learning from scratch and need
an exploration term as a persistent excitation (PE) signal for
a good identification [12], [18], [19].

Another methodology that can accelerate the learning time
and that is not well established at the current literature is
the use of recurrent neural networks (RNN) [26]-[28] as
a model learning method. Here the user proposes a stable
dynamics at the identification system such that it serves for the
weights update. Usually for discrete time systems, it is used
the gradient descent rule [29], [30] and robust modifications
[31] to guarantee the system identification with small bounded
error, however for control purposes, the neural identificator
is sensitive to modelling error and cannot guarantee optimal
performance.

In this paper we proposed a critic learning based on re-
current neural networks for discrete-time nonlinear system
identification and tracking control. The proposed method is
designed to obtain a solution of the Hy control problem. The
neural identificator is based on a parallel recurrent neural
network which provides an easy way to compute the opti-
mal solution recursively. In order to avoid sensitivity of the
controller against modellling error, it is proposed to use a re-
inforcement learning based on a neural network approximator.
Stability and convergence of the proposed method is proven
via Lyapunov stability theory. Simulations studies are carried
out in the control of a surge tank. The results show optimal
solutions with bounded error without knowledge of the non-
linear system dynamics.



II. UNKNOWN NONLINEAR SYSTEM MODELING

Consider the following-discrete time state-space non-linear
system

Tpy1 = (@, uk), 9]

where u;, € R™ is the control input, x; € R” is the state
vector, and f : R™ x R™ — R"™ is the transition function or
dynamics.

Consider the discrete-time serial-parallel recurrent neural
network [30]:

Tpt1 = AZ + W1 ,o(Wa gxy) + Uy 2

where T, € R™ is the state of the RNN. The matriz A € R*"*"
is a stable Hurwitz matrix which will be specified after. The
matrices Wy, € R™ " is the weight matrix of the output
weights and Wy, € R'X™ is the weights matrix of the
hidden layer. Uy = [u1,us, -+ ,Um,0,---,0]" € R" is the
control action. o(-) : R! — R" is the activation function. The
elements of o;(+) can be any stationary, bounded and monotone
increasing functions.

Using the RNN identificator, the critic controller is designed
to guarantee the tracking of a desired reference x4 € R™. The
desired trajectory is regarded as the solution of the following
discrete model:

Tak+1 = o(Tar) 3)

In the following sections the on-line critic learning is
developed using tow approaches: recurrent neural networks
(RNN) solution and reinforcement learning (RL) solution.
Both approaches are designed for an exact model matching
case and modelling error case.

A. Exact model match

Consider that the RNN can exactly approximate the non-
linear system (1). According to the Stone-Weierstrass theorem
[32], the non-linear model (1) can be written as follows:

g1 = Az + Wio(Wixy) + Uy @

where W} and W3 are optimal weight matrices. In order to
obtain the parameters update rule we expand the second term
of the right side of (2) using the Taylor formula [29]:
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where © = [x1,22] " and 2° = [29,23]7, ¢, is the remainder
of the Taylor formula. Let z; and x5 correspond to W ;, and
Wo kg, 29 and 23 correspond to W7 and Wy, respectively,
and [ = 2. The identification error is defined as:

Efk = /{E\k — Xk
Then from (4) and (2)
Tpr1 = Ay + WN/LkU(Wz,kﬂ?k) + W10'W27k$k +ew (O)

where Wy, = Wy — Wi, Wa, = Wo, — W5 and ew is a
second order approximation error of the Taylor series.

Assumption 1: There exists a constant 8 > 1 such that:
1
ksl = Bllwkll~ (6)

Remark 1: The condition ||z41]| > %ka” is a dead zone
[31]. If 3 is selected big enough, the dead-zone becomes small.
The dead-zone helps the neural network to update the weights
only in small zones where (6) is satisfied. Otherwise, the
weights are updated only in the cases where ||zgt1]| > [|zk||
is satisfied.

Assumption 2: If the eigenvalues of the matrix A are
between the interval — < A(A) < 0, then for any matrix

Q = QT > 0 there exists an unique solution P = PT > 0 to
the following Lyapunov equation:

.
ATPA—P+Q+(;I+A> P<;I+A) =0. (7)

The above Lyapunov equation can be solved on-line as:
T T
I-AT®AT — {%I + A} ® {%I + A} } vec(P) = vec(Q)

where ® is the Kronecker product, and vec(:) is the matrix
stretch.

B. With unmodeled dynamic

Generally, the neural network cannot fully describe the
nonlinear system (1). The modeling error is defined as

ef = flxg, up) — ATy — Wi a(W32y). (8)
The dynamics of the nonlinear system (1) can be written as
T = Az + Wi ko (WekZk) + Uk + & ©)

where gk = €&y + WL]@[J(Wgykxk) — O’(ngki'\k)] is also
bounded. The dynamics of the identification error (10) be-
comes

Ty1 = ATy + W o (Wa kZk) + Wi 0" W g + &

III. NEURAL Ho CONTROL USING REINFORCEMENT
LEARNING

Now consider the tracking control problem using the RNN.

The non-linear dynamics is expressed as:
Tpp1 = Az + Wi o (Wakak) + Uk + G (10)

where (; = leka(Wg’kxk)—|—W1,ka’,V\[//'2’kxk +¢. Let define
the tracking error as

€k = Tk — Td k-
If the control input Uy is chosen as

Uy, =U14+ Uy
= p(zar) — Azgr — Wi ,o(Wa kay) + Us,

Y
12)

where Us, is a state-feedback controller. Then the tracking error
dynamics is simplified to:

er+1 = Aeg +Us + (. (13)



The state-feedback controller Us has the form of [28]

Uy = —Kep = —(R. + P.) "' P Aeg, (14)
where R, = R] > 0, which satisfies the following assump-
tion:
Assumption 3: There exists a strictly positive definite matrix
Q. such that the discrete algebraic Riccati equation (DARE)
A"PA+Q.—A"P(R.+P.) 'P.A-P.=0 (15
has a positive solution P, = P > 0.

The solution of the above Riccati equation can be obtained
iteratively using Lyapunov recursions [2] as:

P = (A-K)"P/(A-K)+ Q.+ K'RK,

where j is the step index. Since (A — K) is stable, then the
recursion converges to the solution of the Riccati equation for
any choice of initial value P?.

Assumptions 2 and 3 define the Recurrent Neural Networks
solution for the critic learning control. The following theorem
gives the learning procedure and the convergence of the critic
learning to the desired reference.

Theorem 1: Consider the non-linear dynamics (1), the
reference (3) and the model matching neural network (2),
whose weights are adjusted by

Wl,kJrl = Wl,k -n (PA@ + WIUIWQ,kmk) ol

/Wz,k.u = Wg,k - na'TWIkPA%kxg
(16)
where 7 satisfies:

'r] . ~ 1 o~
n= TP AT W PAmE 1 [Tkl 2 5 2]
0 other case,

a7
with ny € (0, 1]; and assume that assumptions 1, 2 and 3 are
satisfied. Then the identification error and the tracking error
converge globally asymptotically to zero.

Proof 1: Consider the Lyapunov function:

I 1 e
Vi = xszk +e;rpcek +H (tr(WlTkWLk) + tr(WZTkWQ,k))
(18)

The time difference of the Lyapunov equation, AVy = Vi1 —
Vi is:

AV :9?2+1P5k+1 + egﬂpcekﬂ - EIIPE’“ - echek
1 . - N _
+ E (tr(Wl—':k+1W1,k+1) + tr(W;k+1W2,k+l))
1

- (tr(Wfkwl,k) + tr(VNVQTkWQ,k))

Consider only the identification components AV; , = AV, —
enp1Peer1 + €] Peey. Substituting the identification error
dynamics (5) on AV}, yields:
AV =3] (AT PA— P)& + o' W, PWy 4o
+ QETATP(WL]CO' + Wl_’kO'IWQ’tl’k + €W)
+ QUTWI]CP(WL]CU/WQI']C +ew) + SJVPgw
+ ngJkO'/TWIkPWLkJIWQ,kxk + ntr(ZIZl)
where 7, = (PAZy + PW10/W27k$k)UT and Z, =
o'TW,', PAZyx)|. The above expression is simplified by
using the assumption 2 and the Minkowski inequality as
AV, <FL (ATPA — P)%y + | P|||| Tk 1 — AT
+ 2eqy P(Th1 — ew) + |0 W, PAZpay |12
+ 77H(PA§]€ + PWL]CO'/WZ]CI']@)O'THQ
The second term of the above expression can be written as:
IPIIZkr1 — AZkl* < [PI(Zxs1]* + [ AZk]1?)
1 ~
<P (5 + 141 ) 1l
< |IP]l H 1I+A
- B

1 T
~T ~
= I—i—A) P(I—i—A)xk
* (B E
Note that the second term of the output weights update rule

asymptotically converges to zero since it depends on the error
of the hidden layer weights. Then

2
|7k

1
AViy < (Am(Q) -
|PAc||* + ||U/TW1T,kPA$kH2 ~ 12
T |PAc|? + ||o'TW,, P Axy||? 17l
+ (A3 (P) = 220 (P)) lew |2
AVy g < = E[Z ) + Ollew]*.

where
= 1 Mok
== )\m - 59 5
@) B2 1+k
K= ml?X(||PAO'H2 + HO’ITWJkPAIkHQ)
I = 23,(P) — 22,(P).
where E is positive if A\, (Q) > % + {&%. Since the

second order approximation error depends on powers of the
weight errors, then they converge asymptotically to zero as the
identification error approximates to zero.



Now consider the control components of AV},

AV g ZBZ_HPCekH — egPCe;C + ekTchk + UQTRCUQ

=ep (ATP.A— P+ Qc)e, = UJ (Re + P.)Us
+ 265 AT Po(Us + (k) + 2Uy PeCi + ¢ PeCi

= — el (Qc + (Re + P.) Ney + ¢l PG,
—2¢] ATP.(R, + P.) ' P.(y

< —e Qe — AT Po(R. + P.) ?PA)ey
+ Gl (P + P2)Ck

< —ef Ter + (L QU

where Q, = Q.+ (R. + P.)™, ¥ = Q, — ATP.(R. +
P.)72P.A and Q = P. + P2. Q, is positive definite since
—% < MA) < 0. The perturbation (; is equal to zero
since it depends on the NN weights error and the second
order approximation error. Hence the tracking error converges
asymptotically to zero. This completes the proof.

With unmodeled dynamic, the tracking error dynamics
under the controller Uy, of (12) is

ep+1 = Aey + Uz +dy

where d;, = WL]CO'(WQ’}C%\]Q) + Wl}kJIWQ’kﬂﬁk + .

Theorem 2: Consider the nonlinear system (1), the reference
(3) and the recurrent neural network (2), whose weights are
adjusted by (16); and assume that assumptions 1-3 are satis-
fied. Then the identification error and tracking error converge
into a small bounded set which implies input-to-state stability
(ISS) and semi-global convergence.

Proof 2: Consider the same Lyapunov equation (18). It is
used the same procedure of Theorem 1, obtaining:

AVy e < —E|Zg]? + )| & |17
AVa g — A (1) [lex]1? + Aar ()i ||?

The above inequalities satisfy the ISS condition and there
exists a big enough = and Y such that the identification

error converges into a small bounded set p; = \g 1€k ]|

and the tracking error converges into a small bounded set

A Q
pa = \/ R ]

However the control input Uj; of the recurrent neural
network is sensitive to modeling error and disturbances. The
feedforward term U; assumes that it compensates the nonlinear
dynamics with some modeling error, but it is well known that a
bad design of this controller affects the tracking performance.
The optimal control Uy is a simple linear quadratic controller
(LQR) that does not have any information of the real system
since it is assumed that the feedforward control term com-
pensates the system nonlinear dynamics. To overcome this
issue we use reinforcement learning. Let define the discounted
Lyapunov value function [5] as

Vo =D 7" (e] Qeei + U ;RUa ;)
i=k

Var = ef Qeer + Uy RUs + Vo ki1 (19)

where v < 1 is a discounted factor that guarantees the
convergence of the Lyapunov value function. Consider the
following NN approximator

Vo =" (er)0k = b7 O

where 0; € RP is a weight vector and ¢(-) : R"™ — RP are the
NN activation functions with p neurons at the hidden layer.
The value function V5 ; can be rewritten as

Voi, = ¢ 0% +e(er)

(20)

where 6* is an optimal weight value and €, = e(ej) is the
NN approximation error. Substituting the above expression in
(19) yields:

Op 0" + e = e Qeer + Uy ReUs + (¢ 410" + ei1)
e(er) — velert1) = e Qee + Uy ReUs + (vop 1 — ¢4 )0*
H(e, Us,0%) = vy = 11 + (b1 — 04 )0”

(21)

where vy, = €, —yek+1 is the residual error of the NN approx-
imator which is equivalent to the discrete-time Hamiltonian,
and rp41 = echek + U;RCUQ is the immediate reward or
utility function. We want to design an optimal controller which
minimizes the residual error using reinforcement learning.
Consider the approximate Hamiltonian as:

ﬁ(ek, Uz; 0k) = 0k = Ths1 + (Y1 — b1 )0k

Here 0y, stands to the temporal difference error of reinforce-
ment learning algorithms, which also can be written as:

O = (7(25;-4-1 - ¢;)5k + vt

where 5;6 = 0, — 0*. Consider the objective function defined
as the squared temporal difference error:

(22)

1
E = -4;.
2 k

We use the normalized gradient descent algorithm [18] for the
NN weights update as:

oF qk
k+1 k aaek k QO (ql;qu I 1)27

where « is the learning rate and g, = (v, 1 —¢} ). Here it is
used the normalized gradient descent to assure that the weights
update are bounded. Also the update rule can be rewritten as:

(23)

a4y B —
aqe +1)2 (qp qx +1)?

Assuming that the optimal control is designed as:

5k+1 = gk — O(( Vg. 24)

1
U = —5R51V¢T(€k+1)9k7 (25)

where V = 9/0e;11. Substituting the optimal control (25) at
the Hamiltonian yields:

1 -
Ok = e Qee — 708 Vor1 Ry Vo 0k + (841 — 64 ).



To guarantee convergence of the NN parameters, 6, — 6%, let
introduce the following persistent exciting (PE) definition of
discrete-time systems.

Definition 1: Let q/(q"q + 1) be persistently exciting (PE)
in T steps if there exist constants 51, 82 > 0, such that
E+T

il <51 = Z Ty < Bl
G (ga+)
Lemma 1: Consider the parameters error dynamics (24) be
rewritten as a linear time variant (LTV) discrete-system of the
form:

(26)

§k+1 = OéTqikHuk
q’;wg’“ - 7)
Y = T k ekta
q,q+1
where uy, = —yi — qTZﬁV’“ is an output feedback controller.
N ak

Consider qTqi +7 be PE. Then the parameters error 116l

Ik
converges into a bounded set

ng (lyell + aB2(llyrll + llvell)

Proof 3: It is similar with the proofs in [29].

Theorem 3: Let q/(q"q + 1) be persistently exciting (PE).
Then there exists contraction mappings H and H’ with con-
traction factor  and +/, respectively, such that the parameters
error § and the NN approximator F'(¢) are bounded as:

16k <

(28)

1067 < 25 29)
-~
(1
IF(0) — F(6%)| < HV' (30)

where v is an upper bound of the residual error vy.

Proof 4: Tt is similar with the proofs in [29].

Bound (29) is the strictest upper bound that our approach
can possess by assuming a rich exploration of the PE signal.
However this exploration is limited to a series of limited steps
which are not seen at bound (29). In order to see how the PE
signal affects the parameters error upper bound, let introduce
the following theorem.

Theorem 4: Let Uy be any admissible control. Let the critic
parameters are updated by (24) and assume that g/ (g, qr+1)
is PE. Then the parameters error converge into the following
bounded residual set:

VBT [ +7)y +ab(y+7)]
Pyl =)

Now we are in position to prove Theorem 4.

Proof 5: From Lemma 1 we have the bound (28). The
system output yj is defined by the normalization of the NN
approximation F'(), then from Theorem 3 we have that

a1 PO - @)

since q;—qk 4+ 1 > 1. Then the system output is bounded by
(30) as

165 < 31)

lysll = < [IF(0) = F (7))l

!
ol < 2ULED
Y1 =)

)

and the residual error ||vg]| < #. Substituting the output and
residual error upper bounds in (28) yields:

7 < VBT (147 + aBa(y+7)]
% 1%

- Ayl —7')

If the number of neurons at the hidden layer are increased,
i.e., p — oo, then the residual error is decreased v; — 0.
Nevertheless, this can cause the overfitting problem in the
training of the neural network approximator.

Remark 2: Both the LQR and RL methods use the RNN as
a model reference for the control design. The LQR controller
is obtained according to the proposed matrix A and assumes
that the modelling error and disturbances are small enough
such that the control gain compensates them, hence is sensitive
to the modelling error. On the other hand, the RL controller
learns the control law by considering the complete closed-
loop dynamics which includes the modelling error and it only
uses the RNN model as previous knowledge. Therefore the RL
control law is more robust in comparison to the LQR control
law [35].

IV. SURGE TANK EXAMPLE

Consider the surge tank model [33] that is represented by
the following differential equation:
dh(t)  c\/2gh(t) 1 ;
a ~Amwm) A mm) "
where u(t) is the input flow, h(t) is the liquid level; A, (h(t))
is the cross-sectional area of the tank; g = 9.81 m/s2 is the
gravitational acceleration; ¢ = 1 is the known cross-sectional
area of the output pipe. Let A,(h(t)) = y/ah(t) + b, where
a =1 and b = 3. Using Euler approximation to discretize the
system yields

(32)

—/19.62h, 1
h =hp,+T U 33
k1 k A, () A, () k (33)

where 7' = 0.01 is the sample time. Here we compare the
performance of the RNN solution with our RL solution. The
simulation lasts 100 seconds of simulation time.

We choose a scalar A = —0.5 and a constant 3 = 4 for the
recurrent neural network identifier. For the discrete Lyapunov
function it is proposed a scalar () = 5 which gives a kernel
solution of P = 7.2727. For the LQR control design it is
proposed the following scalar values: Q. = 1 and R, = 0.1
and a initial value of P) = 0.5. The Lyapunov recursion
converges to the DARE solution which is P, = 1.023. It is
used 10 hidden nodes at the hidden layer and one node at the
output layer. The elements of Wi o € R'*10 and W, o € R1C
are random numbers between [0,1]. The initial liquid level
is hg = 0.2 and the RNN initial condition is g = 0.
We use as activation function o(-) = tanh(-) and therefore
o’ () = sech?(-).

The PE signal is chosen as a sum of sine functions which
are given at the reference signal as:

zq, = 1.8 4 sin(0.5k) + 0.15 cos(0.3k) + 0.5 sin(0.75k).



For the RL solution it is used only one neuron with quadratic
activation function, i.e., ¢ = e% with a learning rate of o =
0.5 and a discount factor of v = 0.9.

“—_ D RNN
« RL
Reference
s oA A A RNN error
- = = RL error
5 ]

Liquid level hy,

0 20 40 60 80
Time (seconds)

100

Fig. 1: Tracking control for the surge tank

The tracking results are given in Fig. 1 and the control
input in Fig. 2. The results show good tracking performance
of both methods using the RNN identifier and the LQR or
RL controllers since the non-linear system is simple and the
reference is designed to avoid complex solutions. The main
difference between the RNN and the RL solution is their
accuracy, since our RL takes into account the modelling error
then the output control policy is improved. We used the mean
error to see the accuracy of each controller as follows:

Control input uy

——RNN
« RL

0 20 40 60 80
Time (seconds)

100

Fig. 2: Tracking control for the surge tank

k
1
ERNN = % E ernny, = 0.0707
=0

k
_ 1
ERL = E ;egLi = 0.0032.

Notice that the RL error is much smaller than the RNN error.
Another advantage of our RL approach is that we enhanced

the robustness of the controller in presence of modelling error
and converges to an optimal or near optimal control policy. On
the other hand, the RNN solution is simple to design but it can
only guarantee local optimal performance which is affected by
disturbances or modelling error.
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(a) RNN learning curve

20
25 -
= 20 4 )
5 ( 15
2 154
k3t
g 10
10
g
= 54 ]
0 - 10
0
2 5 0

4 0

Error ey, Control input wuy

(b) RL learning curve

Fig. 3: Value function V5 ;. learning curves

The learning curve of the value function V3 ; using RNN
and RL is given in Fig. 3. Here is more evident how the
modelling error affects the controller design, even more the
use of a discounted factor is essential because if the reference
trajectory does not go to zero, then the value function is infinite
and the term U, R.U, does not go to zero as time goes to
infinity.

V. CONCLUSION

In this work, the discrete-time critic-learning control is
proposed. The critic-learning method is based on a serial-
parallel recurrent neural network which serves for system
identification and tracking control. The tracking control is
achieved by using a model-compensation via the neural model
and a feedback term. The feedback controller is designed



using two control techniques: discrete LQR control and re-
inforcement learning. Stability and convergence are presented
using Lyapunov stability theory and the contraction property.
Simulations are carried out to show that our approach presents
optimal or near optimal performances with high accuracy
without knowledge of the system dynamics.

Since artificial neural networks have demonstrate the effec-
tiveness as an model identifier, then further work will consider
the use of neuromorphic neural networks as approximators of
reinforcement learning architectures for the design of optimal
and robust controllers.
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