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Abstract—Existing aspect based sentiment analysis (ABSA)
approaches leverage various neural network models to extract
the aspect sentiments via learning aspect-specific feature repre-
sentations. However, these approaches heavily rely on manual
tagging of user reviews according to the predefined aspects as
the input, a laborious and time-consuming process. Moreover, the
underlying methods do not explain how and why the opposing
aspect level polarities in a user review lead to the overall polarity.
In this paper, we tackle these two problems by designing and im-
plementing a new Multiple-Attention Network (MAN) approach
for more powerful ABSA without the need for aspect tags using
two new tag-free data sets crawled directly from TripAdvisor
(https://www.tripadvisor.com). With the Self- and Position-Aware
attention mechanism, MAN is capable of extracting both aspect
level and overall sentiments from the text reviews using the aspect
level and overall customer ratings, and it can also detect the
vital aspect(s) leading to the overall sentiment polarity among
different aspects via a new aspect ranking scheme. We carry out
extensive experiments to demonstrate the strong performance of
MAN compared to other state-of-the-art ABSA approaches and
the explainability of our approach by visualizing and interpreting
attention weights in case studies.

Index Terms—Natural Language Processing, Aspect Based
Sentiment Analysis, Deep Learning, Attention Mechanism

I. INTRODUCTION

Customer reviews of products and services are increasingly
available from e-commercial websites, blogs, micro-blogs, and
online social media platforms, containing rich information that
are valuable resources for both businesses and consumers.
These reviews can help customers make purchasing deci-
sions and choose restaurants and/or hotels. They can also
help businesses become customer-centric, listening to their
customers, understanding their voice, analyzing their feedback
and learning more about customer experiences as well as their
expectations for products or services.

Sentiment analysis (SA) has recently become a very active
research area with the explosive increase of customer reviews
due to its broad range of practical applications. Existing
sentiment analyses are either performed at document level [1]
or sentence level [2], both of which have been proven as highly
efficient techniques in analyzing the myriad amount of texts.
However, it is more common that customers may comment
on a product or service from different aspects and express
opposing polarities on these aspects as shown in the inputs of

Figure 1. Aspect based sentiment analysis (ABSA) emerged
as a more informative analysis to predict polarities based
on the predefined aspect categories or aspect terms (tagged
words/phrases) in the user reviews. This fine-grained trait of
ABSA makes it a more effective application for businesses to
monitor the ratio of positive to negative sentiment expressed
towards specific aspects of a product or service, and extract
valuable targeted insight.

Nevertheless, most ABSA approaches are limited to a small
number of academic data sets due to the lack of sufficiently
tagged user reviews in terms of aspects. Although there are a
huge number of customer reviews generated from e-commerce
websites every day, manual tagging is a laborious and error-
prone process, leading to the data sparsity challenge, which
is often called cold-start problem [3], [4]. Moreover, many
ABSA approaches are not fully explainable in terms of how
the aspect polarities, often opposing, collectively lead to the
overall polarity. To overcome these challenges, we propose
a new Multiple-Attention Network (MAN) approach that di-
rectly exploits user-supplied tag-free review texts as well as
aspect level and overall ratings crawled from review websites
(e.g. TripAdvisor) to perform an automatic end-to-end ABSA.
Using Self- and Position-Aware attention mechanism, MAN
uncovers the weighted contribution of each word and phrase
to aspect level and overall polarities. In addition, MAN can
also detect the vital aspect(s) leading to the overall sentiment
polarity among different aspects through a new aspect ranking
scheme.

Figure 1 illustrates the key differences between MAN,
the existing ABSA, and SA approaches using a user review
example from TripAdvisor. Our MAN approach takes the tag-
free review sentences to infer the parts of sentence associated
with aspect level and overall polarities, which can be consid-
ered as an automatic tagging approach supervised by overall
and aspect level user ratings. The existing ABSA approaches
typically analyze the manually tagged review sentences, e.g.,
“the service was fast (+)”, “pricey (-)” and “Great pizza (+)”,
corresponding to three pre-defined aspects Service, V alue
and Food whereas the existing SA approaches analyze the tag-
free review sentences and simply infer an overall sentiment.

We summarize our major contributions as follows:
• Combating the substantial data sparsity challenge in
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Fig. 1: An overview of MAN-ABSA, SA and ABSA workflows.

ABSA tasks, MAN automatically detects the vital words
and phrases associated with aspect level and overall
polarities without the need for manual tagging via a
multiple-attention mechanism.

• MAN is explainable in that the overall polarity can be
attributed to aspect level polarities via a new aspect
ranking scheme. To the best of our knowledge, this is
among the first work to infer the relationship between
aspect level and overall polarities to detect the most
important aspect(s) of customer reviews.

• We create two new data sets crawled directly from
TripAdvisor with aspect level and overall ratings to
demonstrate the potential for automatic deployment of
MAN. These two data sets provide an objective and real-
world evaluation of ABSA performance using tag-free
review texts for this and future research. 1

The rest of this paper is organized as follows. In Section
2, we review the related work on SA, ABSA, and attention
mechanism. Our proposed model MAN is introduced in Sec-
tion 3. In Section 4, we discuss the new tag-free data sets used
in our experiments and report experimental results. We show
the case study and visualization in Section 5. Finally, Section
6 concludes this paper and points out future research direction.

II. RELATED WORK

A. Sentiment Analysis

The goal of sentiment analysis is to detect polarity in
product or service reviews [5], [6]. Traditional classification
algorithms, such as Naive Bayes [7] and Support Vector
Machine [8], are widely used for sentiment classification.
These solutions mostly depend on feature engineering and
manually defined rules, such as sentiment lexicon, n-grams,
and dependency information.

1https://github.com/qiangyao1988/Toward-tag-free-ABSA

Neural network techniques without feature engineering are
becoming increasingly popular for sentiment analysis. Classi-
cal neural network models are applied to solve this problem,
such as Convolution Neural Network [9], Recursive Neural
Network [10] and Recurrent Neural Network [11]. More
recently, Amplayo et al [4] designed a Hybrid Contextualized
Sentiment Classifier model to capture the information from
similar users/products and attempted to solve the cold-start
problem in review sentiment classification.

B. Aspect Based Sentiment Analysis

Aspect Based Sentiment Analysis can be divided into two
subtasks: aspect extraction aims to identify aspects from the
review sentences whereas aspect level sentiment classification
is to detect aspect level polarities in review texts.

In the aspect extraction subtask, traditional approaches
extract frequent noun terms with dependency relations [12],
[13]. Other widely used approaches are based on supervised
sequence labeling, such as Hidden Markov Model [14] and
Restricted Boltzmann Machine [8]. To alleviate the need for
large amounts of labeled data for training purposes, researchers
developed an array of unsupervised approaches based on
topic models, such as Latent Dirichlet Allocation [15] and
its variants and extensions [16], [17] to extract and categorize
aspects.

Similar to the sentiment classification problem, neural net-
works have been shown very powerful for the subtask of
aspect level sentiment classification. Tang et al [18] used two
single-direction LSTM’s, called TD-LSTM, which combined
the left context and right context together to detect aspects
and classify sentiment polarities toward these aspects. Xue
and Li [19] is among one of the first works to employ a CNN-
based model for aspect level sentiment analysis. More recently,
Wang et al [20] proposed a novel approach that models the
specific segments for aspect level sentiment classification in a
reinforcement learning framework.



C. Attention Mechanism

Attention mechanism [21], a proven technique for semantic
understanding of images and texts, allows the model to be
attentive to aspect words with larger weights, or to deem-
phasize on words that are not relevant to any aspect. It
was first introduced in a machine translation task, and since
then has been extensively applied to solve image captioning
[22], speech recognition [23] , recommender system [24] and
deep learning on biological data [25] problems. Recently, the
attention mechanism has been used in a number of NLP tasks,
such as language understanding [26] and question answering
[27].

A variety of attention-based models have been introduced
to tackle the problems in ABSA. Wang et al [28] applied
attention and LSTM together in the model ATAE-LSTM
by concatenating aspects with review word representations
to compute the attention weights for aspect level sentiment
classification. Ma et al [29] designed an Interactive Attention
Network (IAN) that used two attention networks to consider
both attention on aspect and review context interactively. Song
et al [30] proposed an Attentional Encoder Network (AEN),
which avoids recurrence and employs attention based encoders
for modeling context and aspect. Chen et al [31] treated the
text as a graph and aspects as the specific areas of the graph
to design a graph convolution neural networks and structural
attention model for ABSA. Other models also emphasize that
contextual word position information can also contribute to
predicting the sentiment polarity of a specific aspect [32].

Unfortunately, many of these ABSA models are designed
for SemEval Task5 [33] that rely on a few manually tagged
user review data sets, which leads to the data sparsity chal-
lenge. More powerful ABSA approaches need to be developed
in response to the real-world scenario that massive user-
supplied review texts and ratings directly from e-commerce
websites without laborious and error-prone manual tagging.
Recent work in Song et al [3] attempt to mitigate the cold-
start problem by using the frequency-guided attention mech-
anism to accentuate on the most related targets, followed by
composing the representations into a complementary vector for
enhancing those of cold-start aspects. Nevertheless, the related
targets used as complementary information are still from
the small academic data sets in SemEval Task5. Therefore,
new ABSA approaches accommodating the real-world tag-
free data sets hold a strong promise to overcome the data
sparsity challenge. Further, many existing ABSA approaches
do not uncover the mechanism on how mixed aspect ratings
lead to the overall rating. Attentive and hierarchical modeling
architecture permitting dissection of the relationship between
aspect level and overall polarities is highly desirable to identify
the pivotal aspect(s) in the customer reviews.

III. MODEL DESCRIPTION

A. Notations and Problem Formulation

The online customer reviews of products or services can be
represented as R = {r1, r2, . . . , rn}. Each review consists

of a number of words, i.e., r = (w1, w2, . . . , wj , . . . , wm),
n and m denote the number of reviews and the number
of words in each review, respectively. Besides the review
sentences, there are often two types of ratings, i.e., the overall
ratings and aspect ratings. Customers are not only allowed
to give an overall rating but also encouraged to rate from
different aspects, which are usually divided into several pre-
defined broad categories in each domain. For example, in the
restaurant domain, the four pre-defined aspect categories are
{Food, Service, V alue,Atmosphere} whereas in the hotel
domain, they are {Room,Location, V alue, Cleanliness}. In
each review r, the overall rating summarizes the customer’s
overall polarity P o towards the rated item, and the aspect
ratings reflect the aspect level polarities P k, where k ∈ [K]
represents the index of the aspects, [K] := {1, . . . ,K}, and
K denotes the number of the aspect categories. Our MAN-
ABSA approach aims at predicting the overall polarity P o

by analyzing the aspect level polarities P k in the review
sentences.

B. Model Architecture

As shown in Figure 2, our MAN model consists of four
modules, i.e., Embedding, Hidden States, Attention Encoder,
and Sentiment Classifier. First, in the Embedding module, the
review sentences are embedded into word vectors to capture
low-level semantics, and the absolute positions of contextual
words are embedded into the same embedding dimension
of the word vectors to capture position information of the
review texts [34]. Second, the Hidden States module takes
the initially represented review texts via word and position
embeddings as inputs to capture high-level semantics, which
is the further representation of the review texts. Third, the
Attention Encoder module takes the further representation and
exploits multiple-attention mechanisms to capture the vital
words leading to the aspect level polarities (P k). Finally, in
the Sentiment Classifier module, we concatenate the context
vectors generated by different aspect attention encoders to get
the final representations of the whole review sentences and use
a fully connected layer to project the concatenated vector into
the space of the target sentiment polarity classes (P o). After
the Sentiment Classifier module, we employ a model-agnostic
aspect ranking scheme to identify the pivotal aspect(s) for the
overall polarity in user reviews based on attention weights
generated in the Attention Encoder module. More specifically,
we describe the mathematics operations in each module below.

C. Embedding Module

After pre-processing the raw review texts, we employ the
global word representation approach GloVe [35] to obtain the
fixed-length word embedding vector of each word. We map
each word wj ∈ R|V | to its corresponding embedding vector
ej ∈ Rd×1, where d is the word vector dimension (e.g. 300 in
our experiments) and V is the vocabulary size of the review
data sets, respectively. Words beyond the GloVe vocabulary are
randomly initialized with a uniform distribution U(-0.25, 0.25).
Furthermore, in order to capture position information in the



Fig. 2: The MAN model architecture

Attention Encoder module, we embed the absolute positions
of context words into the same dimension d through position
embedding. The position embedding can model the different
weights of words with different distances by converting the
absolute position index to the embedding [36]. The position
embedding is randomly initialized and updated during the
training process. In the end, we concatenate the word embed-
ding with the position embedding in new embedding vectors
E ∈ R2d×V .

D. Hidden States Module

The Hidden States module aims to capture higher-level
semantics using RNN networks. LSTM [37] and bidirectional
variant (BiLSTM) are strong choices for further representa-
tions of the review texts because they have a built-in memory
mechanism, which is designed in analogy to the psychological
foundation of the human memory. Extracting more information
from both past and future sequences of words, BiLSTM is
more powerful than the standard LSTM. Given the embedding
vector of each word E generated by the Embedding module
into the Hidden States module, MAN generates the higher-
level semantic representations of the review texts, i.e., H =
LSTM (E) = (h1, h2, . . . , hi, . . . , hn), where n denotes the
size of the hidden states.

E. Attention Encoder Module

The Attention Encoder module is applied to capture im-
portant information contributing to each aspect level polar-
ity, which consists of two submodules: Self-Attention and
Position-aware Attention. We can think of the Attention
Encoder module as a two-step process. First, in the Self-
Attention submodule, we filter the context words through a
transformation matrix, which is able to detect the vital words
contributing to the aspect level polarities. Then we capture
the relevance of the filtered words through the Position-aware
Attention submodule.

1) Self-Attention: Given the high-level semantic representa-
tions H , each output element generated by the Self-Attention
submodule is computed as a weighted sum of a linearly
transformed input elements zi =

∑n
i=1 αihi. The weight

coefficient αi is calculated using a softmax function:

αi =
expfi∑n
j=1 expfj

. (1)

And fi is computed using a compatibility function of the
hidden states:

fi = tanh(hiW αhi
T + bα), (2)

where W α ∈ Rn×n is a matrix mapping between the hidden
states hi and its transposition hiT and learned through the
training process, bα is a learnable bias.

2) Position-aware Attention: Considering the contextual
words that are closer to the aspect words may have a greater
effect on the sentiment polarity [32], we encode position infor-
mation in the review texts using the Position-aware Attention
submodule to capture the relevance of the contextual words.
Given the output elements generated by the Self-attention
submodule, the Position-aware Attention submodule computes
a new weighted sum of linearly transformed elements si =∑n
i=1 βizi. Similar to the self-attention, we can calculate the

weight coefficient βi through a softmax function:

βi =
exp gi∑n
j=1 exp gj

, (3)

where gi is computed using a compatibility function of the
hidden states transposition and the average of the word and
position embedding:

gi = tanh(h̄W βhi
T + bβ), (4)

where h̄ is calculated by averaging the word and position
embeddings, which captures both the global context of the
review sentence [38] and the position information. W β ∈
Rn×n is a training matrix mapping between the average
embedding h̄ and the transposition hiT , bβ is a learnable bias.

F. Sentiment Classifier Module

Following the Attention Encoder module, we proceed to
the Sentiment Classifier module to get the aspect level and
overall sentiment polarities. We concatenate results from the
Attention Encoder module of different aspects sk as the final
overall representations so =

[
s1; s2; . . . ; sk

]
. Then our model

employs a fully connected layer to project the vectors sk and
so into the space of the target classes. In this paper, we set
the number of classes C = 2 corresponding to positive and
negative. Formally:

yk = softmax(W ks
k + bk), (5)

yo = softmax(W os
o + bo), (6)

where yk and yo ∈ RC is the predicted sentiment polarity
probability distribution. W k, W o, bk, and bo are learnable
weight matrix and bias, respectively.



G. Regularization Term

As different aspects have different attention encoders in
our model, we add two regularization terms to make the
sets of attention weights differentiate from each other to
avoid the overlap of these attention encoders, in other words,
the regularization terms diversify the attention weights from
different aspects. We utilize orthogonal regularization similar
to He et al [38]:

Mα =
[
α1;α2; . . . ;αk

]
, (7)

Mβ =
[
β1;β2; . . . ;βk

]
, (8)

Rα = ||MT
αMα − I||2, (9)

Rβ = ||MT
βMβ − I||2, (10)

where Mα and Mβ contain the Self-Attention and Position-
aware Attention weights, and I is the identity matrix. The
two regularization termsRα andRβ reach the minimum value
when the dot product between the different attention weights is
zero. Then these regularization terms encourage orthogonality
among the rows of the attention score matrix Mα and Mβ

and penalize redundancy between different aspects vectors.

H. Objection Function

Our model is trained in an end-to-end manner by minimiz-
ing the cross-entropy loss between the target sentiment polarity
and the predicted sentiment polarity for the review sentences
as follows:

Lk = −ŷk log(yk)− (1− ŷk) log(1− yk), (11)
Lo = −ŷo log(yo)− (1− ŷo) log(1− yo), (12)

where ŷk and ŷo are the aspect level and overall target
sentiment polarities, respectively.

Furthermore, as our approach is multi-task learning [39], the
losses from each task are combined to represent the training
objectives of the entire model. In addition, in the real-world
customer review data sets, some reviews may not mention
all aspect categories in the review sentences. As shown in
Figure 1, the customer only comments on and rates three out of
four aspects. In this situation, the number of aspects changes
adaptively in the training process. We set a hyperparameter
δ, which represents the number of aspects underlined in
review texts. As our model is data-driven, we experiment with
different δ (δ ∈ [K]) in two data sets to find the optimal value.

In this situation, the final objection function consists of
the overall cross-entropy loss, the adaptive aspect level cross-
entropy loss, the orthogonal regularization terms, and the L2
regularization term. Formally:

L = Lo + λ1

δ∑
k=1

Lk + λ2Rα + λ3Rβ + λ4||θ||2, (13)

where λ1, λ2, λ3, and λ4 are tuning parameters to leverage
the relative importance of different loss components, and θ is
the trainable parameter.

I. Aspect Ranking Scheme

In the Attention Encoder module, each word in the user
review texts is associated with Self-Attention weight αi and
Position-aware Attention weight βi contributing to the senti-
ment polarities. In order to detect the vital aspect leading to
the overall sentiment polarity among different aspects, we add
up the two weights from each aspect and get a summarized
importance score for each word corresponding to the specific
aspect, i.e.,

scorek =

m∑
j=1

(αkj + βkj ), (14)

where αkj and βkj denote the attention scores of the jth word
corresponding to kth aspect and the scorek is the summarized
importance score of the kth aspect in the review text. With
this score, we employ an aspect ranking scheme to find the
most important aspect(s) of the reviews, represented by higher
summary scores.

IV. EXPERIMENTS

We perform extensive experiments to evaluate the perfor-
mance of our MAN model assuming the overall polarity can be
inferred from the different aspect level polarities, and the latter
differentially influence the former as shown in Figures 1 and
2. In order to demonstrate the capability of our MAN approach
in detecting vital words and explaining aspect level and overall
polarities from rated customer reviews automatically with
minimum external supervision, we create two new data sets
from two different domains (restaurant and hotel) crawled
directly from TripAdvisor including tag-free customer review
texts and polarities represented by the overall rating and aspect
ratings (1-5 stars).

A. Experimental Preparation

Datasets: In our experiments, using Scrapy (https://scrapy.org)
framework, we crawl large numbers of restaurant and hotel
reviews from TripAdvisor without manual processing and
tagging. Table I shows the summary statistics of the two data
sets, including the number of reviews and the sentence lengths.
Figures 3 and 4 illustrate the distributions of aspect level and
overall ratings in each data set, respectively.

TABLE I: Dataset summary statistics

Domain #Reviews Max tokens Min tokens Average tokens
Restaurant 39,599 1,025 1 68

Hotel 31,999 240 2 80

Pre-processing involves a series of techniques aiming to
optimize the performance of the experiments. In the beginning,
we clean the raw data sets by deleting short reviews with less
than three words. Then similar to other NLP analyses [40],
we employ several standard pre-processing techniques, such as
lemmatization, stemming, stop word removal and tokenization.
As the purpose of our work is to classify and explain the
overall polarity of reviews, we convert the original user ratings
into positive and negative polarities. In addition, in order to



Fig. 3: Distribution of ratings in the Restaurant data set

Fig. 4: Distribution of ratings in the Hotel data set

avoid the open machine learning problem of class-imbalance,
we treat the 3-star as negative polarity based on the observation
that most reviews with 3-star rating clearly express a negative
sentiment. So the five-star rating scale is binarized as positive
if the rating is 4 or 5, otherwise negative [41]. In the end, we
generate an absolute position index for each review sentence
based on the positions of the context words.
Experiment settings: Our models and other baseline methods
are implemented in PyTorch version 1.2.0 on a desktop
workstation with a GTX 1080 GPU. We split each data set
into three parts with 60/20/20 ratios, i.e., 60% as the training
set, 20% as the validation set, and 20% as the test set.

B. Baseline Methods

To evaluate the performance of our MAN model, we select
a number of state-of-the-art models as the baselines for per-
formance comparison. All the baseline methods perform in a
multi-task learning manner corresponding to predict both the
aspect level and overall polarities.
CNN-static [9] is the first model using convolution neuron
network on text classification task with pre-trained vectors
from word2vec [42] and provides a very strong baseline for
sentiment classification. Similar to [9], we set the widths of
filters to 3, 4, 5 with 100 features each.
GCAE [19] proposes a model based on CNN and gating
mechanism. The novel Gated Tanh-ReLU Units can selectively
output the sentiment features according to the given review
texts.
Standard-LSTM [43] uses LSTM networks to capture the
high-level semantic representations of the review sentences
and use the last hidden layer as the final sentence representa-
tion and feed to a softmax function to estimate the probability
of each sentiment label. Furthermore, we concatenate the last
hidden states of different aspects as the final overall sentiment

representation.
Standard-BiLSTM [43] is a variation of LSTM. The model
concatenates the two representations from two different direc-
tions of the review sentences in order to capture more infor-
mation than the Standard-LSTM for the sentiment polarities
classification.
AT-LSTM [28] adds an attention layer following the LSTM
layer aiming to capture the vital words in response to the whole
review sentences for better sentiment polarities classification.
AT-BiLSTM [28] designs an attention mechanism together
with the BiLSTM layer to capture more useful information
for the sentiment polarities classification.
BERT-base [44] takes the final state h of the firs token [CLS]
as the representation of the whole sequence review sentence
and adds a simple softmax classifier on the top of BERT to
predict the probability of sentiment polarities.

C. Results and Analysis

Due to the stochastic nature of our experiments, e.g.,
random initialization of model parameters and training data
is processed in a random order, we run the baseline methods
and our models on each data set five times, and report the
averaged accuracy and macro-F1 score with variance of the
overall sentiment polarity prediction as shown in Table II.
Our MAN models obtain substantial accuracy and macro-F1
improvements, which demonstrate the power of techniques
applied in our model. Compared with models without any
attention mechanism, MAN improves performance through the
multiple-attention mechanisms. With this design, our model
can learn the representations of vital words contributing to
aspect-level and overall sentiment classifications. As the two
data sets are highly imbalanced that there are much more
positive reviews than the negative ones (Figures 3 and 4),
the macro-F1 score is more convincing than the accuracy.
Therefore, the great improvement of the macro-F1 score
demonstrates that our MAN models are very effective.

TABLE II: Comparison of different methods on Restaurant and Hotel
data sets. Evaluation metrics are accuracy and macro-F1 score. Best
scores are in bold.

Model Restaurant Hotel
ACC Macro-F1 ACC Macro-F1

CNN-static [9] 82.84±0.70 49.64±0.99 61.99±0.50 50.93±0.40
GCAE [19] 82.99±0.31 51.13±0.57 62.90±0.18 50.41±0.34

BERT-base [44] 83.98±0.33 47.01±0.87 68.48±0.26 41.65±0.84
Standard-LSTM [43] 82.59±1.06 54.03±0.48 63.81±0.08 53.40±0.17

Standard-BiLSTM [43] 82.96±0.70 50.41±0.47 61.12±0.42 56.25±0.19
AT-LSTM [28] 81.05±0.46 54.06±0.55 62.28±0.31 55.56±0.42

AT-BiLSTM [28] 81.94±0.24 57.87±0.54 62.98±0.23 57.04±0.23
MAN-LSTM 89.42±0.17 77.29±0.24 82.97±0.75 79.64±0.36

MAN-BiLSTM 89.64±0.18 77.60±0.26 83.06±0.14 79.81±0.22

We also show the hyper-parameter tunning and the optimal
selection in our experiments in Table III and the results with
different values of hyper-parameters δ in Table IV.

D. Ablation Study

In this section, we show the experiment results of different
variants of our model and examine the effectiveness of the
key components (e.g. Position-aware attention mechanism and



TABLE III: Hyper-parameters tuning

Hyper-parameters Values Optimal Selection
Optimizer SGD;ADAM ADAM

Learning Rate 0.01;0.005;0.001 0.005
δ 1;2;3;4 4
λ1 0;0.2;0.5;1;1.5 0.5

λ2;λ3 0;0.1;0.2;0.5 0.5
λ4 0;0.01;0.05 0.01

TABLE IV: Comparison of the effect of δ on MAN.

δ
Restaurant Hotel

ACC Macro-F1 ACC Macro-F1
0 85.22±0.55 72.69±0.20 79.56±0.20 70.95±0.31
1 86.72±1.05 75.41±0.65 80.42±0.28 76.14±0.15
2 87.73±0.32 75.56±0.22 81.22±0.19 75.16±0.32
3 87.96±0.44 76.80±0.26 80.96±0.53 74.87±0.28
4 89.64±0.18 77.60±0.26 83.06±0.14 79.81±0.22

regularization terms) on the model performance via an exten-
sive ablation study. As shown in Table V, the performances
of all the model ablations are inferior to our MAN model
with regards to both accuracy and macro-F1 measures, which
indicates that all of these discarded components are crucial
for performance improvement. Comparing the results of MAN
variants, the accuracy and macro-F1 measures of the MAN
w/o Pos-Attention drop substantially on both data sets. It
demonstrates the importance of contextual words position
information, encoding the relevance between contextual words
in review texts, on predicting the review sentiment polarities.
In addition, the overall performance of MAN is also superior
to all the variant models without the orthogonal regularization
terms, which demonstrates the effectiveness to diversify the
two different kinds of attention weights from different aspect
attention encoders.

TABLE V: Ablation study of the MAN model

Model
Restaurant Hotel

ACC Macro-F1 ACC Macro-F1
MAN w/o Pos-Attention 83.96±0.53 70.28±0.32 81.21±0.47 75.57±0.27
MAN w/o PA-Orth-Norm 89.04±0.18 75.46±0.14 81.85±0.77 77.03±0.44
MAN w/o SA-Orth-Norm 88.24±0.34 74.87±0.32 81.58±0.28 76.59±0.21

MAN w/o Orth-Norm 88.21±0.68 74.16±0.67 77.95±0.41 75.83±0.53
MAN w/o L2-Norm 88.09±0.21 76.58±0.17 81.92±0.42 75.09±0.22

MAN 89.64±0.18 77.60±0.26 83.06±0.14 79.81±0.22

V. CASE STUDY AND VISUALIZATION

The performance evaluation of our MAN model demon-
strates a more accurate overall polarity prediction on the test
sets of the tag-free user reviews across both domains. To better
understand its unique advantages over the existing approaches,
particularly in explaining opposing polarities, we present a
showcase example and interpret the result generated by our
model (Figure 5).

In this example, we visualize the summation of the two dif-
ferent kinds of attention weights generated from the multiple-
attention mechanism in our model for each word in the
review text using a two-dimension grayscale heatmap. The
shade of gray in each cell corresponds to the contribution
of a particular word wj to the kth aspect polarity (attention
weights), and the darker shade indicates more contribution.

Fig. 5: An example of opposing polarities in Restaurant review
domain. (Best view in color.)

The length of horizontal bars (Scorek) corresponds to the
magnitude of contributions of the entire sentence from each
aspect to the overall polarity (Equation 14). In this Restaurant
review, the words “food” and “good” are the most important
ones for positive polarity from Food aspect whereas “service”,
“terrible”, “wait”, “long” and “time” are the most important
words for negative polarity from Service aspect. The negative
polarity from Service aspect with a larger summary score
dominates over the positive polarity from Food aspect, leading
to the overall negative polarity. Furthermore, we check the
predicted sentiment polarity of this example among all the
models we compared with, our MAN model is the only
one that is capable of inferring the overall negative polarity
correctly.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we develop a new MAN model to over-
come the cold-start challenge in ABSA via utilization of the
increasingly available aspect ratings. The Self-Attention is
designed to detect the vital words contributing to the aspect
level polarity, and the Position-Aware Attention is capable of
capturing the relevance of the vital words by paying more
attention to the closer words. Moreover, the two orthogo-
nal regularization terms encourage the diversity of attention
weights from different aspect attention encoders. The new
model-agnostic aspect ranking scheme finds the most impor-
tant aspect(s), which contributes most to the overall polarity,
making the overall polarity more explainable, particularly with
opposing aspect-level polarities. Using experimental studies,
we demonstrate the superior performance of MAN compared
with other state-of-art models in both polarity detection and
explanation. Finally, we expect the MAN model trained on
the tag-free user review data sets can be deployed to enable a
fully automatic ABSA in the near future, opening a new line
of ABSA research to combat the data sparsity challenge.

For future work, as user-supplied text reviews are contin-
uously available, it is desirable to expand the MAN model
with continual learning techniques to automatically update
sentiment polarities without laborious tagging of user reviews
and re-training of the entire model. The idea of applying active
learning to deal with the scarce labeled data [45] is another
direction to deal with the cold-start problem in ABSA.
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