Black-box Evolutionary Search for Adversarial Examples against Deep Image Classifiers in Non-Targeted Attacks
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Abstract—Machine learning models exhibit vulnerability to adversarial examples i.e., artificially created inputs that become misinterpreted. The goal of this paper is to explore non-targeted black-box adversarial attacks on deep networks performing image classification. The original evolutionary algorithm for generating adversarial examples is proposed that employs a guided multi-objective search through the space of perturbed images. The efficiency of attacks is validated by experiments with the CIFAR-10 data set. The experimental results verify the usability of our approach against deep convolutional neural networks.
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I. INTRODUCTION

Deep learning image classification solutions reports vulnerability to adversarial examples i.e., artificially created inputs that become misinterpreted. It has been showed that carefully crafted perturbations added to images may successfully lead to model failure, while being unnoticeable for the human observer, or a different model. The issue of vulnerability to adversarial attacks does not apply only to the task of image classification, but it also concerns speech recognition, particularly the use of virtual personal assistants; or image segmentation and object detection on which autonomous vehicles depend. It is of great importance to study those vulnerabilities, attacks and corresponding defenses to improve reliability of such solutions.

The goal of this work is to explore adversarial attacks in image classification by deep networks in the black-box scenario. We want to assess the suitability of evolutionary algorithms as a generative procedure for finding adversarial examples. To this end, we propose a multi-objective evolutionary algorithm working on image data, and searching for adversarial examples that are misclassified by the machine learning model while still retaining visual similarity to the original image. The main constraint in the black-box attack scenario is the impossibility to access the machine learning model parameters, or even consider any knowledge about the attacked model. The attacking algorithm is only able to query the model for a classification of particular image. Thus, previously successful gradient-based attack methods are not applicable, unless a some kind of surrogate model solution is employed. Our method, on the other hand, satisfies the black-box attack constraints naturally.

The structure of this work is as follows. The following section II introduces the deep models and image data set that are referred to and used in our experiments, as well as several concepts related to adversarial examples. Related work is presented in section III. The original contribution of this work – the algorithm for generating adversarial examples – is described in section IV. Experiments validating the performance of our algorithm are presented in section V. Finally, a discussion of the results and possible future work directions are presented in section VI.

II. PRELIMINARIES

A. Deep Image Classifiers

The task of image classification lies in assigning one and only one label \( l \) from the set of possible output labels \( L \) to each input image \( I \) from the space of all possible images \( \mathcal{I} \) of which we often think as a unit hypercube i.e., \([0, 1]^h \times w \times c\) with \( h, w, c \) being input images height, width and number of channels (depth) respectively. Task with input varying in shape can be transformed to the canonical classification task by adding a preprocessing step which unifies shape e.g., reshaping using bilinear interpolation or conversion to common color space (see [1]), or by building a multitude of solutions – each targeted at specific shape of input data.

Due to the need to classify real world imagery i.e., data with substantial amount of noise, lacking quality or having non-trivial composition (such as multiple objects in the scene, varying viewing angles or conditions, or heterogeneous background), the datasets of real world photographs were created. Those datasets range from collections of thousands of low resolution thumbnails in dozens of classes to millions of reasonably large pictures in hierarchical systems of classes.

For the experiments in this work we have chosen the CIFAR dataset of downsized color photographs. The CIFAR dataset comes in two versions, namely CIFAR-10 and CIFAR-100,
named after number of classes present. Both datasets share the same example shape i.e., 32 × 32 (rectangular color image) and dataset layout comprising of 50,000 training and 10,000 testing images with balanced class occurrence. CIFAR-10 consists of following classes – airplane, automobile, bird, cat, deer, dog, frog, horse, ship and truck (see fig 1), while CIFAR-100 introduces hierarchical system of 20 superclasses e.g., fish, small mammals, trees, large carnivores, each subdivided into 5 subclasses e.g., fish – aquarium fish, flatfish, ray, shark, trout (see [2]).

The advent of deep learning and its soaring popularity has been boosted by outstanding results achieved with deep learning models, beating then state of the art methods by a large margin. Arguably AlexNet was the first architecture to show the potential of deep convolutional neural networks, followed by gradually deeper architectures VGGNet, ResNet, etc. ResNet was the first architecture to tackle the issue of vanishing gradients. Residual shortcuts, connections bypassing convolutions, enabling gradient flow have been employed. With that improvement, ResNet-152 model [3], with 152 layers and parameter count of 60.2 millions, scored top-5 error of 3.6% on ImageNet [4] and 6.43% on CIFAR-10. It uses 3 × 3 convolutions, average pooling, ReLU activation and dropout after dense layers. Moreover batch normalization between each convolution and activation is used. It is trained using SGD with momentum. Further exploiting the performance gain of residual shortcuts usage, authors of [5] created the DenseNet architecture. WideResNet [6] was another extension of the ResNet architecture. The performance gain of residual shortcuts usage was further exploited e.g., by authors of DenseNet [5] and authors of WideResNet [6]. Contrary to the original ResNet, the WideResNet architecture sacrifices network depth (i.e. number of layers) for network width (i.e., the size of layers). The authors show that this is not only more computationally efficient but also more performant in terms of accuracy. WideResNet with 28 layers and widening factor k=10 reaches SOTA results with 3.89% error on CIFAR-10.

B. Adversarial Examples

Performance of deep learning models is not perfect and certain amount of input data gets misclassified naturally due to the insufficient accuracy of models. However, the paper [7] showed that misclassification can be achieved artificially by adding small perturbations designed to fool the model to the previously correctly classified examples. Those inputs are called adversarial examples. We will focus on adversarial examples for image classification task.

The task of generating adversarial example for input $x$ and model $M_{θ}$, such that $M_{θ}(x) = l$ is the correct label, lies in finding the perturbation $η$, such that $M_{θ}(x + η) = M_{θ}(x') = l'$, with $l'$ being target class for the adversarial attack.

We can characterize adversarial attacks by the following, mutually independent properties i.e., specificity, scope, adversary’s knowledge and perturbation constraints.

The specificity of adversarial attack is defined by the target class $l'$. In case of targeted attack, the target class $l'$ corresponds to one specific classification category. On the other hand, in case of non-targeted attack, $l'$ corresponds to all but the ground truth class $l$ and adversarial example is than any $x' = x + η$ such that $M_{θ}(x') ≠ l$.

The scope of adversarial attack lies in number of original examples to be attacked by single $η$. Singleton attack stands for attack on single example $x$ such that $M_{θ}(x + η) = l'$. Multi attack stands for attack on arbitrary number of examples $X$ of the same class such that $∀x ∈ X : M_{θ}(x + η) = l'$. Finally, universal attack seeks single $η$ such that $∀x : M_{θ}(x) = l \implies M_{θ}(x + η) = l'$.

We distinguish between three cases of adversary’s knowledge. The white-box attack assumes full knowledge of targeted model i.e., architecture, weights and training data as well as parameters of the optimizer being used for training. On the other hand, the black-box attack assumes no additional information about targeted model, apart from the classification predictions and respective probabilities. Finally, the surrogate attack treats the targeted model as a black-box, yet has full access to substitute model i.e., model sharing some characteristics of target model e.g., task it solves, training data, architecture, output probability distribution, etc.

Regarding the perturbation constraints of the attack, we distinguish the following three cases. Unconstrained attack with no limitations on perturbation $η$, constrained attack, with limited intensity of perturbation $η$ allowed, with respect to some measure, and finally the optimized one, where the perturbation intensity is minimized. The $l_1$ and $l_2$ norms, or PASS by [8] and SSIM by [9] – visual similarity measures, are frequently used intensity measures.

III. Related work

The research of adversarial attacks against machine learning models has become popular in last years and several methods have been proposed, see [10] for overview. Thanks to the inherent property of deep learning models – differentiability, gradient based methods are easy to be used and perform well in white-box and reasonably well in surrogate scenarios. More of those methods have been invented, namely the L-BFGS using Broyden-Fletcher-Goldfarb-Shannon optimization algorithm, fast gradient sign method and its modifications, or feature adversary attack.

The fast gradient sign method (FGSM) computes gradients of loss function of the target model with respect to the target example $x$ and class $l'$. The sign of gradients is taken and multiplied by $ε$, the step size, and subtracted from $x$ (targeted attack) – this way the target image is moved in the direction of rising target class prediction (1). In case of non-targeted attack, gradients are computed with respect to source class $l$ and, instead of subtraction, we use addition to move the target image in direction of falling source class prediction.

$$x' = x - ε \text{sgn} (\nabla_{θ} L(M_{θ}(x), l'))$$ (1)

The FGSM can be used iteratively with $x_{t} = x'_{t-1}$. Optional clipping after each step may take place in case of constrained
attack. Versions of FGSM with momentum exists – generating the adversarial example the same way as the training of deep learning models optimizes the parameters.

Apart from methods based on backpropagation, the usage of deep generative models for adversarial example generation has been researched. Authors of [11] trained generative adversarial network (generator $G$) on target model task dataset, mapping random latent space to images and inverter $I$, mapping images to latent space of generator $G$. The adversarial examples are generated by finding $z'$ close to $z = I(x)$, such that $M_\theta (G(z')) = t'$. This approach generates adversarial examples more natural to human observer as we are perturbing the hidden representation rather than the final output.

Regarding the black-box adversarial attacks for deep learning models, only a few methods has been proposed so far. Authors of [12] performed a successful one-pixel attack using differential evolution algorithm, they demonstrated a vulnerability of image classifiers to extreme change of a single pixel of the image. In [13], authors suggest an approach converting black-box attack to surrogate attack, by synthesizing dataset of the image. In [13], authors suggest an approach converting one or more populations to a new one, often in element-wise (per individual) manner. Epoch is then one step of the genetic algorithm consisting of application of the sequence of operators to current population $P_i$, producing new population $P_{i+1} = \text{Op}_n (\text{Op}_{n-1} (\ldots \text{Op}_1 (P_i)))$.

The ability of genetic algorithms to effectively search given space lies in application of suitable operators. Those operators can be divided into three categories – reproduction operators e.g., cross-over which combines several individuals into new one; mutation operators, which add random perturbations to individuals, with the idea of exploring genes not present in current population; and finally selection operators mimicking the natural selection based on fitness of individuals.

Our approach encodes the image as a $3D$ matrix to maintain spatial relations of the data – images. Those relations are further exploited by selected operators, namely cross-over. The suitability of this change is supported by the fact, that vast majority of deep learning image classifiers is based on use of convolutional layers, which extracts the spatial context of processed data. Our individual is thus defined as a matrix $i \in [-1, 1]^{h \times w \times c}$ and represents perturbation $\eta$. While a use of zero centered binomial distribution scaled by factor of $\frac{1}{255}$ is possible to sample initial population, in our approach we found that simple zero initialization yields satisfactory results.

In our solution we use two point cross-over, which swaps randomly selected rectangular regions i.e., image crops of parent individuals, to produce offspring (see fig 2). As a mutation operator, we use biased mutation with normal distribution (Mut) followed by quantization to multiples of 1/255 (Quant).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cifar10_samples.png}
\caption{CIFAR 10 samples}
\end{figure}
As a result, such approach mimics shifting the intensity of the pixel by several color shades to either direction. The normal distribution biased mutation (Mut) of individual $i$, with normal distribution $N(\mu, \sigma^2)$ and gene change probability ($p_{gene}$), has the form of (2).

$$\text{Mut}(i)_{x,y} = \begin{cases} i_{x,y} + s, & \text{with probability } p_{gene}, \\ i_{x,y}, & \text{with probability } 1 - p_{gene}, \end{cases}$$

where $s \sim N(\mu, \sigma^2)$.

Following the mutation, each individual gets quantized to multiples of $1/255$ corresponding to the discrete nature of 8-bit depth image space. Quantization of the whole population quantizes each individual separately.

$$\text{Quant}(i)_{x,y} = \left[\frac{255 \cdot i_{x,y}}{255}\right]$$  \hspace{1cm} (3)

Finally, the clipping takes place before evaluation of objectives to maintain the perturbed image (i.e., the individual combined with the input image) in the range of a $[0, 1]$ cube (the searched space). Clipping (Clip) with lower bound $l$ and upper bound $u$ for input $x'$ corresponds to (4).

$$\text{Clip}(i)_{x,y} = \max(l, \min(u, i_{x,y}))$$  \hspace{1cm} (4)

For the optimization we use two objectives – the score of source class prediction, which is minimized; and the SSIM measure of perturbation intensity between the input image and its perturbed counterpart, which is being maximized. Another option would be to use the $L_2$ norm, but we have chosen the SSIM since it accounts for perceptual visual similarity. Apart from that, we suggest the use of clipping on the intensity of perturbation if it gets below certain admissible value $c_{\text{bound}}$ i.e., taking the $\max(c_{\text{bound}}, \text{SSIM}(x', x))$ as a perturbation intensity, combining the constrained and optimized adversarial attack paradigm.

Naturally, the selection operator performs a multi-objective optimization, implemented by the non-dominated sorting algorithm. For that matter, we choose the NSGA-II with crowding distance (see algorithm 1), which uses concept of Pareto-optimality to construct a so called non-dominated fronts – groups of mutually non-dominated individuals. Furthermore the NSGA-II employs secondary sorting algorithm (in our case crowding distance) allowing for more stable selection of individuals (see [17] for more). We assume this approach superior to average of objectives for the issues with different scaling of prediction error and perturbation intensity. The new population is selected from the union of parents and offspring of the current generation.

### Algorithm 1 NSGA-II operator

| $P_{in}$ | input population |
| $s_{out}$ | target size of selected population |
| $P_{out}$ | empty list |
| $f$ | pop non dominated individuals from $P$ |
| $|P_{out}| + |f|$ | $\leq s_{out}$ then |
| $P_{out}$ | extend $P_{out}$ with $f$ |
| $P_{out}$ | extend $P_{out}$ with first $s_{out} - |P_{out}|$ elements of $f$ |
| $P_{out}$ | return $P_{out}$ |

### Algorithm 2 Evolutionary generated adversarial examples

| $M_0$ | targeted model |
| $x$ | targeted image, of shape $h \times w$, $l$ | source class |
| $P_{pop}$ | population size, |
| $c_{\text{bound}}$ | perturbation intensity clipping value (optional) |
| $P$ | $0^{h \times w}$ |
| $P_{old}$ | $P$ |
| $P_{old}$ | shuffle $P$ |
| $P_{old}$ | $P_{old}$ | Xover($P$) |
| $P_{old}$ | $P_{old}$ | Mut($P$) |
| $P_{old}$ | $P_{old}$ | Quant($P$) |
| $\forall x' \in \text{Clip}(0,1)$ | $P_{old}$ | objectives evaluation $\exists i \in P : M_0(i) \neq l$ |
| $P = 0^{h \times w}$ | $P_{old}$ | $P_{old}$ | $P_{old} = NSGA-II([P, P_{old}], s_{\text{pop}})$ |

The whole proposed strategy towards generating adversarial examples takes form of an algorithm 2. After initializing population with zeros, the main loop of the genetic algorithm is entered. The loop comprises of the shuffling of the parents, the two-point cross-over and the normal distribution mutation, followed by the quantization. Next, the objectives of evolved offspring are evaluated, followed by the selection, taking in both parent generation and the evolved offspring. The fittest individuals are selected for the next iteration. The algorithm stops when adversarial example is found or maximum number of epochs limit is reached. We provide our implementation as an open-sourced project under MIT license – see github repository [18].
V. EXPERIMENTS

A. Framework

In order to empirically assess the performance of proposed solution we have carried out an experiment on the CIFAR-10 dataset. This particular dataset was chosen for it is simple enough to enable thorough examination and measurements of results on statistically significant number of examples (whole test set), yet more complex than MNIST and the like [19].

We use the WideResNet of depth 28 with widening factor $k = 10$ with dropout as a target model. It was trained according to the strategy proposed by its authors, using SGD with Nesterov momentum and cross-entropy loss. The initial learning rate is set to 0.1, weight decay to 0.0005, dampening to 0, momentum to 0.9, and minibatch size to 128. The learning rate drops by 0.2 at 60, 120 and 160 epochs, and we train for total 200 epochs. We use standard input preprocessing – mean subtraction and standard deviation division with channel-wise precomputed moments on training data. Training examples are augmented using random left-right flips and random crops from originals padded by 4 px on each side with their reflection.

Training is carried out on CIFAR-10 training set. The test accuracy of the model yields 96.05%.

Detailed decomposition of model accuracy is described by a confusion matrix at fig 3.

B. Results

We examine the performance of our proposed solution based on the use of genetic algorithms. The hyperparameters of the approach are set as follows: the population size as well as the maximal number of epochs is equal to 256, the cross-over takes place with probability $p_{\text{crossover}} = 1$, the biased mutation uses normal distribution with $\mu = 0$, $\sigma^2 = 4/255$ (shift of 2 color shades to either direction on average), with $p_{\text{mut}} = 1$ the probability of individual being mutated and $p_{\text{gene}} = 1$ the probability of gene mutation. No perturbation intensity clipping is used in our experiments, and the SSIM norm is used.

We use the non-guided random search as a baseline black-box attack. For each input image we generate random perturbations using normal distribution followed by quantization. The parameters are chosen so that the approach is directly comparable to our solution. Namely, the number of perturbations (which is equal to target model evaluations) is set to $256^2$ (number of epochs $\times$ population size), and normal distribution with parameters $\mu = 0$, $\sigma^2 = 0.03$.

We measure the success rate of black-box attacks on the examined architecture on the test set of CIFAR-10 dataset. As a successful attack we perceive generating adversarial example whose predictions on target model yield over 0.5 score in non-source class (the model is confident in misclassification). The overall success rate of attacks is 43.5% for the random baseline, and 98.6% for our solution, which is not only quantitatively better (approximately 2 times), but also qualitatively different – our approach is reaching near-perfect performance. The success rate of our solution is shown in detail using heatmaps (see fig 5). We are providing two sets of results, we denote them first and best – The first being measurements from the first epoch in which the algorithm performed successful attack, while the best is the epoch in which the model produced successful attack with the lowest intensity of the perturbation (compared to the whole 256 epoch long run). Note that the overall and per-source class success rate is the same for both measurements, and it differs only in the resulting class distribution.

Apart from the success rate measurements, we also provide a comparison of time complexity of the attacks (see fig 8). The epoch count heatmaps show average number of evolutionary algorithm epochs needed to perform a successful attack. We
can see that in many cases the algorithm is capable of generating the first successful attack in only a few epochs – half of the first successful attacks is reached under 8 epochs (2048 model queries) (median) and 95 per cent of them under 56 epochs (approximately 14000 model queries). On the other hand, generating the best possible (i.e., the least intense) perturbation our method is capable of, takes significant amount of epochs (the median time is 174 epochs, while 95 per cent of them is reached in 250 epochs). A detailed visualization of algorithm results and objectives progress throughout its run are illustrated on fig. 6 and fig. 7.

VI. Conclusions

In this paper, we have proposed, described and evaluated the method for generating non-targeted adversarial examples against deep neural networks in the black-box scenario. The attacks were performed on the CIFAR-10 data set against the state of the art deep image classifier. Our method was very
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individuals by swapping their rectangular crops. We believe
patches of the input image, as the cross-over operator combine
attack convolutional networks, for they internally operate on
remains one of the possible future work topics.

worsen the model resiliency to attacks. Yet, this hypotheses
extensive feature reuse by means of residual connections can
by the lack of residual connections. It can be speculated that
with worse classification performance that were characterized
minimized for, again rising the difficulty of finding adversarial
example. Even in those hardened conditions, our method
yielded satisfactory results in terms of attack success rate,
attack complexity and perturbation intensity.

Being a black-box method, the targeted model does not need
to be an end-to-end differentiable one, contrary to white-box
attack methods relying on such properties, thus, our approach
can be used even against complex pipelines of models used
for image classification, which is often the case in production
environments.

The results of the experiments suggest that the WideResNet
architecture is relatively vulnerable to adversarial attack. In our
previous work we observe lower vulnerability of the models
with worse classification performance that were characterized
by the lack of residual connections. It can be speculated that
extensive feature reuse by means of residual connections can
worsen the model resiliency to attacks. Yet, this hypotheses
remains one of the possible future work topics.

We also recognize the potential suitability of our method to
attack convolutional networks, for they internally operate on
patches of the input image, as the cross-over operator combine
individuals by swapping their rectangular crops. We believe
that this enables the method to combine promising regions of
perturbation to gradually form a successful adversarial
example.

We believe that apart from the study of adversarial attacks,
study of defenses against those is just as important, if not more.
We assume that improvements in dataset augmentation as well
as employing methods of adversarial attacks to the process of
training may lead to significant improvements in resilience of
deep learning models. Apart from these, the study of feature
reuse and its consequences with respect to adversarial attacks
may offer interesting insights.
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