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Abstract—Text summarization plays an important role in various NLP applications. Using templates with generation methods is an effective way to address abstractive summarization. However, existing template-enhanced generation approaches use templates in a naive way and mainly adopt RNN-based Seq2Seq models, so they cannot make full use of valid information in the templates and suffer from templates’ noise. To mitigate these problems, we propose a new abstractive summarization model called Summarization Transformer with Template-aware Representation (STTR), which uses a template-aware document encoding module and a document representation shifting loss to preserve the useful information and filter the noise of the template. The experiments on the Gigaword and LCSTS datasets show that our method outperforms baseline models and achieves a new state-of-the-art.

I. INTRODUCTION

The goal of text summarization is to shorten an original article or paragraph while retaining important information. There are two main approaches to do this: extractive and abstractive summarization. Extractive summarization directly selects sentences from the original text as summary. Abstractive summarization rewrites and generates sentences by understanding the source input. We focus on abstractive summarization, which can produce summaries more flexibly.

Due to the complexity of natural language and the redundant information present in texts, generating summaries based only on the source articles themselves presents a significant challenge. As a result, a great deal of works has tried to add external information for guiding the generation. The external information includes keywords [1], [2], topics [3], entities [4] and even summarization templates. Existing research shows that introducing templates to generation models is an efficient way to generate concise and coherent summaries and achieves the state-of-the-art performance [6].

For template-enhanced generation approaches, there are two subtasks to address: templates construction and summarization generation with constructed templates. Templates, largely created by experts with domain knowledge, are widely used in traditional summarization methods [5]. However, handcrafted templates cannot adapt to semantic changes in the original text. In recent years, summarization resources become more and more abundant. This makes it possible to construct better templates by retrieval methods. In this work, we only focus on making full use of templates and simply use the existing retrieval method to construct the templates.

For generation with constructed templates, existing methods can be divided into two types: separately encoding for template and document [7], and interacting encoding for template and document [6]. However, all of them do not make full use of the template and may introduce some noise to the decoder. Wang et al. [6] proposed BiSET, which uses bi-directional selective encoding and achieves the state-of-the-art in previous works. However, we think bi-directional interaction will introduce noise to the representation of the document because of the non-filtered information in template. And separately encoding for template and document does not select useful information. To mitigate these problems, we propose a novel method called Summarization Transformer with Template-aware Representation1 (STTR), which includes two Transformer-based encoders and a Transformer-based decoder compared to bi-directional interaction. We only adopt a multi-head attention mechanism to get a template-aware encoding of the document, which selects effective semantics related to the document. It plays an important role in avoiding the noise of the template. Further, we assume that if the information selected by the attention mechanism is useful and noise-free, it will be close to the target representation and be more helpful to construct the target. So we further propose a document representation shifting loss to force the template-aware encoding of the document shift to the representation of the target. Finally, we use both template-aware encoding and the original representation of the document to generate the summaries.

Extensive experiments are conducted on Gigaword [22] and LCSTS [23] datasets, which are widely used abstractive summarization benchmarks. The results are evaluated by ROUGE [24] metric. Experiment results show that our method outperforms the existing baseline model and achieves a new state-of-the-art. The ablation test shows the effectiveness of STTR’s components. We further conduct experiments and confirm that the similarity between the target representation and the selected information is positively correlated to the performance, we also test the robustness of our method by using different quality templates and experiment shows that our method can consistently outperform the baselines with
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1All our code is available at: https://github.com/SunJMMMM/STTR
different templates.

Overall, our contributions can be summarized as follows:

- A novel template-based abstractive summarization model, STTR, which is applied with template-aware document encoding module and document representation shifting loss.
- The robustness of the STTR and the effectiveness of the proposed components are verified through extensive experiments.
- Evaluation of the proposed model using benchmark datasets confirms its capacity to deliver new state-of-the-art performance.

II. RELATE WORK

A. Abstractive Summarization

There are two principal approaches to text summarization: extractive, and abstractive summarization. They both try to create a shorter version of a source document while retaining the key information. Unlike the extractive approach [9], [10], abstractive summarization aims to generate new content that is based on an understanding of the article, which is closer to human-based approaches. A number of abstractive methods have been proposed recently, all of which perform well. Rush et al. [11] proposed an RNN-based sequence-to-sequence model with an attention mechanism to generate the summaries. In [12], a copying mechanism was incorporated that directly copies words from the original text to solve the problem of out-of-vocabulary. In [13], a coverage mechanism was proposed that preserves the attention history to prevent the repetition of high-probability words. A CNN-based module is introduced in [14] to learn document representation and used to filter the redundant information in the encoder. Song et al. [15] fine-tuned the BERT [30] by setting seen and unseen words. This strengthens its ability to generate unknown words, enabling it to deliver good results on the Gigaword dataset.

B. Template-based Summarization

Some works have attempted to introduce additional information to guide the generation of the summary, including template information. In [5], the summarization is guided by constructed templates. However, these time-consuming summaries are manually created and require domain knowledge. Template information is also added in [7] by retrieving similar summaries from the dataset and directly connecting them to the input. Wang et al. [6] proposed a merge strategy that consists of T2A and A2T mechanisms to soft-filter the source information. These template-based methods mostly use RNN to extract and merge template information. Our model, by contrast, uses the Transformer architecture and has an attention mechanism to extract and merge the key information.

C. The Transformer

The Transformer [8] is a sequence-to-sequence architecture, the strength of which is founded upon its self-attention mechanism. In comparison to RNN, it can capture deeper, finer-grained features and superior parallelism. It has been widely used as a powerful baseline in neural machine translation and has also been applied to text summarization. In [16], a constructive attention approach is proposed that provides additional irrelevancy attention features, so that the model can better distinguish the input content. The attention mechanism is strengthened in [17] by constructing a learnable position bias and modelling the importance of each word at the decoding step. Cai et al. [18] obtained a document-level information through a CNN-based module which is added to the Transformer to enhance its ability for generating summaries. Unlike the above approaches, where original document information is used to optimize the transformer, our model looks at how to integrate template information into the Transformer architecture to achieve better results.

III. PROBLEM FORMULATION

For a source document, \( X = \{x_1, x_2, \ldots, x_{L_x}\} \), there is a ground truth summary, \( Y = \{y_1, y_2, \ldots, y_{L_y}\} \) where both consist of a list of words. \( L_x \) and \( L_y \) are the lengths of the source document and the summary, respectively. In template-based summarization, another pair of texts, \( \{\hat{X}, \hat{Y}\} \), are retrieved from the training corpus, according to the similarities between \( X \) and \( \hat{X} \). The corresponding summary of \( \hat{X} \) (i.e. \( \hat{Y} \)) is considered the template summary of \( X \), which can be formulated as \( T = \{t_1, t_2, \ldots, t_{L_t}\} \). Given a tuple of \( \{X, T\} \), STTR learns to estimate the conditional distribution of generating the summary, \( Y \). This is denoted by \( P_\theta(Y|X, T) \), where \( \theta \) is the parameter of STTR.

IV. METHOD

In this section, we describe our Summarization Transformer with Template-aware Representation (STTR) in detail. We begin with the multi-head attention mechanism. This is used in both of the Transformer and our proposed integration approach. Then, we look at the Transformer, which provides the baseline model for the STTR. Finally, we describe our template-aware document encoding module and document representation shifting loss.

A. Multi-head Attention Mechanism

To capture the representation of the input document, the Transformer uses a multi-head attention mechanism. This can capture long-term dependencies and more detailed features than RNN and CNN. The multi-head attention mechanism is also used in the STTR to extract the representation of the template and merge it with the source representation. It is based on Scaled Dot-Product Attention [8]:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]

where, \( Q \in \mathbb{R}^{n \times d_k} \), \( K \in \mathbb{R}^{m \times d_k} \) and \( V \in \mathbb{R}^{m \times d_v} \) represent the query, key and value, respectively. \( \mathbb{R} \) is real field. \( n \) and \( m \) are the length of the query and key/value sequences, respectively. \( d_k \) and \( d_v \) are the dimensions of the key and the value, respectively. Through the attention mechanism, we can
convert $V$ into a new sequence, according to the correlation between $Q$ and $K$.

Further, the multi-head attention mechanism concatenates multiple basic attentions with different parameters to reinforce its capability:

$$\text{MultiHead}(Q,K,V) = \text{Contact}(\text{head}_1, \ldots, \text{head}_h)W$$

where $\text{Contact}(\cdot)$ operation concatenates $h$ basic attentions into a final value with the dimension of $d_v$; $W \in \mathbb{R}^{d_v \times d_{model}}$ represents the final linear projections and $W^Q_i \in \mathbb{R}^{d_k \times d_k}$, $W^K_i \in \mathbb{R}^{d_k \times d_k}$ and $W^V_i \in \mathbb{R}^{d_v \times d_v}$ are all learnable parameters.

B. Transformer Baseline Model

Input Due to the structure of the multi-head attention mechanism, the distance between any two words is equal, which leads to a lack of positional information. To solve this, the Transformer adds positional encoding by using a heuristic sine and cosine function:

$$PE_{\text{pos},2i} = \sin(\text{pos}/10000^{2i/d_{model}})$$

$$PE_{\text{pos},2i+1} = \cos(\text{pos}/10000^{2i/d_{model}})$$

where, $\text{pos}$ is the position of word in text; $i$ is the dimension index of embedding, and the dimension of model is $d_{model}$.

The final input is the sum of token embedding and position embedding:

$$E_{\text{input}} = E^{w}_{\text{input}} + E^{p}_{\text{input}}$$

where $E^{w}_{\text{input}} = \{e_1, e_2, \ldots, e_{L_{\text{input}}})$ are the token embedding and $E^{p}_{\text{input}} = \{p_1, p_2, \ldots, p_{L_{\text{input}}})$ are the position embedding of each word in input text.

Encoder The encoder is used to extract the features of the input text and represent them as a vector. It is a stack of $N$ layers, each composed of two sublayers: a multi-head self-attention layer and a fully-connected feed-forward network. Each layer is surrounded by an $\text{AddNorm}$ operation, which is a combination of residual connections and layer normalization.

The multi-head self-attention layer is the same as the multi-head attention detailed above, where $Q = K = V$. The output of the $n$-th multi-head self-attention layer of the source document can be defined as follows:

$$Z^s_n = \text{AddNorm}(\text{MultiHead}(H^{n-1}_s, H^{n-1}_s, H^{n-1}_s))$$

where, $H^{n-1}_n$ is the output of the $n-1$ encoder layer. $H^0_s$ is the source document input:

$$H^0_s = E_s$$

The feedforward network (FFN) sublayer of the $n$-th layer can be formalized as:

$$H^n_s = \text{AddNorm}(\text{FFN}(Z^n_s))$$

$$\text{FFN}(Z^n_s) = \text{relu}(W^n_s Z^n_s + b^n_s) + b'^n_s$$
where, \( W^n, b^n, h^n \) are all learnable parameters. \( H^N \) is the final encoder output of the source document \( x \).

**Decoder** The purpose of the decoder is to generate the summary from the encoder information. It is also a stack of \( N \) layers with three sublayers: a masked multi-head attention layer; a multi-head attention layer; and a feed forward layer.

Like the encoder, to obtain a vector representation of the summary, the multi-head self-attention applies a mask matrix to prevent the future word from being unknown:

\[
H_{ms}^n = \text{AddNorm}(\text{MultiHead}^n(H_{dt}^{n-1}, H_{ms}^{n-1}, H_{dt}^{n-1})) \tag{11}
\]

where, \( H_{ms}^{n-1} \) is the output of the \( n-1 \) decoder layer and \( H_{dt}^0 \) is the target text input:

\[
H_{dt}^0 = E_t \tag{12}
\]

After this, cross-attention is applied between the encoder and decoder. Thus, the representation of the current decoding step can be transferred to the source representation:

\[
H^n = \text{AddNorm}(\text{MultiHead}(H_{ms}^n, H^N, H^N)) \tag{13}
\]

Then, FFN is applied to get the final representation:

\[
H^n_{dt} = \text{AddNorm}(\text{FFN}(H^n_{dt})) \tag{14}
\]

The probability of the generated word is calculated by using a linear layer and a softmax operation:

\[
p(y_i|y_{<i}, x) = \text{softmax}(h_i^{N}W_o) \tag{15}
\]

where, \( W_o \in \mathbb{R}^{d_{model} \times |V_t|} \), with \( |V_t| \) being the size of the target vocabulary and \( h_i^{N} \) is the \( i \)-th element in \( H^n_{dt} = \{h_{1dt}, h_{2dt}, \ldots, h_{L_xdt}\} \).

The generation loss is trained by minimizing the cross-entropy loss, which maximizes the probability of generating a ground truth summary:

\[
\mathcal{L}_{\text{mle}} = - \sum_{i=1}^{L} \log p(y_i^*|y_{<i}, x) \tag{16}
\]

C. Template-aware Document Encoding

In our approach, we do not focus on the retrieval module and follow previous work [6] by retrieving the templates from training corpus. After that, the template information is integrated into the Transformer architecture and proposed STTR to make full use of the template summary.

As with the encoder of the source text, a template encoder with \( N \) layers is applied to extract the template features, as follows:

\[
H^n_t = \text{AddNorm}(\text{FFN}(Z^n_t)) \tag{17}
\]

\[
Z^n_t = \text{AddNorm}(\text{MultiHead}(H^{n-1}_t, h^n_{ms}, H^{n-1}_t)) \tag{18}
\]

where, \( H^0_t \) is the template sentence input:

\[
H^0_t = E_t \tag{19}
\]

To let the template guide the source by focusing on the key content, multi-head attention is applied between the source representation and target representation:

\[
H_{ts} = \text{AddNorm}(\text{MultiHead}(H^N_t, H^N_s, H^N_s)) \tag{20}
\]

In this way, a template-aware document representation can be obtained that is tightly related to the content of the template, thus achieving the goal of filtering out irrelevant information. However, the source document also contains content that is not in the template and that is useful for the target. We need the model to be able to select the original content or the transferred content.

To achieve soft selection of either the original document or the template-aware document, a gated sum mechanism can be applied:

\[
g = \sigma(W_g[H_{ts}, H^N_s] + b_g) \tag{21}
\]

\[
S^N = g \odot H^N_s + (1 - g) \odot H_{ts} \tag{22}
\]

where \( W_g \), \( b_g \), are all learnable parameters. \( \odot \) means the element-wise multiplication. \( \sigma \) is the sigmoid activation function. The final output of the encoder changing from \( H^N_s \) to \( S^N \).

D. Losses of STTR

**Document Representation Shifting Loss** As the templates are summaries from other similar articles, there may be some content that is irrelevant to the target summary. Inspired by [19], which makes the sentence representation between source and target closer in neural machine translation, we propose minimizing the difference between the template-aware document and target representation to reduce the impact of the noisy information in the templates. A mean operation is applied to the target and template-guided document representation because this has proved effective at obtaining the sentence representation of a sequence [20], [21]. After this, a document representation shifting loss is applied to narrow the gap between the template and target:

\[
\mathcal{L}_{\text{mse}} = \left\| \hat{H}_{ts} - \hat{E}_t \right\|^2 \tag{23}
\]

where, \( \hat{\cdot} \) is the mean operation. Through the document representation shifting loss, the template-aware document representation can be brought closer to the target space during training, thus filtering out the irrelevant information in the template.

**Generation Loss** Similar to the Transformer baseline, the generation loss of STTR is trained by minimizing the cross-entropy loss, which maximizes the probability of generating a ground truth summary with the corresponding template \( t \).

\[
\mathcal{L}_{\text{mle}} = - \sum_{i=1}^{L} \log p(y_i^*|y_{<i}, x, t) \tag{24}
\]

The final training loss is:

\[
\mathcal{L} = \mathcal{L}_{\text{mle}} + \mathcal{L}_{\text{mse}} \tag{25}
\]

V. EXPERIMENTS

A. Dataset and Evaluation Metrics

We conducted experiments on Gigaword and LCSTS datasets, which are widely used benchmark datasets for abstractive text summarization. Each sample in the Gigaword dataset is a pair of sentences that consists of the first sentence
of an article with its headline. The train/validate/test splits of the extracted corpus contained 3.8M/8K/2K instances. For a fair comparison, we used the version preprocessed by [6], which contains the source-target pairs and the retrieved templates\(^2\). The LCSTS dataset is a large Chinese short text summarization dataset collected from the microblogging website Sina Weibo. We followed Hu et al. [23] to preprocess the dataset, and the train/validate/test splits of the dataset are 2.4M/8K/0.7K.

Following the previous work [22], we employed the ROUGE presented in [24] as our evaluation metric. The ROUGE metric computes the overlapping lexical units between the generated summaries and the reference summaries where the official ROUGE script is applied. We used the full-length F1 scores of ROUGE-1, ROUGE-2 and ROUGE-L to evaluate the generated summaries, which corresponds to unigram, bi-gram and longest common subsequence overlaps.

### B. Implementation Details

We implemented the experiment in PyTorch on 2 Tesla V100s. A byte-pair encoding algorithm [5] was used to segment the words for the Gigaword dataset, with the vocabulary size being about 15000. For the LCSTS dataset, we took the character-level sequence for training and evaluation. The vocabulary size was about 10000. The source embedding, target embedding, and linear sublayer are shared with a dimension size of 512. The STTR model used four attention heads, with the dimension of the feed-forward network being 1024. We set the layer number for the template encoder, source embedding, and linear sublayer are shared with a dimension size of 512. The STTR model used four attention heads and reduced to a \(\beta_1 = 0.9\), \(\beta_2 = 0.98\) and \(\varepsilon = 10^{-9}\). The learning rate was \(10^{-4}\) and reduced to a half when the validation loss did not improve. The dropout rate was set to 0.1. For a fair comparison with previous work [6], we used beam search of size 5 to generate the summaries during decoding.

### C. Main Results

Tables I and II show the main results of applying the proposed model on the Gigaword and LCSTS datasets. We compare with models based on the different structure including RNN, CNN and Transformer. We also compare it against methods that introduce external information, including templates, keywords and topics.

The baseline models for Gigaword include the following: ABS+ [11], which is an RNN-based model enhanced by local attention and hand-extracted features. Pointer-Generator [13] is an RNN-based model with a pointer mechanism which enables the model to copy a word from the original text. Further, it introduces a coverage mechanism to avoid the duplication of generated content. Global [14] uses a CNN-based module to capture a document representation, which is then used to filter the source input. RL-Topic-ConvS2s [3] is a convolutional sequence-to-sequence model trained through reinforcement learning that adds topic information into the model. ContrastiveAttention [16] is a Transformer-based model, which applies opponent attention to help model focus more on the relevant part. ControlCopying [15] treats the text summarization as a language modelling task and fine-tunes BERT by masking seen and unseen word separately. Re3 [7] uses a retrieval module to retrieve templates and directly connect it with the source input. BiSET [6] further uses a template-to-article (T2A) and article-to-template (A2T) mechanism to enhance template integration.

The baseline models for LCSTS included: RNN context [23], which is an RNN-based model with attention mechanism. CopyNet [12] adds a copy mechanism into an attention-based sequence-to-sequence model. DRGN [27] is a conventional sequence-to-sequence model with a deep recurrent generative decoder that is used to improve the quality of summaries. Actor-Critic [28] uses a reinforcement approach during the training of model to overcome the typical problems encountered by teacher-forcing methods. SuperAE [29] uses an adversarial learning approach to supervise the representation of the source text. Keyword [1] uses a TextRank algorithm to extract the keyword from the article and add them into the model. The Global and ContrastiveAttention (mentioned above) were also used as baseline models for LCSTS.

As can be seen in Tables I and II, the proposed model

---

\(^2\)Preprocessed data are available at: https://github.com/InitialBug/BiSET
outperformed the baseline models across both datasets. In the Gigaword dataset, STTR performed better than ControlCopying, which is a Transformer-based model using BERT as additional information and achieves SOAT without template information. The results show that it is more useful to introduce templates than other external information. Additionally, our model improved the performance by 4.47 for ROUGE-1, 2.95 for ROUGE-2 and 3.44 for ROUGE-L scores compared with the template-based summarization model BiSET. The results show the advantages of using a Transformer architecture in template-based abstractive summarization and the effectiveness of the proposed methods. In the Chinese LCSTS dataset, our model outperforms the best model ContrastiveAttention by 0.86 for ROUGE-1, 2.94 for ROUGE-2 and 1.86 for ROUGE-L, which is also a Transformer-based model. These results show that our proposed methods are equally effective in different languages and performs better at the sentence level (i.e. R-2, R-L).

D. Ablation Study

We also undertook an ablation study using the Gigaword dataset to assess the performance gain acquired by adopting the proposed integration approach and loss. We compared the integrated approach with a simple connection method and the previous work, BiSET [6] to verify that the proposed method is suitable for a transformer architecture.

In Table III, the first row is the Transformer baseline, which does not integrate the template information. The results show that the Transformer baseline has a competitive result compared to previous RNN-based models. In the second to fourth line, we added template information into the Transformer and tested three different merge approaches. In the Connection approach there was a simple connection between the source document and the template representation after applying the encoder. BiSET involved merging the source and template by using a T2A and A2T mechanism, as proposed in the original BiSET paper [6]. ‘Attention’ refers to the proposed approach, which uses multi-head attention to get the template-guided document representation and then use gated sum to soft select the key information. The results show that the performance improved, indicating that the introduction of the template had a positive effect. The Connection approach performed better than BiSET, which implies that BiSET is not suitable for the Transformer architecture. The results of the proposed Attention method (in the fourth line) are significantly better, underscoring the effectiveness of the proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Gigaword</th>
<th>LCSTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROUGE-1</td>
<td>ROUGE-2</td>
</tr>
<tr>
<td>Transformer</td>
<td>37.03</td>
<td>17.94</td>
</tr>
<tr>
<td>+BiSET</td>
<td>41.39</td>
<td>21.03</td>
</tr>
<tr>
<td>+Connection</td>
<td>42.39</td>
<td>21.46</td>
</tr>
<tr>
<td>+Attention (our approach)</td>
<td>43.47</td>
<td>22.46</td>
</tr>
<tr>
<td>+Attention +MSE Loss (our full approach)</td>
<td>43.58</td>
<td>22.73</td>
</tr>
</tbody>
</table>

Finally, we looked at using the proposed loss technique. Here, the results were even better. In particular, the loss improved the performance significantly at the sentence level (i.e. R-L). This means that having a similar template-aware document and target at the sentence-level can improve the overall quality of the generated text.

E. Sentence-level Similarity Analysis

We also examined the impact of sentence-level similarity on the ROUGE score. Following the previous work [26], we used cosine similarity to measure the distance between two vectors. In detail, we first applied a mean operation to the template-aware document representation and target representation. We then calculated the cosine score of these two vectors:

\[ \text{sim} = \cosine(\hat{H}_t, \hat{E}_t) \] (26)

Since the cosine similarity ranges in \([-1, 1]\), we normalize the results to \([0, 1]\).

It can be seen from Table IV that, after adding the loss, the similarity between the two representations increased. Moreover, there is a positive correlation between the similarity and the ROUGE-L score, further confirming that the proposed method is effective.

F. Robustness

We further evaluate the robustness of our proposed model with different qualities of templates on ROUGE-2 metric. To do that, we first briefly describe the Fast Rerank module in previous work [6] and our experiment settings. After that, we calculated the rouge metric of the template itself and the scores of the two models which are STTR and BiSET under different templates.

The retrieval of templates is divided into two stages. First, a standard information retrieval library \(^3\) is used to retrieve a small number of candidate article-summary pairs, according to their similarity. After that, a Fast Rerank module is used to estimate the correlation between the retrieved summaries and the query article. The summary with the highest score is used as the template. It is composed of a Convolution Encoder Block, a Similarity Matrix and a Pooling Layer. This makes it possible to estimate the correlation between a query article and retrieved summaries quickly and accurately. In detail, we set the rerank number of template candidates to 5, 10, 20 and 30, which results in different quality of templates. Further, we constructed a random-selected template which is totally irrelevant with source document.

\(^3\)https://lucene.apache.org
In Fig. 2, the blue line represents the template score, which increased with the reranked candidate number, and the random-selected templates are zero. It can be seen by comparing the blue and red lines that STTR always performed better than templates with different qualities. This suggests that the model can learn and select useful information from the template to help generate the summary. Even if the abstract is randomly selected, the model can still produce relatively normal results, showing that the model does not completely rely on the template. It can be seen from the red and blue lines that the score of BiSET grows slowly with the improvement of the template quality. However, STTR can always extract useful information from the template and further improve the quality of the generated abstract.

G. Case Study

Table V shows the example of generated summaries on both datasets. Additionally, we added the results of Transformer baseline and STTR without proposed loss. The key information of reference, Transformer baseline and template are colored in red, blue and green, respectively. From the example, we can conclude that:

1) The introducing of template information can result in better summaries. For example, in the first article, the STTR without proposed loss generates the correct number of died people which is ‘four’, as mentioned in the template while the Transformer generates the wrong number ‘two’. In the second article, the templates-guided models all pay attention to the correct point, ‘payment’, while the Transformer baseline pay attention to the wrong point, which is ‘settlement business’. It can be seen that a proper template can guide the model without deviating from the main idea of the article and not making factual errors to some extent.

2) Soft select attention can avoid noisy information in the template. For example, in the first article, the STTR without loss changes the ‘boiler blast’ in the template to ‘bomb blast’, which is the true fact in reference. In the second article, the ‘market share’ in the template is not shown in the summaries. This indicates that the model can avoid irrelevant information while extracting useful information. It further proves that the model does not completely rely on template information.

3) Adding the proposed loss can make the generated summaries more cosine. As in the first article, the STTR detail describes people who are ‘woman street cleaner and three daughters’ and remove the word ‘bomb’ which makes the structure of generated summary more closer to the reference. Also, in the second article, the generate summary of STTR mentioned the ‘ranking’ in the reference which does not appear in the other two models.

VI. CONCLUSION

In this paper, we proposed a Summarization Transformer with Template-aware Representation (STTR) which introduced template information into the transformer architecture. We extend a template encoder to extract template information and merge it into the architecture through an attention mechanism. Additionally, we proposed a document representation shifting loss to make the representation between them closer. The experiment result shows our proposed model achieves state-of-the-art on Gigaword and LCSTS datasets. The further experiment shows the effectiveness of our integration approach and proposed loss.
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