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Abstract—Nowadays, the recognition of group activities is a
significant problem, specially in video surveillance. It is increas-
ingly important to have vision architectures that automatically
allow timely recognition of group activities and predictions about
them in order to make decisions. This paper proposes a computer
vision architecture able to learn and recognise group activities
using the movements of it in the scene. It is based on the Activity
Description Vector (ADV), a descriptor able to represent the
trajectory information of an image sequence as a collection of the
local movements that occur in specific regions of the scene. The
proposal evolves this descriptor towards the generation of images
able to be the input queue of a two-stream convolutional neural
network capable of robustly classifying group activities. Hence,
this proposal, besides the use of trajectory analysis that allows
a simple high level understanding of complex groups activities,
takes advantage of the deep learning characteristics providing a
robust architecture for multi-class recognition. The architecture
has been evaluated and compared to other approaches using BE-
HAVE and INRIA dataset sequences obtaining great performance
in the recognition of group activities.

Index Terms—D-ADV, group activity recognition, deep learn-
ing, convolutional neural networks, video surveillance.

I. INTRODUCTION

The analysis of human behaviour has taken a lot of effort
in the area of artificial intelligence and still a very significant
problem. Numerous applications are related to this problem,
highlighting Video Surveillance [23] and Ambient-Assisted
Living [14]. There, computer vision techniques along with
machine learning methods were used to cope with the different
aspects of the problem. Currently, most real cases involve
multiple individuals conforming a group or even a crowd in
the scene, and it is of high relevance to study the behaviour
in this situations [12]. Regardless the level of application,
the traditional pipeline of a machine learning method able to
deal with the analysis of human behaviour is divided into two
main stages: feature extraction and data analysis (each of these
stages can be sub-divided into parts).

The feature extraction stage is usually the fundamental key
of the method as it is close related to the performance of
it. Moreover, the design process sometimes requires domain
knowledge about the problem to be solved. Hence, this stage
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is heterogeneous and very different for the proposed methods
in the literature due to it is the main contribution. Hence,
it includes from pre-processing techniques, which includes
cleaning, aligning images if we have multiple sources, etc.,
to the proper methods able to describe the expected output
class. It includes methods to detect and track the Region-of-
Interest (ROI) by segmenting the images and estimating the
motion of it in the sequence. Image segmentation has been
widely tackled using traditional techniques [39], [49] and,
recently, Deep Learning (DL) approaches [21]. After the ROI
is segmented, several works track it to estimate the motion
in the scene. Ojha et al. reviewed some tracking technique
in [40], and more recently Yazdi and Bouwmans presented in
[55] a review of new tracking methods including deep learning
approaches.

Regarding the data analysis, supervised and unsupervised
learning are the two main approaches. They are fed with
the descriptors calculated previously (trajectories, descriptors,
ROI blob, etc.) in order to estimate the predefined behaviour
or action that are performed in the group (supervised) or
to help finding previously unknown patterns in the data
set without preexisting classes. Nowadays, the emergence
of the deep learning approaches has dramatically improved
the state-of-the-art providing a significant improvement in
machine vision problems. Deep learning increases the number
of hidden layers in neural networks and potential layer-to-
layer transformations, allowing multiple levels of abstraction
and learning complex functions [31].Deep learning approaches
tend to perform the whole pipeline in one single network
architecture, where the raw images are fed and the result is the
actual behaviour occurred [2], [29]. Traditional and DL-based
proposals are reviewed [9], [15], [46].

Despite the large effort made by the science community
to improve the human behaviour analysis, there is still room
for improvement, mainly in multi-class classification where
various activities are considered [30]. Moreover, the lack
of generality in current proposals, in terms of number of
individuals in the scene (i.e, from group of two people to
crowds), makes it difficult establish a reference architecture to
define how to approach different cases using similar proposals.
This motivates us to define a deep learning solution, as proved
to outperform classic machine learning ones, to, regardless the
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number of individuals, classify the behaviour using motion
information. It has been demonstrated that using trajectory
descriptors improves the quality of the actual behaviour es-
timation as it provides a simple high level of understanding
of complex group activities. The Activity Description Vector
(ADV) [4], [6] showed a very good performance, regardless
the use of different classifiers, in the description of activities
related to individuals. It also, demonstrated its predictive
capabilities not only the capabilities of it to papers behaviour
from new inputs but also to detect behaviour using a portion
of the input, to early detect the behaviour performed by a
person in a scene [5], [8]. Finally, an ADV variant was
also specified to analyse group behaviour (GADV) in [3]
showing also excellent results. The GADV is calculated from
the trajectory described by the group and by the individuals
who form it. Specifically, it uses three different components:
the trajectory followed by the group, the coherence of the
individual trajectories in the group and, finally, the movement
relationships among different groups in the scene.

Hence, the main objective of this work is to combine the
advantages of the ADV to represent activities based on the
trajectories of the subjects, and the deep learning approach
by introducing the motion description as an ADV variant
in a Convolutional Neural Network architecture. From this
objective, the contribution of the paper is the improvement of
the generality and the performance in multi-class classification
of group activities. Moreover, the use of the ADV variant
allows to train the model using small sets of labelled data
as opposed to using large volumes of data for training it.
Instead of learning from raw image sequences, the use of the
ADV variant allows the network to learn features from that
descriptor, reducing the solution space.

The remaining of the paper is structured as follows: Section
II where a state-of-the-art review is presented; Section III
introduces the Deep ADV (D-ADV) proposal with a detailed
explanation of the different components in the architecture
for group action recognition; Section IV shows a set of
experiments that prove the performance of the proposal; and
finally, Section V concludes the paper summarizing the main
contributions and achievements, as well as future works.

II. RELATED WORKS

Human Behaviour Analysis (HBA), also known as Hu-
man Behaviour Recognition, consists in detect the ac-
tion/activity/behaviour of people using Artificial Intelligence
(AI) techniques. Different approaches tackle this problem from
different perspectives, either on a low level of understanding
as a single action (e.g. move a hand), or on more complicated
behaviour (e.g. shopping) [12], [14]. On the other hand, the
interest could be focused on a single person or groups and
crowds [18].

Human behaviour analysis was initially studied with tra-
ditional Machine Learning techniques, and in the last years,
Deep Learning (DL) solutions have shown an improvement
in the accuracy of the results. Classic HBA proposals used
several of the well-known AI methods, such as, Markov

models (HMMs) [47], SVM [48] and AdaBoost [37] clas-
sifiers, Intrusion Detection System (IDS) [54], probabilistic
classification methods [36], [44] and stochastic sampling [41],
[50] , shape model analysis from 2D and 3D data [22], Hu-
man computer Interactions [1], [42], [42], behaviour semantic
classification [1], [52], [57]. Also, methods such as Self-
Organizing Map (SOM) [28], Supervised Self-Organizing Map
(SSOM) [43], Neural GAS (NGAS) [35],Linear Discriminant
Analysis (LDA) [10], Markov Chain Monte Carlo (MCMC)
[32], Gaussian Mixture Model (GMM) [32],Histogram of
Optical Flow (HOF) [24] have been used.

However, all those methods needed a pre-processing of
the images to segment and track the person or people, and
after to feed the classifier with that information. This made
the classification highly dependant on the quality of each
of the steps (segmentation, tracking, classifier). Using a tra-
jectory descriptors has been proved to improve the results
as it minimizes tracking noise and provides a homogeneous
representation of the motion in the scene. Activity Description
Vector (ADV) [4], for instance, was evaluated with various ML
methods outperforming the previous approaches. Moreover,
it was extended to Group HBA (GADV) [3] with similar
improvement, and tested in prediction [5], [8] problems.

In computer vision research, deep neural networks have
evolved to be used consistently because of their good results.
Deep learning methods have gained superiority over others
in the field of image recognition and classification in single
images and sequences, as LSTM-based action recognition
[19], [33], [51], [51], multi-streams based architectures to
behaviour recognition [25], [26], [53],skeleton-based to human
behaviour recognition [17], [34], [45].

III. LEARNING ARCHITECTURE FOR GROUP ACTIVITY
RECOGNITION

The Activity Description Vector (ADV) [4] proposal con-
sists of a representation method that takes as a reference the
scene or terrain where a person moves as a basic geometric
model to describe his or her trajectory. Using the ADV
descriptor to extract movement characteristics, and based on
it to recognize human behaviour, some extensions have been
provided [6], [7]. In this paper, the deep variant of the ADV,
coined D-ADV, is presented. The main stages of the pipeline
are presented in Fig. 1. The D-ADV is able to classify several
classes from a sequence of images. It can be divided into two
parts. First, two images called LRF and UDF are calculated.
After that, a CNN based classifier with two streams is used to
determine the classes presented in the image sequence.

A. Activity Description Vector

The first stage of the pipeline calculates a representation of
the image sequence as a deep variant of the original Activity
Description Vector (ADV). It is a trajectory-based feature
initially presented in ADV [4] for representing trajectory data
with classification purposes. For the sake of completeness, a
brief summary of the ADV is shown but we refer you to [4],
[6] for further details about its calculation.



Displacement
calculation

Accumulative
displacement

calculation

image sequence

ws: window
size

Foreground
extraction

background

CNN based
image classifier

CNN base
image classifier

C
la
ss
es

Accumulative
frequency
calculation

D-ADV representation stage Classifier stage

It

UDF

LRF

F

L,R

U,D

F

Fig. 1: Pipeline of the D-ADV method. The D-ADV architecture is mainly divided into two parts, D-ADV representation stage
were the displacement is calculated using ADV descriptor from a sequence of data and its optical flow movement. The second
stage defines the classifier using two ResNet50 classifiers, one for each image (LRF and UDF ), and a fully connected layer
using late fusion to decide the class.

ADV uses the number of occurrences of a person in a
specific point of the scenario and its local movements in it.
This method tessellates the ground scenario, G, in cellular
regions as a grid, C, to discretize the environment. It is
important to mention that, in order to have a more accurate
result, G should be flatten using, for instance, homography.
Each cell of the grid has information of the movements in
the region including up (U), down (D), left (L), right (R) and
frequency (F) data. The four former values are extracted from
the single displacement between two consecutive points. If we
focus on the U movement, it is calculated as follows:

U(pi) =

(pi − pi−1) ·
[
0
1

]
if

(pi−pi−1)·

0
1


‖(pi−pi−1)‖ > 0

0 otherwise

(1)

where pi and pi−1 are two consecutive locations of the trajec-
tory of an individual in G, and knowing that U is assumed to
be a displacement in the positive vertical y axis. This formula
is similar in the other three displacements. On the other hand,
frequency, F, is estimated as the number of occurrences of a
person that is in a specific point.

Finally, the ground plane G is spatially sampled in a matrix
C of m × n cells, so that the transformed points pg and the
functions of frequency and movements of it are in one of
the cells of the matrix C. Each cell will describe the activity

happened in that region of the scene considering the vector of
relevant values, called Activity Description Vector (ADVC).
This vector will be composed by the frequency and the U, D,
L and R movements of all points of the ground plane inside
a cell:

ADVC = 〈F,U,D,L,R〉 (2)

Therefore, within a particular cell, the accumulative his-
tograms of the movements U, D, L, R and F for the points on
G of the cell Ci,j of C are calculated. Let u × v the actual
size of the scenario, split in m × n cells, and pk,l the point
located in the position k and l of the G space, each ADV in
a cell is:

∀ci,j ∈ C ∧ ∀pk,l ∈ G/i =
⌊
kxm
u

⌋
∧ j =

⌊
kxn
v

⌋
ADVi,j =

(∑
F (pk,l),

∑
U(pk,l),

∑
D(pk,l),∑

L(pk,l),
∑
R(pk,l)

)
(3)

With this feature, the trajectory is described by dividing
the scene into regions and compressing the data in cumulative
values. It is interesting to highlight that Activity Description
Vector integrates the trajectory information without length and
sequential constraints.

B. D-ADV: activity descriptor for deep learning purposes
The D-ADV uses a sequence of images as input. In contrast

to ADV, the D-ADV is not based on the specific and individual



movements of a person in the scene and the occurrences in
it (i.e. Frequency). It considers the apparent motion of the
subjects in the visual scene and the appearance of them as-
suming a specific background. For the former, the optical flow
calculation is the starting stage of the process. It calculates
the optical flow between two consecutive frames (t, t + δt)
of the sequence by using the differential method as the most
widely used method [27]. It is based on the assumption
of image brightness constancy: given a video sequence, the
intensity of the pixel (x, y) of the frame t, It(x, y), remains the
same despite small changes of position and time period. Let
(δx,δy,δt) the small change of the movement, and assuming
the brightness constancy and expanding as Taylor series, it can
be expressed and approximated as (more details can be found
in [13], [27]):

It+δt(x+ δx, y + δy) ≈ It(x, y) +
∂I

∂x
δx+

∂I

∂y
δy +

∂I

∂t
δt

, solving and dividing the second term throughout by δt, it is
possible to obtain:

∂I

∂x

δx

δt
+
∂I

∂y

δy

δt
+
∂I

∂t
=
∂I

∂x
U +

∂I

∂y
V +

∂I

∂t
≈ 0

where U = δx
δt and V = δy

δt are the two components of the
optical flow in t.

In this case, the points pi used to calculate the components
of ADV as in Eq. 1 for the component Up (U) were those
extracted from consecutive points in a trajectory on a plane.
If we assume the image as a plane of the ground and a static
camera (i.e. the apparent motion is only generated by the
subjects in the scene, not for the observer – camera), the
difference in the trajectory (pi−pi−1) could be approximated
as the derivatives of pixels in x and y for the frame t as
(pi−pi−1) ≈ ( δxδt ,

δy
δt ) = (U, V ). Moreover, as the movements

are considered in each axis, the movements U and D are
closely related to V component of the optical flow, and the
components L and R related to the U. In consequence, the
components could be calculated as:

U(It) =

{
−Vt if Vt < 0
0 otherwise

D(It) =

{
Vt if Vt > 0
0 otherwise

(4)

With respect to the component F, it is estimated as:

F = |I −B| > 2 ∗ std(I −B) (5)

, where B is the background calculated from a sequence of
images, and std is the standard deviation of the difference
between a frame and the background. The foreground is
extracted in order to obtain the subjects that appear in the
scene independently if the are moving.

This accumulative stage is responsible for calculating the
ADV in a cell as presented in Eq. 2. On the one hand,

accumulative displacement is responsible for the L, R, U
and D parameters and the accumulative foreground is for the
F component. The accumulation is considered for a set of
consecutive frames of size, ws (see Fig. 1). In this case,
the components are not concatenated all together, they are
separated conforming two images LRF compose by the
components L, R and F, and, similarly UDF combines the
U, D and F components. Figure 1 shows an example of the
UDF and LRF images where the accumulated data is shown
in cyan and magenta.

C. Two-stream image classifier based on CNN

The last stage of the proposal is the image classifier
based on deep neural networks. The proposed architecture of
the D-ADV for multi-class problem considers a two-stream
Convolutional Neural Network able to classify the previously
calculated single images: LRF and UDF . The proposal for
the CNN based classifier is open and any architecture could
be used (VGG, ResNet, AlexNet, LeNet, etc.). This kind of
networks usually uses a fully connected layer at the output
with softmax activation in order to decide the class to which
the image corresponds (e.g. objects, places, poses, etc.). The
D-ADV architecture does not take into account the individual
dense layers. However, the previous layers in the convnet
are concatenated into a late fusion in a concatenation layer.
Finally, a fully connected layer with sigmoid activation is used
to connect the concatenation layer to predict multiple classes.

In order to avoid the problems of large datasets to train
our model and with the objective that the model could be
used for small datasets, we propose transfer learning from
models trained with ImageNet. In consequence, the CNN
based network is fine tuned three times. First of all, the fully
connected layer of the ImageNet architecture is replaced by a
new one that is fine tuned with the new classes. After that, a
subset of the bottom layers are trained because of the input of
LRF and UDF are different to the RGB images of ImageNet.
Finally, a subset of the top layers is fine tuned again.

The learning phase uses binary cross entropy as the loss
function in order to consider each output class as an indepen-
dent Bernoulli distribution. Regarding the classification phase,
and taking into account that more than one class could be
presented in a frame of the sequence, different thresholds ε are
considered for each output neuron. They are calculated as the
value that maximizes the true positive rate tpr and minimize
the false positive rate, fpr, for each class, Ci.

IV. EXPERIMENTS

A. Experimental setup

The experiments have been carried out using different
datasets in order to evaluate the capabilities of the proposal
and its generality.

1) Datasets: We evaluate the effectiveness of our proposed
architecture on two benchmark datasets, including the BE-
HAVE [11], a dataset with several annotated video sequences
of two views of various scenarios with groups of people
acting out various interactions. Concretely, the used classes are



Approach, Split, Fight, InGroup, RunTogether, WalkTogether.
And the INRIA dataset, part of the CAVIAR project [20] that
has images of people/groups meeting, walking together and
splitting up; and Two people fighting scenarios. The specific
classes used in this work are Fighting, Leaving, Meeting

2) Architecture parameters: The tests performed to the
previous datasets use the same parameters except for the
window size as the number of consecutive frames considered
in the accumulative process (see Fig. 1). The size of the cells
that conform the images LRF and UDF is 224 x 224. The
CNN based image classifier is the ResNet50. Finally, the fine
tuning has been performed to the 139 bottom layers at the first
step and, finally, from the top to the layer 249.

B. Results and discussion

Experiments have been performed for two different window
sizes (10 and 40) in order to evaluate the ability of the
representation to synthesize the information extracted from the
scene. Additionally, the images LRF and UDF have been
normalized to the range (0,1) dividing each pixel (cell) by
the maximum value for each component. In order to obtain
results that can be generalized to an independent dataset, a
10-fold cross validation has been performed. For the train
folds, the 25% of the data has been used for the validation
set. Sensitivity, Specificity (see Table I), AUC and ROC curves
(see Fig. 2 and Fig. 3) have been calculated in order to analyse
the performance of the D-ADV for frames and for sequences.

The performance results obtained by frames with a window
size (ws) of 10 achieve, for the INRIA dataset, a 71,70% of
Sensitivity and 84,85% in Specifity as average, whereas for the
BEHAVE dataset, a total of 91,47% of Sensitivity and 94,51%
in Specifity. Using a window size larger, 40 in this case, the
results improve in both datasets. We obtain in total 89,93%
of Sensitivity and 95,65% Specifity for INRIA and 92,55% of
Sensitivity and 94,79% Specifity for BEHAVE.

Regarding the performance by sequence, the D-ADV ob-
tains high results. Considering a window size of 10, for the
INRIA dataset, a total of 91,67% of Sensitivity and 95,83%
Specifity is achieved. Moreover, D-ADV obtains a total of
95,07% of Sensitivity and 95,52% Specifity for the BEHAVE.
Again, the results considering a value of 40 for the window
size improve achieving the best ones. In average, 95,83% of
Sensitivity and 97,92% Specifity for the INRIA dataset and
95,52% of Sensitivity and 95,70% Specifity for BEHAVE.

Finally, we compare our D-ADV descriptor with the meth-
ods proposed in [3], [16], [58], [38], [56] considering the seven
classes of the BEHAVE dataset. Only [16] and our previous
work (GADV) consider the seven classes as well. The rest
of the works use a subset of four classes. Table II shows
the a comparison of the Sensitivity results. As we can see,
our proposal, D-ADV, achieves in average the best results
outperforming all compared methods.

V. CONCLUSIONS

In this paper a novel group activity recognition method
based on trajectory descriptor and deep learning, D-ADV,

has been proposed. The trajectory descriptor is a variant of
the Activity Description Vector proposed in previous works
serving as input of a CNN architecture. The variant considers
any motion in the image instead of making use of specific
trajectories of individual or the group providing generality
at the input, allowing its use in many different situations
and scenes. The apparent motion is calculated by optical
flow, transformed and accumulated in cells spatially distributed
according to the input image of the sequence. It allows us
to generate two images containing the description of the
motion and the occurrence of subjects in the scene. The CNN
architecture is fed by the previous images using two streams
and using late fusion with a dense layer. In this paper, transfer
learning has been used.

Experiments have been carried out using the BEHAVE and
INRIA datasets. The experimental results show the capacity
of the architecture to classify the activities of the groups
presented in the datasets. Moreover, it is shown that the
architecture is able to have good results using small datasets
due to the use of the representation as the input allow to
the network to develop a hierarchy of higher understanding
concepts from simpler ones. In this case, not from the image
but from the motion representation.

As future lines, we propose the use of other CNN based
classifier. We are currently exploring the feasibility of this
architecture to represent and analyse abnormal behaviour
moving from a multi-class to a one-class problem.
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TABLE I: Comparison of results with different value of parameter Window Size (WS) for sequence and frame.

Frame Sequence
WS = 10 WS = 40 WS = 10 WS = 40

Dataset Class Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
Inria Fighting 82,84% 76,46% 95,48% 94,00% 100,00% 100,00% 100,00% 100,00%

Leaving 95,87% 94,79% 99,68% 99,74% 87,50% 93,75% 100,00% 100,00%
Meeting 65,11% 75,10% 86,85% 87,58% 87,50% 93,75% 87,50% 93,75%
Overall 71,70% 84,85% 89,93% 95,65% 91,67% 95,83% 95,83% 97,92%

Behave Approach 90,88% 92,45% 92,02% 92,68% 93,94% 92,08% 93,94% 95,05%
Split 92,58% 93,23% 95,18% 93,92% 97,14% 95,96% 97,14% 96,97%
Fight 95,52% 96,35% 93,40% 95,27% 100,00% 98,28% 94,44% 93,10%
InGroup 94,41% 94,32% 94,15% 93,75% 94,83% 94,74% 93,10% 93,42%
RunTogheter 99,87% 99,95% 100,00% 99,99% 100,00% 100,00% 100,00% 100,00%
WalkTogheter 84,12% 88,30% 87,92% 90,82% 92,31% 88,41% 96,92% 94,20%
Overall 91,47% 94,51% 92,55% 94,79% 95,07% 95,52% 95,52% 95,70%

* WS = windosize
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Fig. 2: ROC curves for BEHAVE dataset
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Fig. 3: ROC curves for INRIA dataset

TABLE II: Comparison according BEHAVE results
D-ADV GADV [3] [16] [58] [38] [56]

Approach 93,94% 100,00% 83,33% 71,00% 60,00%
Split 97,14% 100,00% 100,00% 79,00% 70,00% 93,10%
WalkTogether 96,92% 86,67% 91,66% 88,00% 45,00% 92,10%
InGroup 93,10% 86,67% 100,00% 88,00% 90,00% 94,30%
Fight 94,44% 90,00% 83,33% 95,10%
RunTogether 100,00% 100,00% 83,33%
Average 95,93% 93,89% 90,28% 81,50% 66,25% 93,65% t

[9] Moez Baccouche, Franck Mamalet, Christian Wolf, Christophe Garcia,
and Atilla Baskurt. Sequential deep learning for human action recog-
nition. In Albert Ali Salah and Bruno Lepri, editors, Human Behavior
Understanding, pages 29–39, Berlin, Heidelberg, 2011. Springer Berlin
Heidelberg.

[10] Suresh Balakrishnama and Aravind Ganapathiraju. Linear discriminant
analysis-a brief tutorial. Institute for Signal and information Processing,
18:1–8, 1998.

[11] Scott Blunsden and RB Fisher. The behave video dataset: ground truthed
video for multi-person behavior classification. Annals of the BMVA, 4(1-

12):4, 2010.
[12] Luis Felipe Borja, Jorge Azorin-Lopez, and Marcelo Saval-Calvo. A

compilation of methods and datasets for group and crowd action recog-
nition. International Journal of Computer Vision and Image Processing
(IJCVIP), 7(3):40–53, 2017.

[13] Pierre Bour, Emile Cribelier, and Vasileios Argyriou. Crowd behavior
analysis from fixed and moving cameras. In Xavier Alameda-Pineda,
Elisa Ricci, and Nicu Sebe, editors, Multimodal Behavior Analysis in
the Wild, Computer Vision and Pattern Recognition, pages 289 – 322.
Academic Press, 2019.
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