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Abstract—In this article, we offer a novel model, Online
evolving Spiking Neural Network for Incremental Prediction
(OeSNN-IP), of forecasting from data streams, which we employ
to air pollution prediction. OeSNN-IP makes predictions of
pollution values and learns from a given number of recent values
in streams of pollution and weather data rather than only from
the most recent value from each data stream. In the proposed
prediction method, older stream values have less influence on
predicted values than newer ones. Moreover, we contribute to
the theory of evolving spiking neural networks by offering a
new fast and effective technique for encoding input values into
order values of input neurons and weights of synapses linking
input and output neurons. Also, we formulated the tight upper
bound on the Euclidean distance between vectors of synapses
weights of an output neuron and of a candidate output neuron,
which simplifies the selection of a similarity threshold used in the
learning phase of OeSNN-IP when a candidate output neuron is
compared with output neurons. The experiments conducted on
Warsaw-Ursynow pollution data show highly competitive results
of the OeSNN-IP prediction as compared to the results obtained
using state-of-the-art methods and algorithms.

Index Terms—evolving spiking neural networks, incremental
air pollution prediction, online learning, data stream, encoding
technique

I. INTRODUCTION

WE are increasingly aware of the factors that contribute
to the climate change and how they can influence our

everyday lifes. One of the ways allowing to minimize the
negative effects of the pollution on our health is the ability
to effectively and accurately predict pollution levels so as
to employ appropriate security measures in a timely manner.
In the case of air pollution, excessive amounts of pollutants
can significantly increase the risk of severe diseases such
as: stroke, asthma, lung cancer and cardiopulmonary diseases
[1]–[5]. Effective air pollution prediction systems can help
in planning and thus in extenuating the negative effects of
the pollution. While there exist many models of air pollution
forecasting, which can effectively predict future pollution
values (e.g. [6]–[8]), there is still shortage of such models or
methods of air pollution prediction which can simultaneously
learn and make predictions in an online mode.

(Corresponding authors: Piotr S. Maciąg, Marzena Kryszkiewicz, Robert
Bembenik)

An evolving Spiking Neural Network (eSNN) is a type
of an Artificial Neural Network designed for classification
problems, typically working with a variety of data encoding
techniques (such as temporal encoding algorithms [9] or
Gaussian Receptive Fields encoding (GRFs) [10], [11]). The
distinctive feature of eSNN is the repository of output neurons,
which, in the network training phase, is updated with candidate
output neurons created for each learning example of data.

The original architecture and learning algorithms of eSNN
were designed to be first taught with the training data and next
deployed as classifiers in real-world scenarios [12]. In [13],
an extension called Online evolving Spiking Neural Network
(OeSNN) for classification in streaming data was introduced.
OeSNN architecture is characterized by limited size of the
repository of output neurons, which enables efficient classifi-
cation of data stream values.

In this article, we introduce a novel model, Online evolving
Spiking Neural Network for Incremental Prediction (OeSNN-
IP), which can effectively and efficiently predict future air
pollution values and learn from streams of pollution and
weather data. Our model differs from OeSNN in that it is
capable of forecasting real values, rather than decision classes.

Our contribution provided in this article is as follows:

• We introduce the OeSNN-IP incremental model and
employ it for air pollution prediction. OeSNN-IP makes
predictions of pollution values and learns from a given
number of recent values in streams of pollution and
weather data rather than only from the most recent value
from each data stream.

• We contribute to the theory of evolving spiking neural
networks by offering a new fast and effective technique
for encoding input values into order values of input
neurons and weights of synapses linking input and output
neurons.

• We propose a method for determining values of OeSNN-
IP network in such a way so that older stream values have
less influence on predicted values than newer ones.

• We simplify the determination of a similarity threshold
between vectors of synapses weights of candidate output
neurons and vectors of synaptic weights of output neu-
rons, which are already present in the output repository,
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by providing the tight upper bound on the Euclidean
distances between these vectors.

• In the experiments, we show that the proposed prediction
approach provides results highly competitive to the results
reported in the literature for state-of-the-art methods and
algorithms. Moreover, as we demonstrate in the exper-
imental evaluation, the OeSNN-IP model using the the
proposed encoding technique is faster and more effective
than its variant using the GRFs encoding.

II. THE PROPOSED ONLINE EVOLVING SPIKING NEURAL
NETWORK OESNN-IP FOR INCREMENTAL PREDICTION OF

AIR POLLUTION

A. Problem Formulation

Let F denote a pollution feature (such as ozone or PM10
pollution), whose values are to be forecast. Additionally, let
C = {C1, C2, . . . , CM} denote the set of conditional features
whose values are known in advance and do not need to be
forecast (such as modeled temperature or wind parameters
at consecutive hours or on consecutive days). Let x(F ) and
x(C) denote data streams of feature F and feature C ∈ C,
respectively. Moreover, let x(F )

t and x
(C)
t denote a value of

feature F and a value of feature C, respectively, at time point t.
By W(F ) and W(C), we denote windows of values in streams
x(F ) and x(C), respectively. We assume that the number of
values in a window is the same for all features and is equal
to the value of the Wsize parameter. At time point t, W(F )

will contain the sequence of values: x(F )
t−Wsize

, . . . , x(F )
t−1, while

window W(C) will contain the sequence of values: x(C)
t−Wsize

,
. . . , x(C)

t−1.
The problem considered in this paper is formulated as

follows: given windows W(F ),W(C1), . . . ,W(CM ) of values
of data streams at time point t, incrementally forecast pollu-
tion values based on online spiking neural network for time
horizons t+ 1, . . . , t+ ∆t, where ∆t is a user-given value.

B. The Proposed Architecture of OeSNN-IP

The proposed architecture of OeSNN-IP and its example
use is presented in Fig. 1. OeSNN-IP consists of an input
layer and an output layer. The input layer consists of as many
separate groups of input neurons as the number of features
used for predicting. A group of input neurons for feature F
is denoted by NI(F ), while a group of input neurons for any
feature C ∈ C is denoted by NI(C), respectively. The number
of input neurons in each group is the same and is determined
by a user-given parameter NIsize. The output layer constitutes
repository NO of output neurons. The maximal number of
output neurons in NO is determined by a user-given parameter
NOsize. The output repository is updated at each time point
with one candidate output neuron.

Values of data streams at time points 1, . . . , Tinit, where
Tinit is a user given value, are used to initialize OeSNN-IP.
Proper forecast with OeSNN-IP starts from time point t =
Tinit. At each time point t, the prediction of F value is made
for all prediction time points t+ 1, . . . , t+ ∆t. By y(F )

t,tpred
we
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Fig. 1. The proposed OeSNN-IP architecture and an example of pollution
value prediction for prediction time point t + 1. OeSNN-IP consists of two
layers. The first layer contains groups NI(F ), NI(C1), . . . , NI(CM ) of
input neurons, where each group contains NIsize input neurons. The second
layer constitutes repository NO of at most NOsize output neurons.

denote the OeSNN-IP prediction of feature F value for time
point t+ tpred, where tpred = 1, 2, . . . ,∆t. Additionally, y(F )

t

will denote a vector of pollution predictions for time points
t+ 1, . . . , t+ ∆t and Y(F ) will be a matrix whose first row
contains y

(F )
Tinit

, second row contains y
(F )
Tinit+1 etc.

C. The Proposed Input Layer Encoding of OeSNN-IP

The aim of the input layer is to encode values present in
windows for the purposes of learning and forecasting with
OeSNN-IP. Let A = {F}∪C. In this subsection, we will offer
a new technique of encoding values in window W(A), where
A is any feature in A. Let W(A) = [ω1, . . . , ωWsize

], where
ω1 is the oldest value in window W(A), while ωWsize

is the
newest value in this window. Additionally, u-th value, where
u ∈ [1, . . . ,Wsize] of window W(A) will be also referred to
as W(A)[u]. Each value ωu in W(A) will be encoded into, so
called, order values of NIsize input neurons of group NI(A).
The order values obtained for time point t will be then used
for calculating weights of synapses between input neurons and
the candidate output neuron created for this time point and will
influence predictions y

(F )
t of the OeSNN-IP.

Now, we will focus on presenting our value encoding
method. Let I(A)

min and I(A)
max be the minimal value and the max-

imal value, respectively, in stream x(A) up to the current time
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point t. I(A)
min and I(A)

max are first obtained from x
(A)
1 , . . . , x

(A)
Tinit

initial values of data stream x(A), in which Tinit is a user-given
initialization parameter, and then are updated with each new
incoming data stream value. Given values I(A)

min and I(A)
max, we

define a center value (denoted by µ
(A)
nj ) for an input neuron

nj ∈ NI(A) as shown in Eq. (1):

µ(A)
nj

= I
(A)
min + (j − 0.5) · width(A), (1)

where width(A) =
I(A)
max−I

(A)
min

NIsize
.

Proposition 1. Let ωu ∈ W(A) and µnj be the center value
of nj ∈ NI(A). Value ωu is closest to center value µnj ⇐⇒

j =


⌊
ωu − I(A)

min

width(A)

⌋
+ 1, if ωu < I

(A)
max,⌊

ωu − I(A)
min

width(A)

⌋
= NIsize, if ωu = I

(A)
max.

(2)

Let ωu ∈ W(A) and center value µ(A)
nj of input neuron nj ∈

NI(A) be closest to feature value ωu among center values of
all input neurons in NI(A). Additionally, let l = min(j −
1, NIsize − j). We define function rank for pairs (an input
neuron in NI(A), ωu) as follows:
• rank(nj , ωu) = 0
• If ωu < µnj , then:

– rank(nj−k, ωu) = 2 · k − 1 for k = 1, . . . , l,
– rank(nj−l−k, ωu) = 2 · l − 1 + k for k = 1, . . . , j − 1− l,
– rank(nj+k, ωu) = 2 · k for k = 1, . . . , l,
– rank(nj+l+k, ωu) = 2 · l + k for k = 1, . . . , NIsize − j − l

• If ωu ≥ µnj , then:
– rank(nj−k, ωu) = 2 · k for k = 1, . . . , l,
– rank(nj−l−k, ωu) = 2 · l + k for k = 1, . . . , j − 1− l,
– rank(nj+k, ωu) = 2 · k − 1 for k = 1, . . . , l,
– rank(nj+l+k, ωu) = 2·2·l−1+k for k = 1, . . . , NIsize−j−l.
Please note that the rank function does not involve calcula-

tion of any distances among window value ωu and the center
values of input neurons in NI(A), but rank values it generates
correspond to these distances, as we claim in Proposition 2.

Proposition 2. Let ωu ∈ W(A) and nj , nk ∈ NI(A).
• rank(nj , ωu) ∈ [0, 1, . . . , NIsize − 1].
• rank(nj , ωu) 6= rank(nk, ωu) for i 6= j.
• |µnj

− ωu| < |µnk
− ωu| =⇒ rank(nj , ωu) <

rank(nk, ωu).
• rank(nj , ωu) < rank(nk, ωu) =⇒ |µnj

− ωu| ≤ |µnk
−

ωu|.

Now, we define function order for each input neuron nj in
NI(A) and u-th value in window W(A), as follows:

order(nj , u,W(A)) = rank(nj ,W(A)[u])+(Wsize−u)·NIsize
(3)

Corollary 1. Let nj , nk ∈ NI(A) and u, u′ ∈ [1, . . . ,Wsize].
• order(nj , u,W(A)) ∈ [0, 1, . . . , u ·NIsize − 1].
• order(nj , u,W(A)) 6= order(nk, u

′,W(A)) for i 6= j’or
u 6= u′.

• u > u′ =⇒ order(nj , u,W(A)) < order(nk, u
′,W(A)).
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Fig. 2. The proposed method of encoding values in window W(A).

• order(nj , u,W(A)) < order(nk, u
′,W(A)) =⇒ u ≥ u′.

An example of encoding is presented in Fig. 2.
According to the proposed encoding technique, the order

values of input neurons for each subsequent value in window
W(A), starting from the newest value to the oldest in the
window, is increasing. This property in combination with the
model of output neurons of OeSNN-IP will allow us to control
the influence of values inW(A) on values of synapses weights
and directly on OeSNN-IP prediction results. The most recent
values in windows have the highest impact on the prediction of
the network, while the impact of the oldest values in windows
is less significant.

D. The Proposed Output Layer of OeSNN-IP

In our proposed learning model of OeSNN-IP, for each new
input pollution value x(F )

t of data stream x(F ), a new candidate
output neuron nc is created, initialized and used to update
repository NO of output neurons. The synapses are created
between candidate nc and each input neuron in the input layer.
The weights of synapses are initialized based on encoding
of values present in windows W(F ),W(C1), . . . ,W(CM ). Let
A be any feature in A = {F} ∪ C and W(A) be a window
of Wsize values of feature A. For each time point t, where
t > Wsize, W(A) consists of values x

(A)
t−Wsize

, . . . , x
(A)
t−1,

and a new candidate output neuron is created. The vector of
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weights of synapses connecting candidate output neuron nc
with input neurons in groups NI(F ),NI(C1), . . . ,NI(CM ) will
be denoted by wnc and defined as [w

(F )
nj1nc , . . . , w

(F )
njNIsize

nc ,

w
(C1)
nj1nc , . . . , w

(C1)
njNIsize

nc , . . . , w(CM )
nj1nc , . . . , w

(CM )
njNIsize

nc ], where
wnjnc

denotes the weight of the synapse connecting nc with
input neuron nj in group NI(A). Weight w(A)

njnc is calculated
according to Eq. (4):

w(A)
njnc

=

Wsize∑
u=1

modorder(nj ,u,W(A)). (4)

We assume that each candidate output neuron nc (as well
as each output neuron ni in NO) is characterized by the
following attributes: its output value vnc

(vni
), update time

point τnc
(τni

) and update counter Mnc
(Mnc

). In the case
of candidate output neuron nc, vnc

= x
(F )
t , τnc

= t and
Mnc = 1.

After the candidate output neuron is created and initialized,
it is used to update repository NO of output neurons. Can-
didate nc is either merged with one of the output neurons
already present in NO based on a similarity condition of
synapses weights, or replaces one of the output neurons in
NO if the number of neurons in NO reached limit NOsize,
or is simply added to NO otherwise. If nc is merged with
output neuron ns in NO, then its synaptic weights vector
wns

= [w
(F )
nj1

ns , . . . , w
(F )
njNIsize

ns , w
(C1)
nj1

ns , . . . , w
(C1)
njNIsize

ns ,

. . . , w(CM )
nj1

ns , . . . , w
(CM )
njNIsize

ns ], output value vns
, update time

point τns
and update counter Mns

of ns are updated according
to formulae given in Eq. (5):

wns
← (wns

·Mns
+ wnc

)/(Mns
+ 1),

vns
← (vns

·Mns
+ vnc

)/(Mns
+ 1),

τns
← (τns

·Mns
+ τnc

)/(Mns
+ 1),

Mns
←Mns

+ 1. (5)

In fact, candidate output neuron nc is merged with out-
put neuron ns such that the Euclidean distance, denoted by
Distnc,ns

, between synapses weights vector wnc
and synapses

weights vector wns is minimal and sufficiently small. The
question is how to define sufficiently small distance? We
propose to compare Distnc,ns

with simTr · Dist value,
where simTr is a user-given parameter and Dist is the tight
upper bound on the Euclidean distances between any possible
candidate output neuron and any output neuron in NO. In
Proposition 3, we show how to calculate the value of the Dist
bound.

Proposition 3.

Dist =

[ ∑
A∈A

NIsize∑
j=1

(Wsize−1∑
u=0

(modj+NIsize·u

−modNIsize·(u+1)−j−1)

)2] 1
2

,A = {F} ∪ C (6)

The prediction of pollution values for time points t +

1, . . . , t+∆t is made by OeSNN-IP based on encoding of val-
ues in prediction windows WP(F ),WP(C1), . . . ,WP(CM ).
For predicting value y(F )

t,1 of feature F for time point t + 1,
prediction windowWP(F ) equal to [x

(F )
t−Wsize+1, . . . , x(F )

t ] as
well as each prediction window WP(C), where C ∈ C, equal
to [x

(C)
t−Wsize+1, . . . , x(C)

t ] are used.
For predicting a value of feature F for next time points,

prediction window WP(F ) will contain both some known
values of feature F as well as some predicted values of
F , while prediction windows of conditional features will
contain only known values. More precisely, for predict-
ing value y

(F )
t,tpred

of feature F for time point t + tpred,
where tpred = 2, . . . ,∆t, prediction window WP(F ) equal
to [x

(F )
t−Wsize+tpred

, . . . , x
(F )
t , y

(F )
t,1 , . . . , y

(F )
t,tpred−1

], as well as
each prediction window WP(C), where c ∈ C, equal to
[x

(C)
t−Wsize+tpred

, . . . , x
(C)
t,tpred−1

] are applied.
In our OeSNN-IP model, the predicted value of feature F

for time point t+tpred, where tpred = 1, . . . ,∆t, is determined
as the average of the output values of the output neurons whose
postsynaptic potentials calculated for t + tpred are maximal.
Postsynaptic potential PSPni

of output neuron ni in NO for
time point t+ tpred is calculated according to Eq. (7):

PSPni
=∑

A∈A

∑
nj∈NI(A)

Wsize∑
u=1

w(A)
njni
·modorder(nj ,u,WP(A)), (7)

where w(A)
njni is the weight of the synapse between input neuron

nj and output neuron ni at time point t and WP(A) contains
values of feature A used for predicting y(F )

t,tpred
.

E. The Proposed OeSNN-IP Prediction Algorithm

In this subsection, we present our algorithm for incremental
air pollution prediction from data streams. The main proce-
dure of OeSNN-IP is presented in Algorithm 1. It uses the
following parameters: Wsize, Tinit, NIsize, NOsize, mod,
simTr. It is assumed that Tinit > Wsize and that first Tinit
values of each data stream are known. Algorithm 1 starts
with calculation of the upper bound Dist and initialization
of windows of input values for feature F and all features
C ∈ C. Each window is initialized with first Wsize values
of the respective data stream. Then, the minimal Imin and
maximal Imax values of first Tinit values of each data stream
are obtained. Next, in steps 6 to 14, the initial OeSNN-IP
learning is carried out for each input value at time point
t, where t ∈ Wsize + 1, . . . , Tinit − 1, in the following
way: (i) the encoding based on the content of each window
W(A) = [x

t−W (A)
size

, . . . ,x
(A)
t−1], where A ∈ {F} ∪ C, is carried

out (see the INPUTLAYERENCODING procedure presented in
Algorithm 2), (ii) new candidate output neuron nc is created,
initialized (see the INITCANDIDATEOUTPUTNEURON proce-
dure presented in Algorithm 3), and used to update repository
NO (see the UPDATEREPOSITORY procedure presented in
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Algorithm 4), and (iii) the content of each window W(A),
where A ∈ {F} ∪ C, is updated with value x(A)

t .
After the initialization of OeSNN-IP, the network will work

alternately in the following two stages for each time point
t ≥ Tinit:

1) The OeSNN-IP learning will be carried out in the same
way as during the initialization described above.

2) The prediction phase starts from initializing the content
of each prediction window WP(A), where A ∈ {F}∪C,
with W(A). Next, the prediction with OeSNN-IP is per-
formed for each time point t + tpred, where tpred =
1, . . . ,∆t, in the following way: (i) the encoding based on
the current content of each window WP(A), where A ∈
{F}∪ C is carried out (see the INPUTLAYERENCODING
procedure presented in Algorithm 2), (ii) OeSNN-IP
predicts value y

(F )
t,tpred

(see procedure PREDICTVALUE
presented in Algorithm 5) , and (iii) the content of
window WP(F ) is updated with value y

(F )
t,tpred

, while
the content of each window WP(C), where C ∈ C, is
updated with value x(C)

t+tpred
of data stream x(C). Finally,

the vector y(F )
t = [y

(F )
t,1 , . . . , y

(F )
t,∆t] of predicted values of

feature F is appended to prediction results Y(F ) obtained
so far.

Now, we will describe the procedures used by
OeSNN-IP (see Algorithm 1): INPUTLAYERENCODING,
INITCANDIDATEOUTPUTNEURON, UPDATEREPOSITORY
and PREDICTVALUE.

The INPUTLAYERENCODING procedure (see Algorithm 2)
performs encoding of values present in the set of windows
W(F ), W(C1), . . . ,W(CM ) (each of which is either a window
containing some Wsize consecutive values from a respective
data stream or is a prediction window) that were provided as
arguments of this procedure. First, minimal I(A)

min and maximal
I

(A)
max values, where A ∈ {F} ∪ C, are updated based on the

newest value in window W(A). The updated values of I(A)
min

and I
(A)
max are used to calculate current width width(A) and

central value µ
(A)
nj for each attribute A in {F} ∪ C and for

each input neuron nj in NI. Based on this information and
content of the passed windows, the order value is calculated
for each input neuron according to Eq. (3).

The INITCANDIDATEOUTPUTNEURON procedure (see Al-
gorithm 3) is responsible for initialization of each new candi-
date output neuron nc (which is used to update repository NO
of output neurons). First, INITCANDIDATEOUTPUTNEURON
creates synapses between nc and each input neuron in NI, and
then calculates their weights based on order values of input
neurons according to Eq. (4). Next, output value vnc of the
candidate is assigned value x(F )

t , its update time point τnc is
set to t value, and Mnc

is set to 1.
The UPDATEREPOSITORY procedure (see Algorithm 4),

starts with calculation of the distance between vector wnc
of

synapses weights of candidate output neuron nc and vector
wni of synapses weights of each output neuron ni in NO.
Then, it determines this output neuron ns in NO for which

Algorithm 1 OESNN-IP

Input: x(F ),x(C1), . . . ,x(CM ) - streams of input data.
Global constants: Wsize, NOsize, NIsize,mod, simTr, Tinit

Global variables: I(F )
min, I

(F )
max, I(C1)

min , I
(C1)
max , . . . , I(CM )

min , I
(CM )
max

Output: Y(F ) - a matrix with predicted pollution values.
1: Calculate Dist according to Eq. (6).
2: for A ∈ {F} ∪ C do
3: W(A) ← [x

(A)
1 , . . . , x

(A)
Wsize

]

4: Obtain I(A)
min, I

(A)
max based on W(A)

5: end for
6: for t←Wsize + 1 to Tinit − 1 do

{*——————— OeSNN-IP learning ———————*}
7: INPUTLAYERENCODING(W(F ), W(C1), . . . , W(CM ))
8: Create a candidate output neuron nc

9: nc ← INITCANDIDATEOUTPUTNEURON(nc, x(F )
t )

10: UPDATEREPOSITORY(nc)
11: for all A ∈ {F} ∪ C do
12: Update W(A) with x(A)

t

13: end for

14: end for
15: t← Tinit − 1
16: repeat
17: t← t+ 1

{*——————— OeSNN-IP learning ———————*}
18: INPUTLAYERENCODING(W(F ), W(C1), . . . ,W(CM ))
19: Create a candidate output neuron nc

20: nc ← INITCANDIDATEOUTPUTNEURON(nc, x(F )
t )

21: UPDATEREPOSITORY(nc)
22: for all A ∈ {F} ∪ C do
23: Update W(A) with x(A)

t ;
24: end for

{*——————– OeSNN-IP predicting ——————–*}
25: for all A ∈ {F} ∪ C do WP(A) ←W(A) end for
26: for tpred ← 1 to ∆t do
27: INPUTLAYERENCODING(WP(F ), WP(C1), . . . ,

WP(CM ))

28: y
(F )
t,tpred

← PREDICTVALUE( )

29: Update WP(F ) with y(F )
t,tpred

30: Append y(F )
t,tpred

to y
(F )
t

31: for all C ∈ C do
32: Update WP(C) with x(C)

t+tpred
33: end for
34: end for
35: Append y

(F )
t to Y(F );

36: until there is xFt+1 in x(F )

37: return Y(F )

the distance is the smallest. If output repository NO is not
empty and Distnc,ns

does not exceed simTr ·Dist, then the
values of attributes of output neuron ns are updated with the
values of attributes of candidate output neuron nc according to
formulae given in Eq. (5). Otherwise, if the current number of
output neurons in NO is less than NOsize, then nc is added to
NO. Else, nc replaces an output neuron noldest ∈ NO whose
value of update time τnoldest

is the smallest in comparison
with the update times of other output neurons in NO.
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Algorithm 2 INPUTLAYERENCODING(W(F ), W(C1), . . . , W(CM ))

Input: W(F ), W(C1), . . . ,W(CM ) - windows of values of each
feature in {F} ∪ A

1: for all A ∈ {F} ∪ C do
2: if IW

(A)

min >W(A)[Wsize] then
3: IW

(A)

min ←W(A)[Wsize]
4: end if
5: if IW

(A)

max <W(A)[Wsize] then
6: IW

(A)

max ←W(A)[Wsize]
7: end if
8: if IW

(A)

min or IW
(A)

max changed then
9: width(A) ← I

(A)
max−I

(A)
min

NIsize

10: for all nj ∈ NI(Ak) do
11: µ

(A)
nj ← IW

(A)

min + (j − 0.5) · width(A)

12: end for
13: end if
14: for u← 1 to Wsize do
15: for all nj ∈ NI(A) do
16: Calculate order(nj , u,W(A)) according to Eq. (3)
17: end for
18: end for
19: end for

Algorithm 3 INITCANDIDATEOUTPUTNEURON(nc, x(F )
t )

Input: nc - a candidate output neuron to be initialized; x(F )
t - value

of data stream x(F ) at time point t
Output: nc - an initialized candidate output neuron

1: for all A ∈ {F} ∪ C do
2: for all nj ∈ NI(A) do
3: Create synapse between nj ∈ NI(A) and nc

4: wnjnc ← 0
5: for u← 1 to Wsize do
6: w

(A)
njnc ← w

(A)
njnc +modorder(nj ,u,W(A))

7: end for
8: end for
9: end for

10: vnc ← x
(F )
t ; τnc ← t; Mnc ← 1

11: return nc

Algorithm 4 UPDATEREPOSITORY(nc)
Input: nc - a newly created candidate output neuron

1: if |NO| > 0 then
2: for all ni ∈ NO do
3: Distnc,ni ← distance(wnc ,wni)
4: end for
5: ns ← an output neuron in NO such that

Distnc,ns = min{Distnc,ni | ni ∈ NO}
6: end if
7: if |NO| > 0 ∧Distnc,ns ≤ simTr ·Dist then
8: wns ← (wnc +Mns ·wns)/(Mns + 1)
9: vns ← (vnc +Mns · vns)/(Mns + 1)

10: τns ← (τnc +Mns · τns)/(Mns + 1)
11: Mns ←Mns + 1
12: else if |NO| < NOsize then
13: Insert nc to NO;
14: else
15: noldest ← an output neuron in NO such that

τnoldest = min{τni |i = 1, . . . , NOsize}
16: Replace noldest with nc in NO
17: end if

The PREDICTVALUE procedure (see Algorithm 5) starts
with setting postsynaptic potentials of all output neurons in
NO to 0. Next, the postsynaptic potentials of all output
neurons in NO are calculated based on the current order
values of the input neurons and weights of synapses between
each input neuron in NI and each output neuron in NO
according to Eq. (7). Finally, the returned predicted pollution
value is determined as the average of the output values of those
output neurons whose postsynaptic potentials are maximal.

Algorithm 5 PREDICTVALUE( )
Output: vpred - predicted pollution value

1: for all ni ∈ NO do PSPni ← 0 end for
2: for all A ∈ {F} ∪ C do
3: for all nj ∈ NI(A) do
4: for all ni ∈ NO do
5: for u← 1 to Wsize do
6: PSPni ← PSPni +

w
(A)
njni ·modorder(nj ,u,W(A))

7: end for
8: end for
9: end for

10: end for
11: NOmax ← {ni | ni ∈ NO ∧ PSPni is maximal}

12: vpred ←
∑

ni∈NOmax
vni

|NOmax|
13: return vpred

III. EXPERIMENTAL ANALYSIS

In this section, we provide the results of the experimental
evaluation of our proposed OeSNN-IP model for air pollution
prediction. Our implementation of OeSNN-IP is available in
the GitHub repository1. The quality of the obtained results
is measured using the following prediction quality measures:
Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), Mean Absolute Percentage Error (MAPE) and Index
of Agreement (IA), whose definitions are provided beneath:

MAEtpred =

∑T
t=Tinit

|xt+tpred − yt,tpred |
T − Tinit

. (8)

RMSEtpred =

√∑T
t=Tinit

(xt+tpred − yt,tpred)2

T − Tinit
. (9)

MAPEtpred =
100%

T − Tinit

T∑
t=Tinit

∣∣∣∣xt+tpred − yt,tpred
yt,tpred

∣∣∣∣. (10)

IAtpred = 1−
[ T∑
t=Tinit

(xt+tpred − yt,tpred)2/

T∑
t=Tinit

( T∑
t=Tinit

|yt,tpred − x|+
T∑

t=Tinit

|xt+tpred − x|
)2] 1

2

.

(11)

where tpred = 1, 2, . . . ,∆t denotes the length of the prediction
horizon, T is the total number of observations in each data

1https://github.com/piotrMaciag32/OeSNN_Air_Pollution
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stream decreased by ∆t, and, for simplicity, xt+tpred denotes
x

(F )
t+tpred

, while yt,tpred denotes y(F )
t,tpred

.
In all our experiments, we used the PM10 pollution dataset

available at [14], which was previously used for experimental
evaluation in [15]. The dataset consists of daily-averaged
pollution measurements from time period 2006-2008. The
weather dataset for our experiments was obtained from the
Polish Institute of Meteorology and Water Management [16].
All the experiments were performed with the following values
of the parameters of OeSNN-IP: Tinit = 200,Wsize = 2 days,
simTr = 0.05, mod = 0.9, and NOsize = 200. Each data
stream consisted of 1096 input values. The error assessment
of predicted results was conducted for input values starting
from Tinit + 1 value.

In the first experiment, we compared the results of air
pollution prediction obtained with OeSNN-IP to the results
provided in [15]. In Table I, we present the prediction results
reported in [15] for tpred = 1 day for the following methods:
RBF - Radial Basis Function neural network, SVR - Support
Vector Regression, EN - Elman networks, MLP - Multilayer
Perceptron neural network, ARX - Auto-Regressive with eX-
ogenous input predictor, the combination of these methods
with wavelet decomposition of input signals as well as the
results obtained with the proposed OeSNN-IP approach and
the NeuCube implementation of eSNN, which was proposed
in [17].

Table I presents the results of the first experiment obtained
using only the data stream of pollution feature F and the
number of input neurons NIsize = 70. As follows from this
table, in terms of all the used prediction quality measures,
OeSNN-IP outperforms all the compared methods (RBF, SVR,
EN, MLP, ARX) when they are used without the wavelet
decomposition as well as MLP and ARX methods when they
are used with the wavelet decomposition (denoted as MLP +
W and ARX + W). In the case of the remaining three methods:
RBF, SVR and EN used with the wavelet decomposition
(denoted as RBF + W, SVR + W and EN + W), OeSNN-
IP is highly competitive. Also, OeSNN-IP outperforms the
NeuCube implementation of eSNN [17], which is available
without the wavelet decomposition.

Based on the results presented in Table I, we can conclude
that OeSNN-IP provides better prediction results than the other
compared methods in terms of RMSE and MAE errors. For the
MAPE error, the results obtained with OeSNN-IP are second
best, while in terms of the IA agreement measure, OeSNN-IP,
SVR + W and EN + W methods provide the same value of
this prediction quality measure.

In Fig. 3, we present the results of the next experiment,
which compares the obtained RMSE error for OeSNN-IP for
tpred = 1, 2, . . . , 12 days with varying number of conditional
weather features. Since the proposed OeSNN-IP approach is
sensitive to correlations between pollution feature and con-
ditional features, we show the RMSE error in four cases: I.
when only pollution feature (F ) was used for prediction; II.
when pollution feature (F ) and conditional wind speed feature
(C1) were used; III. when pollution feature (F ) as well as

R
M
S
E

Fig. 3. Comparison of the obtained RMSE results for OeSNN-IP for ∆t = 12
days. The features are as follows F− PM10, C1− wind speed, C2− avg.
temp., C3− precipitation, C4− humidity, C5− cloudiness.

two conditional features: wind speed (C1) and daily average
temperature (C2) were used; IV. when pollution feature (F )
and all conditional weather features were used for pollution
prediction. It follows from Fig. 3 that the best prediction
results in terms of RMSE were obtained when using only
air pollution feature (F ) in short time horizon (tpred = 1 or
tpred = 2), while in longer time horizon (tpred ≥ 3), the best
prediction results were obtained when using both F and wind
speed (C1).

Finally, we compared the efficiency and effectiveness of
OeSNN-IP with its variant which uses the GRFs technique
(previously used in eSNN and OeSNN networks [10], [13])
instead of our proposed encoding technique (see subsec-
tion II-C). In this experiment, all the parameters were the
same as previously, with the exception for NIsize parameter
whose values were changed from 40 to 300. Fig. 4 presents
the prediction quality (in terms of the RMSE error) and
runtimes of both variants of OeSNN-IP for the Warsaw-
Ursynow dataset. The performed experiments show that the
proposed encoding technique is more computationally efficient
and assures lower values of RMSE error in prediction than the
GRFs encoding technique.

IV. CONCLUSIONS

In this article, we offered the novel model, called Online
evolving Spiking Neural Network for Incremental Prediction
(OeSNN-IP), capable of forecasting from data streams for
several time points ahead. We employed it to air pollution
prediction based on earlier values of an air pollution data
stream and on weather data streams. OeSNN-IP makes pre-
dictions of pollution values and learns from a given number
of recent values in streams of pollution and weather data rather
than only from the most recent value from each data stream.
We proposed a method for determining values of OeSNN-IP
network in such a way so that older stream values have less
influence on predicted values than newer ones. In addition,
we offered the new fast and effective technique for encoding
input values into input neurons order values and synapses
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TABLE I
COMPARISON OF THE OBTAINED AIR POLLUTION PREDICTION RESULTS FOR THE PROPOSED OESNN-IP APROACH AND SEVERAL OTHER APPROACHES
(THE RESULTS FOR METHODS MARKED WITH * ARE PROVIDED IN [15]). THE RESULTS PRESENTED IN THE TABLE ARE REPORTED FOR tpred = 1 DAY.
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Error MAE1 [µg/m3] 9.88 8.66 9.48 10.48 10.56 4.92 4.11 4.32 5.13 6.43 11.64 4.04

Error RMSE1 [µg/m3] 16.43 14.69 15.44 16.72 17.11 7.24 5.93 6.16 6.94 8.46 16.26 5.65

Error MAPE1 % 31.34 27.47 31.12 35.42 35.49 17.31 13.99 14.50 18.12 20.22 46.78 14.65

Agreement IA1 0.74 0.73 0.73 0.69 0.67 0.94 0.95 0.95 0.94 0.84 0.62 0.95
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Fig. 4. The RMSE error and runtime of two variants of OeSNN-IP: (i) with
the proposed encoding technique, and (ii) with the GRFs encoding technique
(tpred = 1 day; only pollution feature F was used for the prediction).

weights. Moreover, we formulated the tight upper bound on
the Euclidean distance between synapses weights vector of
an output neuron and synapses weights vector of a candidate
output neuron. We applied this result to simplify the selection
of a similarity threshold used in the learning phase of the
OeSNN-IP model when a candidate output neuron is compared
with output neurons in the repository. We carried experiments
related to prediction of future air pollution values using
Warsaw-Ursynow pollution data stream and corresponding
weather data streams. The experiments showed that OeSNN-IP
prediction is at least highly competitive results to a number of
state-of-the-art methods and algorithms. We also proved that
the proposed encoding technique is more efficient and ensures
better prediction quality than the GRFs encoding technique,
which is commonly used for evolving spiking neural networks.
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