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Abstract—Apathy is manifested as lack of feelings or emotions
in several neurological and psychological disorders. Hence, di-
rectly impairing the display of emotion through facial expressions
and speech. Current practices of prediction of apathy heavily rely
on clinical diagnosis, an expert interviewing a patient or reports
from patients’ family members. The dependence on an expert
and the human bias in its examination results in under-diagnosis
of condition. In this paper, a multimodal multi-instance learning
based method is proposed for automatic apathy detection. There
are several challenges present while automating the process. Some
of which are - recognizing emotions in elderly people, correct
identification of emotions in a conversation and identifying
differences between emotional responses from apathetic and non
apathetic cohorts. The proposed method uses the audio and
visual information in a weakly supervised manner to learn
the apathetic behaviour in order to address these challenges.
Features from facial expressions, action units, facial landmarks
and audio signals are extracted for training. The fusion of
multiple modalities in a weakly supervised method achieves
75.71% accuracy for apathy detection in elderly people. The
experiments show that multimodal fusion is able to leverage
on the presence of complimentary information across different
modalities.

Index Terms—Apathy detection, Emotion recognition, Multiple
instance learning, Digital health

I. INTRODUCTION

Emotions are crucial in our everyday life. They are used
not only to express our feelings but are also an indicator of
our mental well-being. Marin [1] defined apathy as absence
or lack of feeling, emotion, or concern. Robert et al. [2]
revised the diagnostic criteria of apathy as significant reduction
of goal directed activities in behavioural/ cognitive, emotions
and social interactions. Apathy is associated with several psy-
chological and affective mood disorders (such as Depression
and Schizophrenia), neurological disorders (such as Dementia,
Delirium, Amnestic disorders, Huntington’s disease, Akinetic
mutism), etc [1]. In a study by Simons et al. [3], it is found that
people with Parkinson’s disease show reduced spontaneous
expressions towards an external stimuli as compared to healthy
people. In an another study [4], it is found that there is a high
chance of occurrence of apathy in various mental disorders
such as 73% in Alzheimer’s disease, 53% in depression, 32%
in right hemispheric stroke, 22% in left hemispheric stroke,
and 7% in normal population.

The diagnosis of apathy involves series of interviews, which
are conducted by an expert to identify a change in a person’s

behaviour and loss of interest and activities. The family
members or the carer of a patient are generally involved in
this procedure. In many cases it is observed that a person is
reluctant to visit an expert [5]. Studies also show that apathy
is often misdiagnosed or confused with depression [6]. These
factors show the relevance of studying apathy and identifying
a suitable low cost method for its diagnosis.

Generally, the mental health disorders are recognized by
pre-defined self-report scales or by an interview conducted
by a clinician. The careful examination of a person’s facial
expressions, body gesture, gaze movements, etc. are done
to identify the symptoms of any disorder. Computer vision
based approaches have already achieved good performance
in analyzing human’s facial features and expressions. Several
studies proposed an efficient vision based solutions targeting
various aspects of different psychological disorders [7]–[10].
For the detection of Parkinson’s disease, researchers are now
using vision based methods for the pose detection of patients
[11], [8]. The common characteristics observed in patients
with dementia and depression such as prevalent low-valence
emotion can be identified by analyzing a patient’s facial
expressions, speech and head movements [9] [12], [10].

According to literature in psychology, apathy can be identi-
fied by analyzing the emotions [13]. In this paper, an automatic
multimodal system is proposed to detect apathy. The proposed
method contains four parts to effectively analyze the emotion
exploiting the facial expressions, facial action units, speech
features and local facial motion information. The proposed
method is validated on the videos of elderly people, narrating
a positive and negative emotional event to a clinician.

There could be several applications of the proposed system.
Besides in clinical settings, an automatic apathy detection
system can be deployed in facilities such as aged-care, to
analyse the behaviour of residents and provide an early level
warning in case apathetic behaviour is predicted. Further, the
result can be forwarded to an expert for the validation.

The main contributions of the paper are as follows:
• A non-invasive automatic audio-visual modality based

model for apathy detection in elderly.
• A multiple instance learning based method for encoding

distinct subtle variations in emotion.
The rest of the paper is organized as follows: Section II
discusses the relevant studies in the direction of apathy
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detection, emotion detection and multiple instance learning.
Section IV presents the architecture of the proposed method.
Section V explains the different experiments performed and
the associated results. Conclusion and the future directions
are discussed in Section VI.

II. RELATED WORK

This section describes prior work in the area of apathy
detection. Commonly used methods using appearance informa-
tion to detect apathy are discussed. The concept of multiple
instance learning is discussed along with the recent studies
using it.

A. Apathy Detection

Automatic affective computing systems have been noted to
be useful in detecting several mental health disorders [14].
Some systems use the appearance based information somewhat
similar to a clinician observing the behaviour of a person in an
interview visually [15]. Several studies exploit the appearance
and audio information to recognize the indicators of disorders
such as Dementia, Parkinson’s disease etc. Parekh et al. [7]
proposed an automatic visual system to measure engagement
level in dementia. Their system analysis gaze, emotion and
behaviour, while a person with dementia uses an application
in a tablet.

López-de-Ipiña et al. [16], proposed an approach for early
level diagnosis of Alzheimer’s disease by using spontaneous
speech. The study showed that use of such non invasive
methods for early diagnosis of Alzheimer’s disease can be
deployed for a low cost method. Osborne-Crowley et al. [15]
studied the facial expressions in apathetic patients at early
stage of Huntington’s disease. Their analysis showed that there
is a little difference in the cognitive functioning of apathetic
and non-apathetic people. However, people with apathy were
found to be impaired in recognizing happy expression. Along
with facial expressions, speech of a person can also be used
to detect the state of apathy. Konig et al. [17] used prosodic,
formant, source and temporal features from the speech to
characterize and detect the apathy. The paper showed that
speech is a reliable source to predict the apathetic state.

In a recent study, Happy et al. [18] identified the state
of apathy by using facial expressions and the local facial
motion on a similar data. Their method uses the positive and
negative narration video as a set to extract emotion and local
motion features. A different regressor is learned for each type
of features which is concatenated for final classification. The
authors also used the clinical scores such as Neuro Psychiatric
apathy (NPI-Apathy) inventory [19] and Mini Metal State
Examination (MMSE) [20] score as a feature to train the
samples for apathy prediction. In present work, same data as
of Happy et al. [18] is used although the number of samples
is larger in our case. The proposed approach also differs from
[18] as follows -

1) Positive and negative narration stimuli response videos
are trained separately (without having any dependence)

such that the prediction can be made in the absence of
one.

2) The training is done without using any clinical scores.
3) The audio level information is fused for better represen-

tation of emotion.
4) The proposed model is independent of any extra meta-

data information such as male/female labels, posi-
tive/negative narrated interviews labels. Only state of
apathy label is used i.e. apathetic or non-apathetic.

The model is carefully designed by training only on appear-
ance and audio level information. This is to ensure the scalable
utilisation of the proposed model in the real-world settings to
flag an early level warning for apathetic behaviour.

B. Emotion Detection

The emotional state of a person is widely used in various
vision based cognitive applications [21]–[23]. A number of
studies have already proposed different methods to identify
emotion based on detected facial expressions from images
[24], [25]. Barrett et al. [26] argued that facial expressions
alone can’t estimate the emotion of a person. Hence, the
use of other modalities is essential. Audio and facial features
are combined to identify different emotions in several studies
[27]. However, these methods are found to have a bias on
the training data. It has also been found that it is difficult
to recognize facial expressions of an old person as compared
to a young person due to the wrinkles and folds in the face
[28]. Thus the proposed approach is motivated to investigate
a bimodal approach to analyse emotions in elderly.

C. Multiple Instance Learning

Multiple Instance Learning (MIL) was introduced by Di-
etterich et al. [29] for drug activity prediction. In MIL, the
training data is divided into multiple sets and one label is
used for the complete set without having the labels for each
data point [30]. The technique allows to learn on weakly
labeled data. MIL has already achieved success in various
applications. Andrews et al. [31] proposed two SVM based
MIL methods for classification. The methods are named mi-
SVM (for instance-level classification) and MI-SVM (bag-
level classification). There are several studies [32], [33] which
use neural networks to explore this problem. Most of the com-
puter vision tasks such as face detection [34], segmentation
[35], etc. can fit into multiple instance learning framework.

In a recent study, Xu et al. [36] proposed a weakly su-
pervised deep learning based MIL method in medical image
processing. Further, Zhu et al. [37] proposed a MIL based
method with salient windows focused on unsupervised object
detection. Wu et al. [38] used both CNN and DNN based
MIL methods for image classification as well as image auto-
annotation task. Zhu et al. [39] proposed a deep multi-instance
framework (sparse label assignment) for the breast cancer
classification task. In a recent study, Ilse et al. [40] proposed
an attention based MIL framework for learning Bernoulli’s
distribution (at bag level).
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Fig. 1: The proposed network architecture for apathy prediction. The upper left network shows the overall network. The upper
right network (in green) shows the training of audio features. Lower left network (in orange) is trained for ElderFace, AU and
motion features. Finally lower right network (in blue) is used for the fusion of multiple features and to obtain the video level
prediction. Here, P and N denotes positive and negative videos, respectively. (Best viewed in color)

III. DATASET

The data used in this study is collected in Nice Memory
Research Center in Nice University Hospital. Videos are
recorded in an interview where a person is narrating a positive
and a negative experience to a clinician. People with age 65
or above participated in this experiment. The data is recorded
without imposing any constraint to the participants. Thus, the
videos recorded have a variation in head pose. The videos
are then labeled to be apathetic or non-apathetic by an expert
after observing the person. The dataset contains videos of 70
participants among which 28 are apathetic and 42 are non
apathetic. For every participant two videos are recorded, one
for positive and another for negative narration. Hence, total
140 videos are used in this study from 70 participants. This
clinical dataset is referred as apathy dataset in rest of the
paper.

Emotion recognition for elder people is a challenging task
as compared to the younger ones. To make the trained model
able to learn face level information of elder people, Faces
dataset [41] is used in this study. The dataset contains the
facial images of young, middle aged and older people with
six basic expressions. The images available in this dataset are
used first in the model architecture to pre-train and thus fine
tune it on apathy data.

IV. MODEL ARCHITECTURE

This section discusses the architecture of the proposed
model. Consider V is a set of original videos, where V =
{V1, V2, ...n}. Corresponding to each video, there are two
response videos for positive and negative narration. Consider

the set of positive and negative videos as VP and VN ,
respectively. Each video in set {VP , VN} is divided into equal
sized chunks. The division of chunks from original videos has
several observed benefits - (i) uniform sized clips are obtained
from original videos of non-uniform duration; (ii) throughout
the recording there can be a dominant and secondary emotions.
Dividing in chunks may capture a wider gamut of emotions;
(iii) it helps in generating large number of clips from a limited
number of original videos. Consider C as a set of chunks,
where C = {cP1, cP2, ....cPs, cN1, cN2, .....cNt}. Here, P and
N denote a positive and a negative video, respectively and s, t
denotes the total number of chunks corresponding to positive
and negative videos, respectively. The video chunks, C, is used
as an input for further training. After training a model from the
features described below, chunk level prediction is converted
into video level prediction using MIL. This process is further
detailed in Section V.

Fig. 1 shows the proposed network architecture. The upper
left network in Fig. 1 shows the overall network. The videos
are divided into chunks (segments) to extract various features.
Positive and negative videos are trained separately with a small
network. This is to address and capture the subtle differences
in expressions with varying intensity in response to positive
and negative stimuli. It also enables the classifier to recognize
apathetic behaviour for different emotion type.

A. Visual Features
Facial expression recognition is a significant step to identify

the state of apathy in a person. Most of the state of the art
models for facial expression detection are trained using data
recorded from young people. Such models fail to recognize the
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(a) Action units distribution for apathy cohort (b) Action units distribution for non apathy cohort

Fig. 2: Distribution of action units and their intensities.

expressions of elder and aged people. The process of ageing
leads to number of wrinkles and folds on a face which makes
it difficult to recognize facial expressions [28]. Considering all
these points, visual information is used in following two ways
to obtain significantly discriminating features:

• To improve facial expression recognition in elderly, first
the training is performed on a separate data of elderly
people [41]. This training is performed by initializing the
model with VGGFace [42] 6th layer features. This pre-
trained model on separate elderly data is then used to
extract features for the apathy dataset. First each face is
aligned and resized to 224 × 224 before extracting the
features on apathy dataset. These features encode rich
facial level information. For simplicity, this network is
referred to as ‘ElderFace’ in the rest of the paper.

• Action Units (AU) encode the small muscle movements
in a face, which are useful in recognizing the facial
expression of a person. To leverage this, the intensity
of AU is computed from OpenFace 2.0 toolkit [43] at
frame level. OpenFace is an open source framework to
extract face level information and is widely used in many
studies [44], [45]. Frame wise AU intensities are extracted
and used as a feature for training. The distribution of
AU intensities is shown in Fig. 2. The x-axis shows
17 action units whose details are shown in Table I.
The y-axis represent the AU intensities. These 17 AU’s
are commonly used for face level analysis [46]. The
distribution shows high intensity for some AU’s in non
apathetic cohort. However, in some cases an apathetic
person may express more, thus this subjectivity issue
make it a challenging task.

Both of the above mentioned visual features are extracted
and trained separately using a Gated Recurrent Unit (GRU)
[47] network to learn the temporal changes. The GRU network
has 5 layers with 128, 256, 512, 1024 and 2048 dimensions.
The architecture of this training is shown in lower left part of
Fig. 1. A Fully Connected (FC) layer with size 2048 is used

after GRU layers and before using a final prediciton layer.
This network is trained to learn two classes for the detection
of apathetic and non apathetic behaviour in video chunks.

B. Audio Features

Analysis of audio information has been widely used for
emotion recognition. The Geneva Minimalistic Acoustic Pa-
rameter Set (GeMAPS) [48] defines a minimalistic feature set
which is widely used to extract features from audio signals to
recognize the emotion.

The GeMAPS feature set consist of 18 low-level descriptors
based on frequency, energy and spectral parameters. The
features included in this set are mentioned in Table II. These
features are found to be beneficial to encode the emotion
of a person [49]. The features are extracted for each video
using OpenSMILE [50] toolkit. A small deep neural network
is trained which has 5 FC layers having size 128, 256, 1024
and 2048 (upper right network in Fig. 1).

TABLE I: Description of each AU used in this study [51].
AU Number AU Description

1 Inner brow raiser
2 Outer brow raiser
4 Brow lowerer
5 Upper lid raiser
6 Cheek raiser
7 Lid tightener
9 Nose wrinkler
10 Upper lip raiser
12 Lip corner puller
14 Dimpler
15 Lip corner depressor
17 Chin raiser
20 Lip stretcher
23 Lip tightener
25 Lips part
26 Jaw drop
45 Blink
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C. Motion Features

Facial expressions can also be analysed by identifying the
location of facial components such as nose, mouth, etc. and
then focusing on specific locations. The use of geometric
features for emotion recognition is already discussed in var-
ious studies [18], [52] and have shown promising outcomes.
Motivated by this, 68 2D facial landmarks are extracted from
OpenFace 2.0 [43]. The landmark points are converted to a
1D tensor for each frame. This represents and encodes local
motion within the face. The training of these motion features
is done similar to other visual features (lower left network in
Fig. 1).

D. Fusion of Features

The features from the above mentioned models (ElderFace,
AU, audio and motion) are combined together for the end-task
of final video level apathy prediction. The fusion of features
is depicted in lower right network in Fig. 1. In this figure, X
(as in P X) denotes any feature type such as P Action Units
or P Audio.

First, the model trained on positive and negative data are
combined together (such as P Audio and N Audio are com-
bined to form P+N Audio). To accomplish this, chunk level
features for P X and N X are computed from the pre-final
layer of the trained model. These 2D chunk level features are
converted to 3D video level features and then are concatenated
together. Three FC layers are used then for training with kernel
size 128, 512 and 1024 to encode this combination of models
trained on positive and negative data.

After combining the positive and negative video level fea-
tures (P+N X), four components used in this study (Elderface,
action units, audio and landmarks) are fused together. This
fusion is also done after concatenating the pre-final layer
features of the trained model and then training it for three
FC layers (similar to the combination of P X and N X). The
final model obtained by this is used to make apathetic and
non-apathetic predictions.

V. EXPERIMENTS AND RESULTS

A. Pre-processing

Each video is divided corresponding to positive and negative
narration based on the given timestamps. FFmpeg library is
used for video clipping and audio extraction. The size of each

TABLE II: Details of the audio features used in experiments
[48].

Frequency Energy Spectral Temporal features
Pitch Shimmer Alpha ratio Rate of loudness peaks

Jitter Loudness Hammarberg Index Mean length and standard
deviation of voiced regions

Formant 1, 2,
3 frequency

Harmonic to
noise ratio

Spectral Slope 0–500
Hz and 500–1500 Hz

Mean length and standard
deviation of unvoiced regions

Formant 1 Formant 1, 2, and 3
relative energy

No. of continuous voiced
regions per second

Harmonic difference
H1–H2 and H1–A3

TABLE III: Details of the data used in experiments.

No. of participants No. of videos No. of chunks
Apathetic 28 56 2231
Non apathetic 42 84 3675
Total 70 140 5906

chunk is fixed to be 32 frames. The idea of selecting only
32 frames is to keep a trade off between performance and
computational efficiency. Throughout the paper, term video is
used to refer the complete given positive or negative video
whereas, chunk is used to refer the subset of video having
32 frames. Each video has different duration, hence, multiple
number of chunks are extracted from each video. Total 5906
such chunks are produced after splitting the videos. Further
details of the data are given in Table III. To extract the
facial level information, OpenFace 2.0 [43] is used to obtain
frame wise aligned faces, active action units (AU) and 2D
landmarks. Audio features are extracted by using OpenSMILE
[50] toolkit.

B. Evaluation metric

Similar to [18], Leave One Subject Out (LOSO) cross-
validation strategy is adopted while training. The accuracy and
weighted F1-score is computed from the LOSO experiments.
First, the network is trained by using 3 fold cross validation
across each modality. After performing the hyper-parameter
tuning, experiments are performed by LOSO cross validation.
The results mentioned in this paper are obtained from LOSO
cross validation.

C. Experimental Details

The experiments are performed by using binary cross en-
tropy loss function and swish activation. Softmax activation
is used in the prediction layer of the model. The SGD
optimizer is used along with 0.01 learning rate while training
the chunks. For MIL, Adam optimizer is used with learning
rate 0.001. These parameters are selected by first training a
network in 3 fold cross validation. Later, the final experiments
are performed for fixed number of epochs. All the results
mentioned in the paper are provided for videos rather than
the chunks.

D. Results

Table IV shows the accuracy and the F1-score of positive
(P), negative (N) and fusion of positive and negative (P+N)
videos. The performance is mentioned before and after fusing
each type of features i.e. ElderFace, action units, audio and
landmarks. For action units and landmarks, features from
negative videos are found to be more discriminative. In case
of ElderFace and audio features, the difference between the
accuracy of positive and negative videos is limited. The
combination of positive and negative features for ElderFace
and landmark features, respectively, achieves only 54.28%
accuracy in both the cases. It is evident that these features
significantly discriminate apathetic behaviour in positive or
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TABLE IV: Performance of the proposed approach for the apathy prediction. Here, P and N represents positive and negative
videos, respectively.

Features ElderFace Action Units Audio Landmarks Combined
P N P+N P N P+N P N P+N P N P+N

Accuracy (%) 60.00 60.00 54.28 51.42 57.14 60.00 54.28 52.85 61.42 55.71 57.14 54.28 75.71
F1-score 0.602 0.603 0.517 0.510 0.571 0.602 0.535 0.529 0.617 0.560 0.575 0.547 0.736

negative videos, separately yielding higher accuracy (Table
IV). However, combining the positive and negative narration
makes it difficult to differentiate solely relying on these visual
features. This performance difference can be attributed to the
fact that while narrating a positive and negative narration, there
are differences in the exhibited expressions and the intensity
of the expressions varies as well. It is highly probable that a
person with apathy may not express high valence and positive
emotion with the same intensity as low valence or negative
emotions and vice versa.

The results also show that only expression level information
is not sufficient given the complexity of the apathy detection
task. It is clear from these results that it is a challenge to
recognize the facial expressions of elderly people due to the
wrinkles present in the face. There is an increase in the
accuracy after combining positive and negative videos in case
of action units and audio features respectively (Table IV).

The largest increase in the accuracy before and after com-
bining positive and negative narrations, is observed in the case
of the audio features. It shows the efficiency of audio features
in emotion and apathy detection. The fusion of multiple
modalities produced a hike in performance. The combined
model gives 75.71% accuracy and 0.736 F1-score. The result
shows that each feature learned by different modality is
complementary to other and are equally contributing for the
task of automatic apathy detection.

VI. CONCLUSION

An automatic audio-visual method for apathy detection is
proposed in this paper. The proposed MIL based method
exploits facial expressions, action units, facial landmarks and
audio to detect apathetic and non-apathetic behaviour. The
experiments are performed to provide an insight towards using
vision based methods to accurately detect apathetic behaviour.
Although, vision based facial expression recognition methods
have achieved a very high accuracy, it is still difficult to use
them to detect apathy in elder people. Analyzing emotions of
elderly people is still a challenging task. To address this, pre-
training is performed on a separate elderly faces dataset and
thus fine tuned for better emotion recognition in elderly.

Another challenge is subjectivity issue. The intensity of
expressions may vary for positive and negative videos. There is
a possibility that apathetic people express differently for high
and low valence emotions and with varying intensities. Its also
plausible that an apathetic person could be more expressive
in general as compared to some non-apathetic participants in
the cohort. The problem is not only challenging due to its

subjective dependency, however the varying range of emotion
exhibition in different genders adds another complexity. These
range of issues increase the intricacies of the automatic apathy
detection task.

In future, the proposed network will be improved by
considering the intensity of expressions which will help to
improve the distinction of apathetic and non apathetic be-
haviour. Changes will be made in the network to utilize the
gender information without using any extra labels for training.
Further investigation in common and prevalent AUs and their
intensities between apathetic and non-apathetic cohorts would
be another interesting avenue to explore.
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