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Abstract—Graph convolutional neural networks have attracted increasing attention in recommendation system fields because of their ability to represent the interactive relations between users and items. At present, there are many session-based methods based on graph neural networks. For example, SR-GNN establishes a user’s session graph based on the user’s sequential behavior to predict the user’s next click. Although these session-based recommendation methods model the user’s interaction with items as a graph, these methods have achieved good performance in improving the accuracy of the recommendation. However, most existing models ignore the items’ relationship among sessions. To efficiently learn the deep connections between graph-structured items, we devised a dynamic attention-aware network (DYAGNN) to model the user’s potential behavior sequence for the recommendation. Extensive experiments have been conducted on two real-world datasets, the experimental results demonstrate that our method achieves good results in capturing user attention perception.

Index Terms—Session-based recommendation, Graph neural networks, ranking

I. INTRODUCTION

Recommendation systems aim to help users select interesting content and improve customers’ online experiences in many application domains. The task of sequential recommendation is to predict the users’ personal preferences from their past behavior. In the online environment, many platforms such as Reddit, Xing and Taobao can use the interaction between users and items to predict user preferences. Considering the high practical value of interaction, a lot of approaches have been devised to learn sequential features for session-based recommendation. Ying et al. [1] devised a highly-scalable graph convolutional neural network (GCN) framework to aggregate the embedding of nodes (i.e., items). Monti et al. [2] combined graph convolutional network and graph recurrent network to make full use of the local stationary structures of user/item graphs. Although these methods have made great success in the task of modeling sequences, there are still great challenges in modeling complex relationships based on user behavior sequences.

Recommendation systems can be roughly categorized into feature-based recommendation [3], social recommendation [4] [5] and sequential recommendation [6]. By combining the information of users and the features of items, the feature-based method is used to model the interactive behaviors of users and items, and predict the probability that the user will select items [3]. Although it can effectively learn the embedded vector of items in the user-item interaction network, the computational costs are tremendous to capture user preference. Social recommendation [4] [7] based on social information [8] can alleviate data sparsity and cold-start problems, but the premise of these studies is that all users of social links have similar preferences. Since users’ interests are dynamic [9] [10], it depends not only on the preferences of users, but also needs to understand the shift of user’s interests.

Existing recommendation methods mainly depend on the Markov Chains (MCs) [11] [12] [13], and Recurrent Neural Networks [14], and Graph Neural Networks (GNNs) [15] [16]. He et al. [11] devised a personalized sequential recommendation model based on a Markov chain to deal with the anonymous session recommendation problem [17]. Wu et al. [16] used a graph neural network to solve the complex relationship between items and recommended items. However, these graphs are typically multi-relational and heterogeneous. Similar to SR-GNN [15], Song et al. [9] also modeled a dynamic user’s behaviors with a recurrent neural network to infer the influencers based upon users’ current interests.

Although these methods are state-of-the-art and achieve satisfactory results, there are some issues that can be researched in detail. Existing methods lack the capability of local dependencies so that they cannot perform representation for context sequences in the session. In addition, one important property of the model is that the relations between disordered structural items achieve high performance. However, the existing methods usually extract discrete features [18] manually, and they lack the ability to represent the embedded data.

To this end, we come up with a dynamic attention-aware model through a graph neural network, which maybe aware of the change in user attention in the session, capture the user’s dynamic interest, and recommend items. Fig. 1 shows the sequence of interactions between users and items. Since the nodes between the graphs have a strong relationship, the user’s session sequence is constructed to construct the users session graph. In the graph, nodes $v_1$, $v_3$, $v_4$, and $v_5$ form the core connection component, which is reflected by the edge relationship. Compared with the previous version [15], we further integrate attention perception and the LSTM mechanism into graph neural networks. Extensive experiments conducted on the two datasets show the effectiveness of this method in
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Fig. 1. User behavior session construction graph. In session sequences, a user’s interaction sessions includes historical sessions and the current session. The different color circles in the graph represent different items which is $v_1$, $v_2$, $v_3$, $v_4$, $v_5$ and $v_6$.

solving session recommendations.

The main contributions of this work are as follows.

- We devised a new method for the session-based recommendation scenario, which captured the items inherent relationship in different session, which was key to the item level feature representation. The method can predict users' interests without requiring users to log in with detailed identity information.
- We used the dynamic attention mechanism to explicitly model the relation between the user’s historical interests and current session, which more accurately captured the user’s interest and made accurate predictions.
- Extensive experiments conducted on the two datasets have proved the validity of different components of our model, which can significantly improve the performance of the session recommendation.

II. RELATED WORK

Session-based recommendation is an application of recommender systems based upon implicit feedback, where users’ identities are unknown, and have some positive signal (e.g., purchases or clicks) [11]. These positive observations are regarded as a form of sequential data obtained by tracking users’ records in a sequence. Most existing sequential recommendation models adopt the self-attention mechanism to capture distant item-item transitions in a sequence and have achieved good performance. One of the advantages of attention mechanisms is that they allow to the variable-sized inputs, focusing on the most significant parts of the input to forward propagation. [19] proposed a model based on a convolution architecture to process graphs of arbitrary size and shape. Vaswani et al. [20] showed that self-attention can improve a method based on RNNs or convolutions. However, it is still challenging to establish complex contextual information between adjacent items.

Recently, many models have been proposed. The RNN model is the most common model, and it is used to model the sequence model. Hidasi et al. [21] modeled the user’s behavior sequence based on the features of the clicked items and the user’s click. Further, Li et al. [22] used an attention mechanism combined with RNN to capture the user’s sequence behavior characteristics and main intentions. Jin et al. [23] combined RNN-based network with key-value to capture user preferences and sequence-level user preferences.

Graph network methods have been widely used to solve sequence-based recommendation tasks [24] [25]. Due to the unique structure of graph neural networks, many various networks based on the graph have been devised. Based on a mechanism similar to a messaging network, many GNN methods [26]–[28] are devised to calculate the information relationship between nodes. Wu et al. [15] put forward SR-GNN to aggregate item features into session features by encoding item features. Similarly, Wang et al. [25] proposed the non-local neural network (NLNN) by combining a variety of self-attention methods.

Nowadays, many neural network-based models are used to represent and understand graph structures. Cohn et al. [26] proposed GatedGNN based on gated recurrent units to calculate gradient. Graph Attention Network has been widely used to solve the sequence-based recommendation problems. Vardhan et al. [27] proposed graph attention network to learn different nodes and neighbor nodes weights based on attention mechanism. These models using the graph convolution network have great advantages in processing graph-structured data. Chan et al. [29] proposed a the CNN-based CTR prediction method based on CNN to model the sequence. Considering that user preferences are more focused or the ongoing session, we focus on the user’s dynamic interest representations to enhance session representation of user.
and the embedded items can be simply defined as \( v_{n-1} \) of the last-clicked item \( v_n \).

In a session graph, each edge \((v_{i-1}, v_i) \in E\) means the connection relationship between item \( v_i \) and \( v_{i-1} \) in the session \( s \). For every node \( v \), the item \( v \in V \) was mapped into an latent embedding space, and the item latent vector \( x = [x_1, x_2, \ldots, x_n] \), \( x_i \in \mathbb{R}^d \), \( d \) is the embedding dimensions of items. Our goal is to predict the top \( N \) candidates based on the user’s final unified vector representation \([30]\).

Compared with the sequence structure data, the graph structure data has rich structural information, and it is efficient to capture the transition relationship between each user’s items according to the structure information of the graph. The input item is represented as a dense vector \( x = [x_1, x_2, \ldots, x_i, \ldots, x_n] \) converted by the embedding layer and fed into the deep neural network. The output feature is \( x' = [x'_1, x'_2, \ldots, x'_i, \ldots, x'_n] \). Given that GAT \([27]\) can select relatively important nodes, this method is suitable for evaluating the importance of nodes \([31]\). For each node \( v \) in the graph, the propagation between the different nodes can be formalized as equation (1):

\[
e_{ij} = \alpha(Wx_i, Wx_j) \tag{1}
\]

where \( \alpha \) is the attention coefficient, which represents the importance of node \( i \) to node \( j \), and \( W \) is the weight parameter in the aggregation layer.

\[
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{m \in N(i)} \exp(e_{ik})} \tag{2}
\]

where the attention weight \( \alpha_{ij} \) is determined by an item \( i \) and \( j \). \( N(i) \) is all adjacent nodes of node \( i \). Considering that information in the embedding may have different priority, the different weight is assigned to different nodes, and the attention-aware mechanism is adopted to represent the preference. The weights are as equation (3).

\[
x'_i = \sigma \left( \sum_{j \in N(i)} \alpha_{ij}Wx_j \right) \tag{3}
\]
where $W$ is the weight matrix of feature $x_i$, and $W \in \mathbb{R}^{d \times d}$ control the weights of the different items, $x_i$ represents the neighbor nodes of node $i$. $\sigma(\cdot)$ denotes the sigmoid function that was used to regularize all adjacent nodes of node $i$. The node $i$ has a multi-end attention mechanism in the neighborhood, and the final representations of the nodes are obtained by means of average multi-head attention as equation (4).

\[
x_i' = \sigma \left( \frac{1}{k} \sum_{k=1}^{K} \sum_{j \in N_i} \alpha_{ij} W x_j \right),
\]

where $k$ is the number of the adjacent nodes of node $i$.

**B. Generating user dynamic representation**

We apply Long Short Term Memory (LSTM) network [32] as the recurrent cell. The LSTM can be described as equation (5).

\[
\begin{align*}
    i_t^u &= \sigma (W^i x_t^u + W^f h_{t-1}^u + b^i) \\
    f_t^u &= \sigma (W^f x_t^u + W^f h_{t-1}^u + b^f) \\
    o_t^u &= \sigma (W^o x_t^u + W^o h_{t-1}^u + b^o) \\
    c_t^u &= f_t^u c_{t-1}^u + i_t^u \tanh (W^c x_t^u + W^c h_{t-1}^u + b^c) \\
    h_t^u &= o_t^u \tanh (c_t^u)
\end{align*}
\]

where $i_t^u$, $f_t^u$, $o_t^u$ denotes the input, forget and output gates, respectively. The LSTM encodes the short-term interaction sequence of $u$ into a hidden output vector $h_t^u \in \mathbb{R}^{d \times 1}$ at time $t$. $c_t^u$ represents the cell states of LSTM, and $b$ represents the biases. In the first layer, I LSTM network can be connected, in which the cell status and hidden representation can be propagated from $t-1$ to $t$.

For the sake of calculating the importance of node in the current session, we consider the node’s sequence behaviors represented by the vector that contain some useful information about the user’s primary shopping intent. Therefore, we use the representation of the sequence in the session.

We resort to the self-attention mechanism, which focuses on solving the importance of different items, discovers the user’s short-term interest, and seeks out the user’s attention shift to different items. So, we first aggregate the information of all nodes as a query feature:

\[
q_i = \text{ReLU} \sum_{i=1}^{N} W h_i^u
\]

where $W$ is the learnable parameter matrix. Then the attention scores of all nodes can be calculated as equation (7).

\[
\beta_i = \text{Sigmoid} \left( U_s \tanh (W_b h_i^u + W_q q_i + b_s) + b_u \right)
\]

where $U_s$, $W_b$, $W_q$ are the learnable parameter matrices. $b_s$ and $b_u$ are the bias. We use the non-linear function of Sigmoid due to the possibility of existing multiple items.

Similar to the model SR-GNN [15], we use the attention mechanism to encode the current embedding matrix to global representation and local representation, where global representation denotes the user’s general interest and local representation denotes the user’s new interest. The global representation is defined as equation (8).

\[
F_i^g = \sum_{i=1}^{N} h_i^g
\]

\[
F_i^l = \sum_{i=1}^{N} \beta_i \cdot h_i^l
\]

Combining the long and short-term interests of the user to form a unified user representation, the uniformly represented vector is computed by the concatenation of the local and global vectors as equation (9).

\[
C = \text{Concat}(F_i^g, F_i^l) \cdot B
\]

where $C$ represents the user’s interest representation and $B$ represents the matrix, and matrix $B \in \mathbb{R}^{d \times d}$ compresses two combined embedding vectors into the latent space $\mathbb{R}^d$.

**C. Model Prediction**

After passing the concatenated vectors to a feed forward neural net, generating the softmax output layer, and adopting cross entropy as a loss function for training, we get the score for each candidate item $v_i \in V$ by a softmax function as equation (10).

\[
\hat{y}_i = \text{softmax}(C \cdot x_i)
\]

where $\hat{y} \in \mathbb{R}^m$ denotes the probabilities of nodes being the next click in session $s$. For each session graph, the loss function is defined as the cross-entropy of the prediction and the ground truth. Finally, we train our model by minimizing the following objective function as equation (11).

\[
L(\hat{y}) = - \sum_{i=1}^{m} y_i \log (\hat{y}_i) + (1 - y_i) \log (1 - \hat{y}_i) + \lambda \| \theta \|^2,
\]

where $\hat{y}$ denotes the one-hot encoding vector of the ground truth item, and $\theta$ is the set of all learnable parameters. $\lambda$ is the parameter to reduce the loss errors and regularizations.

**IV. EXPERIMENTS AND ANALYSIS**

In this section, we conduct experiments on different data sets to verify the effectiveness of our method. We first summarize the datasets and parameter settings of our experiment. Then we compare our method with other latest methods. Finally, we make a comprehensive assessment of our method.

**A. Datasets**

Our experimental data is mainly collected in two standard datasets, and the advantages and disadvantages of different recommendation algorithms are evaluated through a series of comparative experiments. For session-based recommendations, we adopt the last seven days of session data as the test dataset, and the rest as train dataset. Similar to [33], for a session sequence $S = \{s_1, s_2, \ldots, s_n\}$, we generate the input and corresponding labels $(\{s_1\}, \{s_2\}, \{s_1, s_2\}, \ldots, \{s_1, \ldots, s_{n-1}\}, s_n)$ for training and testing on the two datasets.
A brief description of the five methods follows:

- **GNN.** Among them, the SR-GNN model is based on the graph.
- **Baseline methods** to accelerate model training.  
- **Reddit**. The dataset contains the username, the username comment, and the timestamp of the comment. Each row denotes the user’s comment and the meaning of Reddit data. We process each user’s record and divide it into multiple sessions. In the process, we used the same method as for the Xing data set, but the processing time is half hour.

Before the experiment, we preprocessed the data sets. For each user, Eighty percent of user’ sessions was divided into the training set. The remaining session was used as a test set. The descriptive statistics of two datasets after the preprocessing steps are in Table II.

### B. Implementation details

In our model, the item dimension is set to 50, and the user’s embedded dimension is set to 30 for all the experiments. The optimization function uses Adam, and the initial learning rate is set to 0.001. In addition, the batch size and the L2 regularization are set to 10 and $10^{-5}$, respectively. For Xing and Reddit, the historical session length is set to 50 and 30, respectively. The Gaussian distribution initializes all parameters with a mean of 0 and a standard deviation of 0.1. The platform we use is the GeForce GTX Titan GPU to accelerate model training.

### C. Baseline methods

In order to evaluate the performance of the model, we use five methods: Item-KNN, FPMC, GRU4Rec, H-RNN, and SR-GNN. Among them, the SR-GNN model is based on the graph model. A brief description of the five methods follows:

- **FPMC** [34] is a sequence modeling method based on Markov chains to predict the user’s next action according to the previous action.
- **GRU4Rec** [35] is a sequence modeling method based on recurrent neural networks to model user sequences for the session-based recommendation.
- **H-RNN** [36] is a sequence modeling method extended to recurrent neural networks to predict the user’s interest in the current session on the basis of recent sessions.
- **Caser** [37] is a sequence modeling method based on convolution kernels similar to image convolutions operation, and using convolution filters to learn the sequence pattern in order to learn user’s preferences.
- **SR-GNN** [15] employed GNN with attention mechanisms to model the sequence as a session to capture the main purpose of the user.

### D. Evaluation methods

Since the recommendation system recommends a limited items every time, these items that suit the user should appear in the limited number of items listed in the candidate products. We use the following two methods to evaluate the quality of the model.

- **Recall**: We adopt the Recall@$k$ indicator for evaluation, which statistically tests the likelihood that the user’s actual clicked item appears in the top 20 of the recommended candidates. Recall does not consider the position order relationship of the items that the user actually clicks on the candidates, and only needs the first $N$ products to appear in the recommendation list.
- **MRR (Mean Reciprocal Rank):** Another evaluation metric is MRR@$k$, which is the reciprocal average of the number of items clicked in the list. If the item doesn’t appear in the top 20 of the recommendation list, then the MRR should be set to zero. Considering the items of the evaluation recommendation list, MRR is a very important indicator in some sequentially sensitive tasks.

### E. Comparisons of Performance

We compare our algorithm with other algorithms in detail. All algorithms are tested on two datasets. In addition, Table III illustrates in detail the results of our baseline approach.

### TABLE III

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Reddit</th>
<th>Xing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall@20</td>
<td>MRR@20</td>
</tr>
<tr>
<td>FPMC</td>
<td>0.3885</td>
<td>0.0454</td>
</tr>
<tr>
<td>GRU4Rec</td>
<td>0.4432</td>
<td>0.2600</td>
</tr>
<tr>
<td>H-RNN</td>
<td>0.5004</td>
<td>0.2744</td>
</tr>
<tr>
<td>Caser</td>
<td>0.5033</td>
<td>0.1349</td>
</tr>
<tr>
<td>SR-GNN</td>
<td>0.6180</td>
<td>0.2855</td>
</tr>
<tr>
<td>DYAGNNRec</td>
<td>0.6795</td>
<td>0.3388</td>
</tr>
</tbody>
</table>

From the results of the experiment, we can draw the following conclusions: (1) In Xing, when we replace the user’s factor...
with the average value of the hidden factor of the hidden matter in the current meeting, the performance is not satisfactory. We take each conversation sequence in the algorithm as a new session sequence, which requires a lot of memory space. As a result, the experimental results on this dataset were not given. The existence of these problems is based on a matrix with a number of users and is not applicable to the recommended task group for the session. (2) All in all, the performance of the three models based on the graph network is superior to the traditional method, which shows that the graph network can make good use of the sequence information in the session. (3) In view of the current user’s sequence behavior and main intentions in the model, we conclude that the performance exceeds all the methods on the Recall@20. Taking the Reddit dataset as an example, our method is compared with improved SR-GNN at Recall@20 and Recall@20 On the evaluation. The performance of our method was increased by 6.15% and 5.33%. Our approach is a significant improvement on the Xing both Recall@20 and MRR@20 compared to SR-GNN.

Fig. 3. The performance of the Reddit dataset on different epochs.

Fig. 4. The performance of the Xing dataset on different epochs.

V. CONCLUSIONS

In this paper, we have devised a novel dynamic attention-aware neural network method for session-based recommendation, which captures the important neighbor nodes of items with the graph attention network, models the long-term preferences by adopting the short-term and long-term memory unit, and integrates the short-term interests of the attention mechanism to form a unified interest expression. The model not only relies on the association relationship between nodes to select the most relevant neighbors for each node and update its feature but also uses attention awareness to explicitly model the impact of historical sessions on current sessions. Comprehensive experiments conducted on two public datasets show the effectiveness of different parts in our model and confirm that the devised model delivers a significant improvement on MRR@20 and Recall@20.
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