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Abstract—In this study we investigate the potential of using
Deep Reinforcement Learning (DRL) to day trade stocks, taking
into account the constraints imposed by the stock market,
such as liquidity, latency, slippage and transaction costs. More
specifically, we use a Deep Deterministic Policy Gradient (DDPG)
algorithm to solve a series of asset allocation problems in order
to define the percentage of capital that must be invested in each
asset at each period, executing exclusively day trade operations.
DDPG is a model-free, off-policy actor-critic method that can
learn policies in high-dimensional and continuous action and
state spaces, like the ones normally found in financial market
environments. The proposed day trading system was tested in
B3 - Brazil Stock Exchange, an important and understudied
market, especially considering the application of DRL techniques
to alpha generation. A series of experiments were performed
from the beginning of 2017 until the end of 2019 and compared
with ten benchmarks, including Ibovespa, the most important
Brazilian market index, and the stock portfolios suggested by
the main Brazilian banks and brokers during these years. The
results were evaluated considering return and risk metrics and
showed that the proposed method outperformed the benchmarks
by a huge margin. The best results obtained by the algorithm
had a cumulative percentage return of 311% in three years, with
an annual average maximum drawdown around 19%.

Index Terms—Deep Reinforcement Learning, Deep Deter-
ministic Policy Gradient, Machine Learning, Neural Networks,
Algorithmic Trading, Stock Trading, Asset Allocation Problem,
Intraday Trading, Financial Markets.

I. INTRODUCTION

Predicting prices or trends in the stock market is a subject
of major interest for both academics and practitioners in the
financial market. The subject has been extensively studied in
the last decades [1] [2] [3], but predicting future stock prices
accurately and mainly developing profitable trading strategies
based on these predictions are still big challenges.

Powerful techniques from different areas have been widely
used in financial market applications, including Optimization,
Signal Processing, Time Series Analysis, Control Theory, Ad-
vanced Statistical Methods and Machine Learning (ML), with
special and increasing interest from the financial community
in the last one. According to the Refinitiv 2019 Artificial
Intelligence / Machine Learning Global Study [4], more than
90% of financial firms are using ML in their businesses, with

63% of the initiatives associated with trading investment idea
generation (alpha generation).

The most classic use of ML to trade in the stock market
is to apply supervised learning techniques to predict future
prices in a regression problem. These predictions are then
used by a trading system that buys and sells stocks based on
predefined rules to enter and exit trades. The main problems
with this approach are: (i) it highly depends on the quality of
predictions, but it turns out that future prices are very hard to
predict, (ii) price predictions are not directly translated into
buy and sell signals, requiring an additional layer of logic to
convert them into market actions, (iii) we only have a complete
automated trading system if we have at least two subsystems,
where the output of the first (the supervised learning model) is
the input of the second (the trading system), (iv) the purpose
of the learning model (minimize prediction error) is different
from that of the complete trading system (maximize cumula-
tive return or Sharpe ratio, minimize drawdown or volatility,
etc.) and, finally, (v) as the trading rules are not incorporated
in the definition of the learning algorithm, several important
real world constraints are disregarded in this “smart” first
subsystem, such as: liquidity, latency, slippage and transaction
costs.

In addition, as illustrated in [5], the typical development
process based on this supervised approach has several stages,
such as: (i) data analysis, (ii) training of supervised mod-
els, (iii) development of the trading system, (iv) backtesting
(simulation in the past), (v) parameter optimization, (vi) paper
trading (simulation in real time) and (vii) live trading (trading
account in a broker). This process is complex and not ideal for
several reasons, among which we highlight: (i) slow iteration
cycles, (ii) real world factors disregarded in the first stages,
(iii) simple trading rules made by human and (iv) inefficient
trading system optimization.

Previous successful attempts of fully machine learning
schemes to alpha generation, without predicting prices, are
treating the problem as a Reinforcement Learning (RL) one,
where we optimally solve complex sequential decision-making
problems under uncertainty via direct interaction with the
environment and learning through trial and error [6] [7].

The use of RL to address these issues is justified for
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a few reasons: (i) end-to-end optimization, (ii) automatic
and intelligent creation of the trading system, where the
RL directly learns a policy (trading system), being able to
learn policies that are more complex and powerful than any
rule that a human can create and (iii) training directly in
simulation environments, considering factors like liquidity,
latency, slippage and transaction costs.

Rapid advances in Deep Neural Networks (DNNs) over the
past several years have allowed RL to solve decision-making
problems with high-dimensional state-action spaces, as the one
discussed here, where states and actions are continuous, thus
establishing the Deep Reinforcement Learning (DRL) field,
which has been widely successful in playing board games
and video games and recently also being applied to alpha
generation.

In this work, we developed a day trading system based on a
DRL algorithm to solve a series of asset allocation problems,
buying up to 10 stocks in the opening auction of each trading
session and keeping the stocks purchased until the end of the
day, when they are sold during the closing auction. In this way,
the strategy only executes day trade operations, never being
positioned overnight. The day trading system was tested in
B3, the Brazilian Stock Exchange [8]. The main motivation to
use this scenario is the lack of studies applying DRL in this
market and the easy of using the trading system proposed here
in a real account, through a partner trading platform [9].

The proposed trading system was able to generate alpha in
the last 3 years in simulation account, from 2017 to 2019,
with results significantly better than those obtained by all
the benchmarks evaluated in this work, including Ibovespa,
the main index of the Brazilian stock market, and the best
recommended stock portfolios of brokers and banks from
Brazil during this same period.

The remainder of this paper is organized as follows. Sec-
tion II briefly discusses some related work. Section III in-
troduces the proposed DRL day trading system. Section IV
presents the experiments and results achieved with real market
data from B3. Finally, Section V presents some conclusions
and directions for future work.

II. RELATED WORK

Machine learning is disrupting decision making in almost
any area of finance. In the literature, there is a vast number
of papers that study alpha generation methods, and most of
them use supervised learning techniques to predict future stock
prices [2] [3] [10] [11].

Reinforcement Learning has become increasingly popular
over the last few years due to its success in tackling challeng-
ing sequential decision-making problems. The combination of
RL with deep learning techniques is responsible for several
of these achievements [12] [13] [14] [15] [16], and this
combination, called Deep Reinforcement Learning, is most
useful in high-dimensional problems like asset allocation, an
investment strategy that aims to balance risk and reward by
defining the percentage of capital that must be invested in each

asset at each period, according to an individual’s goals, risk
tolerance, and investment horizon.

Inspired by these successful DRL algorithms, an increasing
number of papers have been published in recent years applying
RL to financial decision-making and execution problems [17]
[18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30]
[31] [32].

For instance, [21] [26] [33] [34] are some of the previous
model-free successful attempts to tackle alpha generation
problems without predicting future prices, but these RL algo-
rithms are limited to single-asset and do not apply to general
asset allocation problems.

Recently, the model-free Deep Deterministic Policy Gra-
dient (DDPG) algorithm [35] has been used to tackle the
the general problem with multiple assets [25], and appear
to get good results. They introduced various DNN structures
and techniques to trade a portfolio consisting of cash and
10 cryptocurrencies. Similarly, [36] tries the same approach
trading the S&P500 and Euro Stoxx 50 and [37] optimize
stock portfolios by using the DDPG as well as the Proximal
Policy Optimization (PPO) [38].

All these works proposed trading systems that operate by
making swing trade (when buying and selling are made on
different days, as opposed to day trade) or in markets that
operate uninterrupted for 24 hours, such as cryptocurrencies.
Thus, to the best of our knowledge, the trading system
proposed in this work is the first one to make day trade
operations using the DDPG algorithm in traditional markets
such as the stock market, which have opening and closing
times for each trading session.

By allowing only day trade operations, we have at least
three major advantages: (i) lower trading costs, (ii) risk mini-
mization and (iii) intraday leverage. On virtually every stock
exchange in the world, the transaction costs are much lower in
day trade comparing to swing trade. In Brazil, the reduction is
approximately 25% [39]. Limited to only day trade operations,
the agent is less exposed to some market risks, since by
always closing the operations within the same trading session,
it avoids the risk of an impacting event happening outside of
trading hours that could negatively influence their positions
at the beginning of the next trading session. Finally, leverage
is an option that brokers offer, mostly free of charge, so that
the agent can trade with more capital than it really has in
its account. Thus, the agent does not need to have all the
capital to buy a certain number of shares and can increase
their percentage returns (at the same time increasing the risk).

III. THE PROPOSED DEEP REINFORCEMENT LEARNING
DAY TRADING SYSTEM

In this section we describe the proposed approach of
Deep Reinforcement Learning, presenting first the problem
definition (A). Then, the Markov Decision Process (MDP)
is explained (B), followed by the algorithm for portfolio
optimization (C) and some assumptions (D).
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A. Problem Definition

The problem of assigning optimal weights to a portfolio
at each instant of time (percentage of capital that must be
allocated to each asset), with the aim to maximize its expected
long-term return, can be reformulated as a Markov Decision
Process (MDP). The uncertainty about future market states,
given the difficulty of predicting investment returns with
sufficient accuracy, makes it an optimal stochastic control
problem with continuous action and state spaces, a problem
that can be solved by model-free Reinforcement Learning,
which does not have the need to know the dynamics of the
system and defines the optimal policy based on samples.

Let’s consider a standard configuration for the asset allo-
cation problem through RL, with an agent interacting with
an environment in discrete timesteps. At each timestep t, the
agent receives the current state st ∈ S and takes an action
at ∈ A according to its policy µ, which maps states to a
probability distribution over the actions µ : S → P (A). The
agent then receives a reward rt = r(st, at), which can be
interpreted as the percentage return of the portfolio between
the beginning of time periods t and t + 1, and receives the
next observation st+1.

In this work, we defined our environment similar to the one
proposed in [25]. Let N be the number of stocks we have
available to invest. Then, our portfolio will be composed by
N + 1 assets, with the first being a special one, the Brazilian
Real (R$ / BRL), the currency in which the stocks are quoted,
simply referred as cash for the rest of this article.

Since our day trading system allocates capital during the
opening auction of every trading session, we always buy the
stocks at their opening prices, according to the percentage of
capital defined to be invested in each of them. During the
entire session of each day, the stocks remain purchased, being
sold at the auction closing price of the same day, thus ensuring
that all the operations are day trades.

B. MDP Formulation

1) Action Space: In the asset allocation problem, the trad-
ing agent has to define the portfolio vector wt in the beginning
of every time step t (every business day). Therefore, the action
at−1 at the end of timestep t− 1 is the portfolio vector wt at
the beginning of timestep t:

at−1 = wt = [w0,t, w1,t, · · · , wN,t]T , (1)

where wi,t represents the fraction of investment on stock i at
the beginning of timestep t, for i ≥ 1, and w0,t represents the
fraction of cash that we maintain in our portfolio at timestep
t. As short-selling is prohibited in our trading system, the
portfolio weights must be strictly non-negative, or:

at ∈ A ⊆ [0, 1]N+1, ∀t ≥ 0 subject to
N∑
i=0

ai,t = 1. (2)

2) State & Observation Space: The stock market cannot
be fully observable, since we are dealing with other agents
(traders), which we can’t observe (their balances, positions,
hidden orders, trading strategies, etc.). This means the agent
is not able to observe the full state of the system, but a noisy
state instead, known as an observation, and that asset allocation
should be modeled as a partially observable MDP.

Nonetheless, considering the technical analysis theory, all
relevant information is believed to be reflected in the stock
prices [40] [41], which are publicly available to the agent.
Under this point of view, an environmental state can be roughly
represented by the history of stock prices up to the moment
where the state is at.

As we always buy the stocks at the opening prices and
sell them at the closing prices of the same day, we define
close/open relative price vector as:

yt =

[
1,
c1,t
o1,t

,
c2,t
o2,t

, · · · , cN,t
oN,t

]
, ∀t ≥ 0, (3)

where ci,t and oi,t are, respectively, the closing and opening
prices of stock i at timestep t and yi,t =

ci,t
oi,t

is the relative
price of stock i at timestep t, with y0,t representing the relative
price of cash at timestep t, which is equal to 1 for all t.

We define our observation space S as a subset of the
continuous (W × (N + 1))-dimensional positive real space
RW×(N+1)

+ , where W is the number of past days we consider
to define an observation. We limited the number of days to
a fixed window length W since the impact of historical data
decreases as the time goes by.

Then, the observation st at timestep t is defined as:

st =


yt−W

yt−W+1

...
yt−1

 =


1,

c1,t−W

o1,t−W
, · · · , cN,t−W

oN,t−W

1,
c1,t−W+1

o1,t−W+1
, · · · , cN,t−W+1

oN,t−W+1

...
1,

c1,t−1

o1,t−1
, · · · , cN,t−1

oN,t−1

 (4)

The state transitions are completely defined by the market,
and we do not have any control of them. What we can get is
the new observation, defined by the last relative prices.

3) Reward: The relative price vector yt can be used to
calculate the change in total portfolio value at timestep t. If pt
is the portfolio value at the beginning of timestep t, ignoring
transaction costs, we have

pt+1 = ptyt · wt. (5)

Then, without loss of generality, assuming the initial portfo-
lio value p1 is equal to 1, the portfolio value at the beginning
of timestep T is

pT = p1

T−1∏
t=1

yt · wt =
T−1∏
t=1

yt · wt, (6)

and if we consider a constant commission rate α ∈ [0, 1) for
each timestep, we can consider a transaction remainder factor
β ∈ (0, 1], such that β = 1− α and the equation 6 becomes
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pT =
T−1∏
t=1

βyt · wt. (7)

Although we want to maximize pT , instead of having a 0
reward at each timestep and a pT reward at the end, we take
the logarithm of equation 7:

log pT = log
T−1∏
t=1

βyt · wt =
T−1∑
t=1

log(βyt · wt). (8)

Thus, at each timestep t we have a log(βyt · wt) reward,
avoiding the sparsity of the reward problem.

C. The Actor-Critic Deep Deterministic Policy Gradient Al-
gorithm

In order to dynamically optimize stock portfolios, we used
the Deep Deterministic Policy Gradient (DDPG) algorithm
proposed in [35], which is a model-free, off-policy actor-
critic method using deep function approximators that can learn
policies in high-dimensional and continuous action and state
spaces, like those in the asset allocation problem.

The algorithm is based on the Deterministic Policy Gradient
(DPG) method [42], combining the actor-critic approach with
insights from the recent success of Deep Q Network (DQN)
[43] [44], resulting in a general-purpose continuous DRL
framework.

The DDPG combines the value-based DQN and the policy-
based DPG for large continuous domains, where the actor,
which is a parameterized deterministic policy µ(s|θµ), learns
using the Bellman equation as in Q-Learning based on feed-
back from the critic, which is the state-action value function
Q(s, a).

As discussed in [35], one key advantage of DDPG is that
with the same hyper-parameters and network structure it can
learn competitive policies using low-dimensional observations,
like the ones used in this work, resulting in a simple approach
that requires only a straightforward actor-critic architecture
and learning algorithm. We reproduce the algorithm described
in [35] in Figure 1.

Considering the results presented in [45], we used a very
straightforward implementation of a Long Short-Term Mem-
ory (LSTM) network as our close/open relative price predictor,
based on historical prices, and all the stocks shared the same
LSTM for each year of the testing set (from 2017 to 2019).

D. Assumptions

We only consider backtest tradings, where the trading agent
simulates at a past point in the market data history, not
knowing any “future” value. The following five assumptions
must apply as a requirement for the experiments: (i) sufficient
liquidity, (ii) zero slippage, (iii) zero market impact, (iv) zero
latency impact and (v) odd lot equivalent to round lot prices,
all of which are realistic in the scenario of the proposed trading
system, as explained below.

Assumption 1 (Sufficient Liquidity): All stocks are liquid
and each trade can be executed under the same conditions.
An asset is considered liquid if it can be rapidly converted to
cash, with little or no value loss [46]. As we only trade the
10 most traded stocks from the previous year (the 10 stocks
with highest weight in Ibovespa composition), we are dealing
with the most liquid stocks from B3.

Assumption 2 (Zero Slippage): Each trade can be executed
with zero slippage, exactly at open or close prices. Slippage
refers to the difference between a trade’s expected execution
price and the price at which the trade is actually executed [47].
There is no slippage in our orders, as we send market orders
during the auctions and then always trade at the opening (to
buy) or closing (to sell) prices.

Assumption 3 (Zero Market Impact): The amount of cash
invested by the trading agent is so insignificant that it has no
influence on the opening and closing auction prices.

Assumption 4 (Zero Latency Impact) The delay to send
orders has no influence on the execution prices. As the opening
and closing auctions last at least 5 minutes, the agent has all
this period to send an order for each stock to be traded.

Assumption 5 (Odd lot equivalent to round lot prices) To
trade the financial volume as close as possible to the theoretical
volume defined by the weight of each share in the portfolio, it
is necessary to trade in the odd lot market [48] and in the round
lot market [49]. As we invest only in the 10 most liquid stocks
on the market, we can assume that the prices are equivalent
or have insignificant differences.

IV. EXPERIMENTS AND DISCUSSION

This section presents experimental results performed to
test the ability of the proposed DRL Day Trading System
to generate alpha in real world scenarios. We tested three
different values for the window length W (2, 3 and 5),
resulting in the methods named DRL-2, DRL-3 and DRL-
5, respectively. The results obtained were compared with
ten important benchmarks and showed that our methods had
outperformed the benchmarks by a huge margin.

A. Dataset

The dataset used throughout this work corresponds to a
historical series of data about the daily opening and closing
prices of the thirteen different stocks that were available to
invest according to our methodology to daily solve the asset
allocation problem. The series represents a period of 1824
days, varying from 2nd January 2015 to 30th December 2019,
and were obtained from the software SmarttBot [9].

In order to select the stocks that can be invested by the
DRLs, we consider, for each year, only the ten stocks with
the greatest weight in the first trading session of that year
in the composition of the iShares Ibovespa (BOVA11), an
ETF managed by BlackRock [50], the world’s largest asset
manager.

BOVA11 is the ETF with the most traded financial volume
at B3, and seeks to obtain returns that generally correspond
to the performance of the Bovespa Index (Ibovespa), the most
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Fig. 1. Deep Deterministic Policy Gradient Algorithm [35]

important Brazilian market index, comprised of stocks issued
by companies that represent more than 80% of the number of
trades and of the financial volume recorded on the spot stock
market.

Then, for each trading session of an year, the DRL method
should define the percentage of capital to be invested in each
of the ten stocks selected for that year, and can change these
values every day, always distributing up to the total available
capital between these ten stocks. It is important to remember
that part or even the total capital can be allocated to cash in
a given day, as explained in Section III.

Table I shows the ten stocks with the greatest weight in the
composition of BOVA11 at the first trading session of each
year between 2017 and 2019, and so defines which stocks
could be considered by the DRL method to invest in each
year.

TABLE I
THE TOP 10 STOCKS OF BOVA11 AT THE FIRST DAY OF EACH YEAR

2017 2018 2019
ITUB4 ITUB4 ITUB4
BBDC4 VALE3 VALE3
ABEV3 BBDC4 BBDC4
PETR4 ABEV3 PETR4
VALE3 PETR4 ABEV3
BRFS3 B3SA3 BBAS3
BBAS3 ITSA4 B3SA3
ITSA4 BBAS3 ITSA4
B3SA3 UGPA3 LREN3
UGPA3 BRFS3 UGPA3

B. Benchmarks

We divided the ten benchmarks used into two categories.
The first contains two classic benchmarks defined from a
holistic view of the Brazilian market. In the second, we use
the stock portfolios recommended by the main Brazilian banks
and brokers during the analysis period.

The first benchmark of the first category is the classical
Ibovespa, the market index used as the principal baseline for
any investment with stocks in Brazil. We defined the average
annual return of the ten stocks selected for each year as our
second benchmark, named Top 10 Stocks. This is the same as
create a portfolio in which each of the ten stocks would have
a weight of 10% in the portfolio composition, and can be used
to measure if the daily weights calculated by the DRL method
are better then the most naive approach to buy and hold the
same financial volume of each stock for the entire year.

In order to compare our method with the best stock portfo-
lios suggested by the analysts from the main Brazilian banks
and brokers, we used the database available at Carteira Valor
[51], a web site from the journal Valor Econômico [52] that
aggregates since 2012 information about the top 5 stocks
recommended by each financial institution every month.

We consider only the banks and brokers that suggested their
stock portfolios for all the 36 months of the test period, from
2017 to 2019, resulting in a total of 8 financial institutions:
Ágora, Ativa, Banco do Brasil, Genial, Guide, Planner, San-
tander and XP.

Just to illustrate the relevance of this group of 8 financial
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institutions, they comprise 3 of the 5 largest banks in Brazil
and the main independent broker of the country, XP Inc.,
which made its IPO at Nasdaq in December 2019.

C. Configurations

For each year of the test period, we train the models using
100 episodes, considering always the data history of the two
last years. So, first we trained the agent from 1st January 2015
to 31th December 2016 in 100 episodes, and tested in 2017.
Similarly, to test in 2018 we trained with data from years 2016
and 2017 and to test in 2019 we trained with data from years
2017 and 2018.

We set the transaction cost fee α to be equal to 0.00023660
of the total trading financial volume, since this is the cost to
individual investors day trade in the spot market, according
to the current fees of B3 [39]. It is important to note that
several brokers in Brazil (e.g., Toro Investimentos [53], Warren
[54], Clear [55], Inter [56] and CM Capital Markets [57]) are
commission-free and therefore we do not need to consider
these costs in our experiments.

D. Results and Analysis

Profit and loss are reported in terms of cumulative per-
centage annual returns. Table II presents the returns obtained
by the three DRL methods and the ten benchmarks analyzed
for each year, and the cumulative return considering the
compounding results of the three years. As can be observed,
the DRL-2 method obtained the best cumulative return and
the best annual return for the years of 2018 and 2019, with a
cumulative return of 311% in three years, with a profit of more
than 134% compared with the best benchmark, Santander,
that achieved a total return of 177%. This means that if
an investor had invested R$100.000, 00 in the beginning of
2017 applying the DRL-2, his capital would have increased
to R$411.000, 00 at the beginning of 2020, while following
the best portfolio recommendation from the Brazilian financial
institutions, he would have R$276.600, 00, a difference greater
than R$134.000, 00.

TABLE II
ANNUAL FINANCIAL RETURNS FROM 2017 TO 2019 OF 3 DRLS

METHODS AND 10 BENCHMARKS

Method / Annual Return (%) Cumulative
Benchmark 2017 2018 2019 Return (%)

DRL-2 31.8 62.2 92.3 311.0
DRL-3 29.5 39.0 50.1 170.1
DRL-5 37.4 117.4 8.1 223.0

Ibovespa 26.9 15.0 31.6 92.1
Top 10 Stocks 25.2 13.1 23.3 74.6

Ágora 34.9 4.4 30.9 84.2
Ativa 30.7 -3.7 22.2 53.9

Banco do Brasil 24.2 33.2 41.7 134.4
Genial 44.6 11.2 38.1 122.0
Guide 23.5 36.2 31.1 120.5

Planner 31.1 21.9 32.4 111.6
Santander 38.7 44.7 37.9 176.6

XP 21.6 3.0 39.1 74.4

Figures 2-4 show the cumulative performance along the
years for each of the DRL methods, comparing it with
Ibovespa.

Fig. 2. Cumulative performance in 2017

Fig. 3. Cumulative performance in 2018

Fig. 4. Cumulative performance in 2019

Analyzing these graphs, we can calculate a classical risk
metric for each method, called percentual maximum draw-
down. A drawdown represents the total percentage loss of
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capital experienced by the system before it starts winning
again, considering the close prices of each day. The maxi-
mum drawdown is the highest drawdown occurred during the
considered period, and represents a way to evaluate the risk
associated with accepting the decisions of the trading system.
Then, a low maximum drawdown is preferred as this indicates
that losses from investment were small.

Table III shows the maximum drawdowns obtained by the
three DRL methods and Ibovespa for each year and the average
maximum drawdown in the last column. We do not present the
drawdown of the benchmarks since only the monthly returns
of each one are available [51], and not the daily returns. As
can be noted, in 2017 and 2019 the DRL methods maximum
drawdown values were higher than that of Ibovespa, while in
2018 the maximum drawdown of Ibovespa was higher than
all the others, with the DRL-3 method presenting the lowest
of them, with value equal to 18.7%, very close to the others.

It is interesting to note that although method DRL-2 was the
one with the highest accumulated return, as shown in Table
II, it was also the one with the lowest average drawdown of
the three methods, thus having obtained a better performance
in risk and reward criteria compared to the other methods
with length window of 3 and 5. This can be explained by
the fact that prices further back in the history have much less
correlation to the current moment than that of recent ones.

TABLE III
MAXIMUM DRAWDOWN OF DRL AND IBOVESPA

Method / Maximum Drawdown (%)
Benchmark 2017 2018 2019 Average

DRL-2 23.2 19.8 13.0 18.7
DRL-3 27.9 18.7 15.7 20.7
DRL-5 19.2 19.4 30.1 22.9

Ibovespa 12.0 20.4 10.0 14.1

V. CONCLUSION

This paper proposed a Deep Reinforcement Learning day
trading system, which considers the constraints imposed by
the stock market, such as liquidity, latency, slippage and
transaction costs. The proposed trading system uses a Deep
Deterministic Policy Gradient (DDPG) algorithm to solve a
series of asset allocation problems in order to define the
percentage of capital that must be invested in each asset at each
period. DDPG is a model-free, off-policy actor-critic method
that can learn policies in high-dimensional and continuous
action and state spaces, like the ones normally found in
financial market environments.

Compared with previous works of asset allocation using
reinforcement learning, we developed a trading system that
makes exclusively day trade operations, which has at least
three major advantages compared to swing trade: (i) lower
trading costs, (ii) risk controlled outside trading hours and
(iii) intraday leverage. The system buys up to 10 stocks in the
opening auction of each trading session and keeps the stocks
purchased until the end of the day, when they are sold during
the closing auction.

The proposed day trading system was tested in B3 (Brazilian
Stock Exchange) and a series of experiments were performed
from 2017 to 2019 and compared with ten benchmarks,
including Ibovespa and the stock portfolios suggested by the
main Brazilian banks and brokers during these years. The
results were evaluated considering return and risk performance
metrics and showed that the proposed DRL method outper-
formed the benchmarks by a huge margin. The best results
obtained by the algorithm had a cumulative percentage return
of 311% in three years, with an annual average maximum
drawdown of 19%.

Despite the promising results obtained so far, as future work
directions we want to explore larger observation spaces, with
other data than just the close/open relative prices, including
technical and also fundamentalist indicators as inputs to the
predictor network. We intend to do it using a more systematic
approach, and using feature selection methods to discover the
features that would give the network more predictive power.

As we are only executing day trade operations, it is possible
to obtain better returns by making purchases at prices closer
to the price of the day’s minimum and sales at prices closer to
the prices of the day’s maximum, instead of always buy at the
opening and sell at the closing prices. Therefore, we intend to
adapt the trading system to a more dynamic one capable of
executes operations at anytime within the trading session and
not only at auctions.

The main weakness of the current trading system is that
it makes long-only trades. Therefore, in a bear market, it is
likely to lose money unless it leaves all capital in cash. In this
way, we intend to adapt it to be able to short selling.
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