
A cognitive inspired method for assessing novelty
of short-text ideas

Simona Doboli
Computer Science Department

Hofstra University
Hempstead, USA

simona.doboli@hofstra.edu

Jared Kenworthy
Psychology Department

University of Texas Arlington
Arlington, USA

kenworthy@uta.edu

Paul Paulus
Psychology Department

University of Texas Arlington
Arlington, USA
paulus@uta.edu

Ali Minai
Department of Electrical and Computer Science

University of Cincinnati
Cincinnati, USA
Ali.Minai@uc.edu

Alex Doboli
Electrical and Computer Engineering Department

Stony Brook University
Stony Brook, USA

alex.doboli@stonybrook.edu

Abstract—In creativity research a typical problem is that of
assessing the novelty of ideas or solutions generated by many
people to open ended problems. For datasets larger than a few
hundreds, human assessment of novelty becomes time consuming
and error prone. Existing novelty detection methods such as:
distance based text similarity or language model approaches do
not work well for small datasets. Moreover, when compared to
human novelty ratings, these approaches fail to capture the same
cognitive processes or biases. We are proposing a novel cognitive
model inspired by a leaky accumulator decision making models
for detecting novel ideas from short text. The model is applied
on a collection of ideas generated in a group brainstorming
experiment. It evaluates an idea term by term and it accumulates
surprise and relevance. The final novelty decision is taken at
the end of each idea by means of a threshold. An important
component of the model is a small domain dataset which is used
to evaluate the surprise of a term’s context compared to common
domain knowledge. The model is compared with other methods:
feature based classifiers, tf-idf similarity distance, and pretrained
language models (ULMFIT).

Index Terms—novelty detection, cognitive model, decision mak-
ing

I. INTRODUCTION

Novelty detection from large amount of text is a known
problem with applications in first story detection (i.e. select
novel and relevant sentences from a stream of news data) [1],
text summarization [2], extraction of novel scholarly papers
or abstracts [3]. Our problem is that of detecting novel ideas
from a set of solutions generated to an open ended problem.
This situation is very frequent in creativity research as well as
in real scenarios such as crowdsourcing brainstorming. In both
cases, human rating is very tedious, time consuming as well
as error prone. For example, novelty rating involves reading
the whole data set and then, rating each idea based on its
similarity with all other ideas. Large data sets are impossible
to keep in one’s memory and thus the accuracy of this type
of coding decreases with the size of the data. There are
currently no automated solutions for any phase of this process,

which typically lasts one or two years. Existing automated
environments address mainly data collection but have no
support for data analysis and modeling [4]. Thus, our problem
is to develop a computational method to assess whether an
idea is novel in the context of a data set that produces similar
results to human assessments. The main challenges of our
problem are: (1) detecting novelty in a small collection of
short-text from one topic in an unsupervised way, and (2)
unreliable human assessments. Our problem is different than
that of detecting novelty in other situations mostly because of
the nature of the dataset. In our case, all ideas pertain to the
same problem - i.e. they share the same topic vocabulary, but
they rarely overlap in semantics and the length of each idea
is short - 1 to 10 sentences. While in news stream, there are
more differences in topics - i.e. vocabulary than semantics and
also named entities play a significant role in novelty detection.
A typical dataset used in novelty detection is TREC 2002-
2004. It consists of news grouped in around 50 topics, with
each sentences in each topic marked as relevant or novel [5].
The closest problem and dataset to ours is the one described
in Walter and Beck [6] which comes from a crowdsourcing
innovation experiment, but with tens of thousands of ideas
from multiple contests. The authors point out the difficulty
in matching the human assessment of novelty. Their method
is based on clustering each idea’s tf-idf vector and labeling
as high-novelty all ideas from clusters with less than three
documents in them. Their best result was an F1 value of 0.63.

II. RELATED WORK

Many novelty detection algorithms are based on approaches
from information retrieval [7] which can easily be repurposed
to measure similarity between two texts, which then can
be used to detect novel texts as those most dissimilar from
others. There are word-count methods such as cosine similarity
[8], [9], tf-idf methods [1], language model methods based
on Kullback-Leibler (KL) divergence [8], [10], information-
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theoretic measures [11], graph-based methods [3], [12], k-
means clustering [6], or Latent Dirichlet Analysis (LDA)
[13]. Most of these algorithms use the TREC novelty de-
tection dataset and the best algorithms achieve an F1 score
of 0.60-0.75 with precision and recall rates around 65-75%.
A comparison study between different methods applied to
streams of news story was done in Verheij et al. 2012 [14].
The best method among the ones tested was KL divergence
with linear interpolation. Other novelty detection approaches
use classification algorithms such as one-class support vector
machine (SVM) [15] or neural networks (NN) [16]. Clustering
algorithms such as k-means have been also used for novelty
assessment [6].

A novelty detection method was proposed by our group
Mei et al. (2018) [13] using the same dataset as the one used
in this paper. It encodes ideas in a reduced semantic space
using LDA and it either reconstructs the original vector using a
neural network autoencoder or clusters the LDA vectors to find
similar ideas. They observed that neither pairwise similarity
nor reconstruction error from the autoencoder were reliable
estimates of human assessment of novelty. A clustering ap-
proach showed correlation between cluster size and average
novelty. The main issues with these term based methods for
detecting similarity of short text is that the similarity is at a
deep semantic level, not surface word level and that is not
captured in the original term vector space. Also, the bag-of-
words assumption that the word order does not matter makes
it even harder to detect semantic similarity.

Recent deep learning methods looked at encoding semantic
similarity between words such as distributed word embed-
dings: word2vec [17], gloVe [18], fastText [19], or ELMO
contextualized word embeddings [20]. These embeddings are
obtained by training on very large amounts of data - whole
Wikipedia or Google News datasets. They can be used to
fine tune neural network language models on smaller datasets.
Initial attempts composed these word embeddings to produce
longer text embeddings [21]–[23]. Approaches vary from
simple averaging [21], deep averaging [23] to smooth-inverse
averaging [24] of word embeddings. Most of these average
based sentence representations have been used for training
on supervised tasks such as sentence classification, paraphrase
similarity, or entailment. But word embeddings tend to capture
well the most common sense of a word, but not others. Thus,
in general, an average of word embeddings without further
training for semantic similarity does not lead to good semantic
encoding of short text [21]. Another straight-forward approach
to generating sentence level embeddings is through the use of
RNN’s either with LSTM [25] or GRU units [26] . Distributed
word embeddings from a sentence are fed sequentially into a
unidirectional or bidirectional RNN, with the final RNN state
becoming the sentence level embedding [27]. Bidirectional
LSTM models tend to outperform unidirectional ones [27]
due to their encoding of context coming from both ends
of the sentence. Learning in these models is either in the
form of a language model - predict the next word in a
sequence or supervised global sentence classification. Word

embeddings are initialized with pre-trained embeddings (e.g.
word2vec, GloVe, fasttext, etc.) and fixed or tuned during
learning or trained from scratch. Adding structure to a linear
RNN improved performance: Socher et al. 2013 [28] trained
a recursive neural network model on sentiment classification.
Each sentence was parsed into a binary tree and each node
corresponding to a word was represented as a vector [28].
Composition of word vectors was then used as input in a
classifier. The model employed for training a parsed dataset,
with all sub-phrases labeled with a fine grained sentiment. A
similar approach was used in [27] by using an LSTM tree
network over a constituency or dependency parser.

Task independent or universal sentence embeddings that
could be used as is or fine tuned for subsequent tasks or
data sets have been the focus of recent research. Inspired
by the transfer learning abilities of deep learning methods
for image recognition, a number of approaches have been
proposed for natural language processing (NLP). Conneau et
al. (2018) [29] aimed at learning universal sentence encoders
using different NN architectures. The best performing model
on both the original training task and the transfer tasks was the
bidirectional LSTM with max pooling, especially on semantic
relatedness tasks. Other approaches to text embedding for
transfer learning include ULMFIT [30], ELMO [20], BERT
[31], universal sentence encoders [32], skip-thought vectors
[33]. Skip-thought vectors [33] were among the first universal
sentence encoders. The model is an encoder-decoder architec-
ture build as RNN with GRUs with the objective of predicting
the next and previous sentences given a sentence. The model
performs at a similar level with models trained on a particular
data set only. It can be easily used on sentence similarity tasks.
ULMFIT is a 3 layer LSTM network trained as a language
model on a large general domain corpus [30]. The model
then can be first fine-tuned on domain data as a language
model, then further trained an outside classifier. The general
pre-training phase helps especially in case of small data sets.
The performance of the pre-trained model with fine tuning
approaches that of a fully trained model, but with 10 to 20
times less data. The ELMO model [20] has at its core a 2
layer bidirectional LSTM network and its goal is to produce
context-dependent word embeddings as a weighted sum of
vectors along all layers in the model. The model is trained
as a language model on a very large corpus and its context
dependent vectors can be used as is or with fine tuning in
any downstream task. Both BERT [31] and universal sentence
encoder (USE) methods [32] are based on the transformer
architecture [34] which is an attention based NN with no
recurrence, but with a deep architecture - over 6 layers. BERT
is a deep bidirectional encoder transformer model, while the
universal sentence encode uses either the transformer (USE-T)
or the deep averaging network (USE-D) [23]. BERT is trained
to encode both single sentence and double sentences and it
uses masked input and next sentence prediction during pre-
training. It is trained with the BooksCorpus and Wikipedia
and it can be fine tuned on the target dataset and task. USE
models generate a fixed length representation for a sentence
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input. USE models use also a combination of unsupervised
learning with Wikipedia data and supervised learning using
the Stanford Natural Language Inference (SNLI) corpus [35].

The only deep learning method for detecting novel doc-
uments was proposed by Ghosal et al. (2018) [36]. The
method is based on InferSent, the sentence encoder proposed
by Conneau et al. (2018) [29] and the convolutional neural
network (CNN) sentence encoder proposed by Kim (2014)
[37]. A source document is compared with a set of target
documents: each sentence in the target document is mapped
onto the most similar sentence in the source document using
the InferSent BiLSTM (bidirectional long-short term memory)
sentence encoder [29]. A combined vector is then generated for
each target sentence, and concatenated to generate a relative
document representation. This is then fed through a CNN
network and a softmax classification into redundant or not
classes. The results obtained by this method improve on
previous probabilistic language model and cosine similarity as
well as paragraph vector methods and just InferSent methods,
especially on precision measure. An interesting outcome is
that results are highly dependent on the dataset.

While deep learning methods allow a better representation
of semantic meaning at the level of words or even sentences,
they do require a large amount of data for in domain training.
Also, the method in Ghosal et al. (2018) uses supervised
training, which is not feasible in our situation. In this paper
we aim to develop a method inspired by cognitive processes
of decision making and novelty detection and that is able
to explain and replicate human novelty assessment of ideas
or solutions on open-ended problems. We do not intend to
develop a general purpose text novelty detection method. This
is the reason we only use the one dataset of ideas we have
obtained experimentally at this time.

Our method is based on a repeated, incremental process that
assesses the surprise and relevance of each word in an idea and
the novelty of its context. This approach attempts to emulate
the human cognitive process of novelty assessment - based
on reading the whole dataset and previous domain knowledge.
The decision making aspect - whether an idea is novel or not -
is made using a cognitive accumulator based model [38]–[40].
Since all ideas come from the same domain, we use a small
database of domain knowledge to augment the perception of
relevance and context surprise of various terms in an idea.
Results applied to our ideas database show that the average
estimated surprise values increase with human assessed nov-
elty while average estimated relevance values decrease. We
also show that the use of the external domain dataset has a
positive influence over novelty assessment. We compare our
method with three other approaches: feature-based classifiers,
cosine similarity of tf-idf vector space representations and a
transfer learning LSTM network trained as a language model
called ULMFIT [30]. Our novel cognitive model obtained the
best F1-score (0.578) among all methods tested. While the
match with human assessment of novelty is not great, the main
purpose of our method is to model the cognitive process of
novelty assessment. We believe that such an approach can be

used in the future to test various biases in human assessment
of novelty.

III. MOTIVATION

The main motivation for the proposed method is to model
aspects of the human cognitive process being used in assessing
novelty of ideas generated situations or problems that require
a creative solution. While novelty is easy to define - e.g. a
unique solution - it is actually very difficult to explain or derive
computationally. There are no correlates of human assigned
novelty to any surface level text features including: number
of unique words, number of keywords, text length, and so on
(see Section V). Also, inter-rater correlations of novelty are
also usually very small - i.e. raters tend to differ in their rating
of novelty for the same dataset We are interested in deriving a
computational method of novelty assessment that models the
human raters cognitive process.

Humans do not rely on precise statistical estimation of
probabilities of words or sentences or ideas [41]. We are
making the assumption that they are using an incremental
process similar to a sequential decision making. While reading
an idea word by word, each word or expression and its
local context trigger small changes in their current assessment
of novelty. If the word seems new in the context of the
dataset or the domain (e.g. ’pyramid run’), or if the word
is more frequent, but in a novel local context (e.g. ’roller-
skate soccer’) it will increment the current assessment of
novelty. The final novelty assessment is an aggregate over
many intermediary assessments that occur while an idea is
being read and processed. Our proposed model is informed
by cognitive models of decision making as well as novelty
signals in the brain.

For example, in the accumulator model of decision making
each possible outcome has its own accumulator that integrates
noisy evidence over time. The moment one of these accu-
mulators has reached its threshold a decision is made. This
model assumes that all accumulators are independent. The drift
diffusion model [38], [39] relaxes this assumption. In its basic
form it consists of a single accumulator with two decision
boundaries. Evidence accumulates at a drift rate under noisy
conditions and when one of the decision boundaries is crossed
a decision is made. The leaky competing accumulator model
[40] extends the basic drift-diffusion model with separate
accumulators for each choice. They accumulate evidence over
time under leaky conditions and compete against each other
via lateral inhibition. A decision is made when one of the
accumulators crosses its threshold.

The method we propose here is based on modeling novelty
assessment of ideas as a binary decision model. Evidence is
accumulated over time as words from an idea are processed
one by one. Each word and its context triggers a local surprise
and relevance estimation that is accumulated over time. The
overall evidence at the end of the text is used to decide whether
an idea is novel or not. Neural signals that encode the novelty
of a stimulus have been discovered in the brain, for example
in the substantia nigra/ventral tegmental area (SN/VTA) [42].
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Hippocampus, on the other side, seems to be most active
when a stimulus and its context disagree, also called novelty
association [43].

IV. MODEL DESCRIPTION

The structure of the cognitive model is shown in Fig. 1. It
consists of a surprise component and a relevance component.
An idea is fed term by term into both components. The total
surprise of a term is composed of the surprise of the term in
the idea dataset and the surprise of the term in its surrounding
context compared to commonly encountered contexts from
the external domain dataset. The relevance of the term is
evaluated against the domain dataset. Both total surprise and
relevance are accumulated individually over all terms in an
idea. The decision of low or high novelty is taken based on
the accumulated relevance and surprise values.

Idea

Domain

Surprise 
term

Surprise 
context

Total 
surprise 

term

Relevance 
term

!

!

Si

Ri

Novelty
Decision

ST

SC

si

ri

Fig. 1. Structure of the cognitive novelty assessment model

The input into the model is the collection of short text
denoted by T with NT short-texts: T = {T1, T2, . . . TNT

}.
The set of terms in T defines the dictionary of the text
collection DictT . A term is defined by the lemmatized form
of a word and its part of speech. The second input is a
collection of domain relevant text (D) with ND texts: D =
{D1, D2, . . . DND

} and its own dictionary of terms: DictD.
The assumptions about the domain collection D are: (1) it is
a representative set of texts describing the major topics of the
domain, and (2) there is no text outside the domain (e.g. no
non-relevant text).

An idea from the collection Tk is composed of a sequence of
p terms: Tk = {t1, t2, ...ti, ..., tp}. For each term ti in Tk, its
surprise (S(ti)) and relevance (R(ti) are computed as follows:

1) The surprise of the term ST (ti) is given by the normal-
ized document term frequency in the idea collection (T ),
DFT (ti) = |{Tm, ti ∈ Tm,∀Tm ∈ T}|/NT :

ST (ti) = 1−DFT (ti) (1)

2) The surprise of ti’s context is denoted by the terms that
appear around it in the idea Tk but not around it in
the domain collection D (SC(ti)). If a term is not in
the collection dictionary, then its surprise context is the
maximum value 1.

SC(ti) =
|CT (ti) \ CD(ti|

csize
(2)

where CT (ti) is the set of terms within a window of
size csize around ti :

CT (ti) = {tj | |tj−ti| < csize, tj 6= ti, tj , ti ∈ Tk} (3)

and CD(ti) is the set of terms within a window of
size csize around all occurrences of ti in the domain
collection D:

CD(ti) = {ts| |ts − ti| < csize, ts 6= ti, ts,∀ti ∈ D}
(4)

3) The total surprise of ti is the product of it’s surprise
in the idea collection T and the surprise of its context
compared to the domain dataset D: S(ti) = ST (ti) ·
SC(ti)

4) The relevance of term ti is evaluated as normalized
document term frequency in the domain collection D,
DFD(ti) = |{Dm, ti ∈ Dm,∀Dm ∈ D}|/(ND + 1):

R(ti) =


DFD(ti) if ti ∈ DictD,

1

ND + 1
if ti /∈ DictD.

(5)

The surprise and relevance of all terms in a text Tk are
accumulated to produce the novelty decision. We assume that
accumulation of high levels of surprise leads to a high novelty
decision, while accumulation of high levels of relevance in the
presence of low surprise leads to a decision of low novelty. For
the present model we consider that accumulation is done using
two independent discrete leaky accumulators one for surprise
(s(i)) and one relevance (s(i)) as shown below:

s(i) =
1

|Tk|
(λS · s(i− 1) + kS · S(ti) + ηS(i)) (6)

r(i) =
1

|Tk|
(λR · r(i− 1) + kR ·R(ti) + ηR(i))

with i the time step when ti is processed, |Tk| is the length
of the evaluated text, λ(.) are the leaky coefficients, η(.)(i) the
noise terms, kS is the surprise coefficient, kR the relevance
coefficient. It is assumed that the initial conditions are reset to
0 at the beginning of each text : s(0) = 0 and r(0) = 0. This
can be relaxed to check if the ratings of previous ideas affect
future ratings. We found that similar ratings to consecutive
ideas tend to appear in bursts, which may be due to people
generating bursts of either high novelty or low novelty ideas
or to human assessment of consecutive ideas.

The novelty decision is taken as follows:

n(Tk) =

{
high if s > θS and r > θR,
low otherwise.

(7)

with θs(t) the threshold for high surprise and θr(t) the
threshold for minimum relevance. These thresholds can be
constant or can vary over time with previous decisions. In
the present model we considered them fixed.
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V. DATA DESCRIPTION

The ideas dataset T used in this paper was generated during
group behavioral experiments conducted at University of Texas
at Arlington [44]. Participants in 57 groups of four were asked
to generate ideas on a new sport. The data set contains NT =
1480 ideas. The posts length range from 1 to 428 words, with
an average of 38 words per post. Experts rated all ideas with
a novelty value between 1 (low-novelty) to 5 (high-novelty)
compared to other posts. All posts were read before being
rated.

The domain collection of sports D was collected from
Wikipedia and it has ND = 1144 sports with title and a short
description. Descriptions varied in length from 0 to 950 words
with an average of 190 words. The data was collected from a
recent Wikimedia dump [45].

Currently, this is the only brainstorming ideas dataset that
we have processed. In the future we plan on testing our model
on other datasets as they become available.

A. Data Preprocessing

All ideas from T were preprocessed with the following
steps: tokenize each idea into sentences and into words,
eliminate special characters, spell check for errors, extract the
parts of speech for each word using Stanford parts of speech
tagger, eliminate stop words using Porter’s stop words corpus,
keep only nouns and verbs, lemmatize words using Wordnet
Lemmatizer. From all remaining words, only the ones that
appear at least two times were kept. The dictionary DictT
had 2,395 words. At the end of this process 6 ideas had no
remaining words and were not included in the results.

All sports from D were preprocessed in the same way as
T ideas. The dictionary containing all remaining terms in the
sports descriptions and all terms in the sports titles (DictD)
had 11,223 words.

VI. RESULTS

The cognitive model was tested on the data set described
above. The original novelty values from 1 to 5 were converted
into high = 1 and low = 0: values 4 and 5 were considered
high, while 1 to 3 low. The dataset is approximately balanced
with 756 high novelty ideas and 717 low novelty ideas.

The first experiment has the following parameter values:
kS = kR = 1, non-leaky (λS = λR = 0), no-noise (ηR =
ηS = 0) and context size csize = 2. The mean surprise and
relevance in each high and low novelty class of ideas is shown
in Table I. The average surprise increases for high novelty

TABLE I
AVERAGE SURPRISE AND RELEVANCE (EXPERIMENT 1)

Novelty Average Average
surprise relevance

low 0.57 0.16
high 0.65 0.13

ideas, while the average relevance decrease. Both surprise and
relevance are in the 0 to 1 interval.

We varied the surprise and relevance thresholds (θS and θR)
to find the values that minimize the number of missclassfied
ideas. The θS values were varied from 0.1 to 0.9 in increments
of 0.1, while the θR values were varied from 0 to 0.4 in
increments of 0.05. The best values were θS = 0.6 and
θR = 0. The largest number of correctly classified ideas was
846 or 57.39% from the total of 1474 ideas. The F1 score
was 0.572. Interestingly, it seems that the relevance factor did
not improve novelty results.

Table II shows F1-scores obtained with different values of
leaky coefficients λ(.) and noise standard deviations std(.).
The mean of the noise is set to 0 in all cases. The table shows
the best values for thetaS and thetaR (i.e. that maximize
the number of correctly classified ideas). The best relevance
threshold is again 0 independent of the condition. It can be
seen that the results are relatively robust to noise as adding
some does not change the results significantly. Added leak in
relevance and surprise (rows 4 to 8) increases the overall F1
score. This is interesting as the non-zero leak condition models
better the cognitive decision making process.

TABLE II
SUMMARY RESULTS

# λS λR stdS stdR F1 θS θR
score

1 0.0 0.0 0.0 0.0 0.572 0.6 0.0
2 0.0 0.0 0.01 0.001 0.573 0.6 0.0
3 0.0 0.0 0.1 0.01 0.564 0.6 0.0
4 0.012 0.0002 0.001 0.0001 0.577 0.7 0.0
5 0.012 0.0002 0.0 0.0 0.578 0.7 0.0
6 0.02 0.001 0.001 0.0001 0.574 0.7 0.0
7 0.02 0.001 0.01 0.001 0.573 0.7 0.0
8 0.05 0.01 0.01 0.001 0.558 0.7 0.0

Looking in more detail at the precision and recall in each
novelty category, for the same conditions shown in Table II,
it can be seen that some cases lead to a better precision for
low novelty ideas while others for high novelty ideas. Table
III shows the precision and recall in both novelty categories.
The row index in Table III corresponds to the row index from
Table II. No leak cases (rows 1 to 3) have higher precision
for the high novelty class, while leak cases (rows 4-7) lead to
higher precision in the low novelty class. The only exception
is row 8, corresponding to high values of λ(.) coefficients
with under 50% precision for the low novelty class. Since

TABLE III
PRECISION-RECALL IN LOW/HIGH CATEGORY

# Phigh Rhigh Plow Rlow

1 0.605 0.581 0.539 0.565
2 0.600 0.582 0.546 0.564
3 0.566 0.577 0.563 0.551
4 0.513 0.605 0.647 0.557
5 0.513 0.606 0.648 0.558
6 0.533 0.596 0.619 0.557
7 0.526 0.596 0.624 0.555
8 0.621 0.566 0.497 0.555

relevance does not improve classification accuracy, we ran an
additional experiment to see the effect of surprise context of
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a term (SC(ti)) in the overall novelty assessment. Relevance
and surprise context are the only two terms that depend on the
D domain collection. We set SC(ti) = 1 in no leak and no
noise conditions. In this case the surprise term depends only
on the T collection. The smallest number of missclassified
ideas was 641 for θS = 0.95 and θR = 0 with an F1 value
was 0.564. This is smaller than the same case with surprise
context (row 1 in Table II) which had an F1 score equal
to 0.572. This shows that the surprise of the context using
information from the additional domain collection D improves
novelty classification.

In another experiment, we kept the same parameter values
used in row 5 Table II and III, but with surprise and relevance
values not reset to 0 at the beginning of each idea, but to
50% of the values from the previous idea. This means that we
introduced a cognitive inertia in the model in both surprise
and relevance from one idea to the next. The smallest number
of misslassified ideas was 633, with a F1 score of 0.568,
obtained for θS = 0.9 and θR = 0. While these results are
slightly worse than with no cognitive inertia (see row 5 in
Table II and in Table III), it is interesting that the the model
improved the precision and recall for high novelty ideas, but
lowered them for low novelty ideas.

A. Comparison with classifiers

We extracted from the T collection for each Tk fifteen
features as follows: (1) the number of most common words
defined as appearing at least 50 times in the data set, (2) the
number of least common words defined as with a number
of occurrences less than 10, (3) the number of other words,
(4) number of words that appear in a sports title in the
D collection, (5) number of words that appear in a sports
equipment list - extracted from Wordnet [46], (6) number of
words in the keywords set from D obtained using the TextRank
method from gensim [47], (7) number of frequent bigrams
from the list of bigrams with a frequency of at least 15, (8)
number of frequent trigrams from the list of trigrams with a
frequency of at least 7, (9) number of sentences in Tk, (10)
number of original words before preprocessing, (11) number
of words after stemming and removal of stop words, (12)
number of unique words, (13) length of the largest sentence,
(14) length of the smallest sentence, and (15) average sentence
length.

The dataset was normalized and split into 67% training
and 33% testing. We trained a large number of classifiers
including: support vector machines (SVM), neural networks
(NN), logistic regression, decision trees, k nearest neighbor
(kNN), and naiive Bayes. The best results were obtained by a
two layer NN and kNN with F1 scores on the test set ranging
from 0.54 to 0.58. The scores varied significantly with the
testing set which means that the classifiers were overfitting
the training data. Compared to the results of the cognitive
model, these classifier results are more variable and in most
cases with a lower performance.

B. Comparison with tf − idf vector space method

Using vector space methods, where each Tk idea is ex-
pressed as a vector of tf − idf values of the same size as the
dictionary DictT , we computed the pairwise cosine distance
for each Tk. A raw novelty between 0 and 1 was computed as
rawnov(ti) = 1 −max{cosdist(ti, tj),∀tj , tj 6= ti}. Novelty
was considered high if rawnov was higher than a threshold
and low otherwise. The smallest number of missclassified
ideas was obtained for a threshold equal to 0.85, with a best
F1 score of 0.35. The novelty based on cosine similarity
assigned almost all ideas a low novelty, only 17 ideas were
deemed high novelty. These results are much worse than the
ones obtained with the classifiers and the proposed cognitive
novelty method. This shows that this vector space method in
the original dictionary space does not work well for small data
sets.
C. Comparison with ULMFIT pretrained model

The ULMFIT model is a pretrained language model using
a three layer AWD-LSTM [48] recurrent network architec-
ture [30]. The model has 400 size trained embeddings for
each word in a 60K vocabulary. The model was trained on
Wikipedia dataset as a language model - predict the next word.
The input layer is an embedding layer with 400 nodes and the
output layer has also 400 nodes - the predicted embedding
of next word projected onto a softmax layer over the whole
vocabulary. One of the main features of the ULMFIT model is
that it can be fine-tuned on a new dataset and it allows training
of out of original vocabulary terms. It achieves similar results
but with much less data than a model trained from scratch.
We believe that ULMFIT is the closest to our cognitive model
in measuring the surprise of an idea. We have fine-tuned the
pretrained ULMFIT on our idea and/or domain dataset(s) as
a language model to predict the next word. We use perplexity
to compute the surprise of an idea. Perplexity is a measure
of how well the model predicts all the words in an idea.
The expectation is that high novelty ideas will have a higher
perplexity than low novelty ideas, since low novelty ideas will
appear more often, hence have a lower prediction error. We
used the following expression to compute perplexity:

Pr(Tk) = 2−(1/|Tk|)·
∑i=|Tk|

i=1 log(Prob(ti)) (8)

where Prob(ti) is the softmax probability of the true term ti
and |Tk| the length of the idea.

We use perplexity values obtained for each idea to assign
high and low novelty values. Ideas with perplexity higher
than a threshold will be assign high novelty, while lower
than a threshold, low novelty. We compute the Area Under
the Receiver Operating Characteristic Curve (AUROC) score
which varies the threshold level, with a higher score indicating
a higher true positive rate than false positive rate.

We have conducted several fine-tuning experiments with
the results shown in Table IV: (a) no fine tuning, (b) fine
tuning on ideas, (c) fine tuning on the sports domain data,
(d) fine tuning on both sports domain and ideas datasets, (e)
AWD-LSTM trained on ideas only with random weights and
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embeddings. All AUROC scores are very small, indicating
that perplexity fails to predict novelty (e.g. a score of about
0.5 indicates random prediction). Expectedly with more fine-
tuning especially on ideas, the model has lower scores because
perplexity values go down over all ideas. Interestingly, the
’best’ results are obtained for fine-tuning on the sports domain
dataset. This shows that there is valuable information in adding
domain data.

TABLE IV
AUROC SCORE FOR ULMFIT MODEL

Case AUROCscore
a 0.5332
b 0.5249
c 0.5354
d 0.4922
e 0.5351

VII. DISCUSSION

We proposed a novel cognitive novelty assessment method
inspired by the leaky-accumulator model of decision-making
[38]–[40]. The method views the assessment process as an
iterative process, where surprise and relevance are computed
as new words are seen and processed in their local context as
well as in a domain relevant context. We propose this method
for assessing novelty of small size datasets of creative ideas
or solutions where probabilistic or term vector space methods
do not work well. The main goal of the method is to mimic
the cognitive processes that take place when human evaluators
assess a large set of ideas on a particular topic or problem.

The method uses in addition to the idea data set a small but
relevant domain data set, which in this case was extracted from
Wikimedia [45]. The domain collection is used to compute
the novelty of the context in which a term appears in an idea
versus basic domain knowledge. The context surprise of a term
improves novelty assessment results, showing the importance
of the additional domain knowledge. The relevance of each
term in an idea was also evaluated using the domain dataset.
But extensive experimental results showed that this term is not-
relevant in obtaining the best novelty assessment. The results
are improved slightly when memory of past surprise is added
as a leak term and in the presence of some noise. The best
results are obtained with some leak and no noise: F1 = 0.578.
Leak seems to increase the precision of low novelty ideas,
while decreasing it slightly for high novelty ideas.

We compared our method with many others, from classifiers
and distance based similarity to pretrained language model.
The highest F1 score was obtained with our model. Among
the classifiers, the best results were given by multilayer
perceptron networks with two hidden layers and the kNN
method - with best results having F1 = 0.58, but with a very
high variability with respect to the testing data set. The cosine
similarity among tf-idf vector space representations of ideas
gave the poorest results, with a F1 score equal to 0.35. The
pretrained ULMFIT model, even though it uses a very large
dataset (Wikipedia) for pretraining, it did not produce better

novelty predictions using perplexity. We chose this model
because it allowed us to emulate the human cognitive process
of evaluating surprise with different degrees of knowledge and
expertise - depending on which dataset was used for fine-
tuning. The model proposed earlier by our group [13] used the
same dataset as ours but it did not do full novelty prediction.
It used a projection of the term space onto the topic space
followed by clustering which showed an inverse relationship
between cluster size and novelty.

VIII. CONCLUSIONS

In this paper we propose and evaluate a new cognitive model
for novelty assessment of creative ideas or solutions expressed
as short text. The method was used to evaluate the novelty of a
dataset of ideas generated in a group brainstorming experiment
[44]. Conceptually, the model emulates the cognitive iterative
evaluation processes that take place while one is reading and
evaluating an idea, after going through the entire dataset.
The method is compared with classic classifiers, tf-idf cosine
similarity and a pretrained language model. The cognitive
model produced the best F1-score. A key element of the model
is an additional domain relevant dataset which is used to
compute the surprise of a term’s context and its relevance.
A major source of creative thinking is the generation of
novel conceptual combinations from existing concepts [49],
[50]. It is very difficult for machines to discover these novel
combinations, unless they have been trained on a large amount
of data. The goal of the additional domain dataset is to uncover
novel uses of a term compared to common knowledge without
using a very large dataset. The surprise of a term’s context,
does, indeed improve the accuracy of novelty assessment. The
main advantage of the proposed model is that the results and
parameters have a direct cognitive interpretation and that it
can be tuned to match human novelty assessment.
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