Receptor Response and Soma Leakiness in a Simulated Spiking Neural Controller for a Robot
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Abstract. This paper investigates different models of leakiness for the soma of a simulated spiking neural controller for a robot exhibiting negative phototaxis. It also investigates two models of receptor response to stimulus levels. The results show that exponential decay of ions across the soma and of a receptor response function where intensity is proportional to intensity is the best combination for dark seeking behavior.

1 Introduction

In real neural systems it is known that leakiness in individual neurons can be caused by a variety of physical processes which can in turn lead to a variety of temporal profiles. Moreover the response of receptors to intensity of stimulus could be either linear or non linear [7]. Although different mechanisms of leakiness are possible, some are easier to implement in a robot than others. It is important to identify which mechanisms will require the least computational effort while producing the desired behaviour.

In this paper we investigate the effect of the specific function representing leakiness and receptor response, to the ability of an artificial neural system to respond appropriately to stimulus gradients in order to perform negative phototaxis.

Photo-taxis robots [6], [4], [5] based on Braitenberg vehicles [3], controlled by artificial neural networks, have produced both varying results and success [6]. We have developed a robot controller using a simplified artificial spiking neuron model, implemented in an event driven simulation [8], [2]. The artificial neuron has a leaky soma which links to an axon hillock. The axon hillock initiates spikes in one or more collaterals attached to the axon hillock. See Figure 1 for an illustration of the artificial spiking neuron.

Using a modified Braitenberg fear vehicle [3], we simulated the behaviour of negative photo-taxis. In the original Braitenberg fear vehicle the output of the left light sensor is used to set the power output on the left motor, and a corresponding arrangement is made on the right side of the vehicle. In our modified arrangement we add sensory neurons, connected to interneurons, which then connect to the motor. This gives a potentially wider range of behaviours. However this arrangement was only satisfactory when the light intensity difference between the two light sensors was
large. When the differences were not large, the robot was unable to correctly orientate itself towards darkness.

Fig. 1. The model of a simplified spiking neuron showing soma, axons, chemical receptor, synapse and neurotransmitter (note that the dendritic tree is not modeled).

Fig. 2. Membrane potential with different decay functions with a constant rate of voltage additions generated by the arrival of spike events (designated by Addition points in the graph).
Two aspects of the model that could account for this lack of sensitivity were thought to be: the nature of the leakiness of the soma and the relationship between light intensity and firing rate of the light receptors.

In real neurons leakiness is controlled by a variety of mechanisms including voltage dependent and independent ion channels, active transport though pumps, exchanges and axial currents [7].

Subsequently we studied two models for leakiness: linear decay in voltage, which simple, and an exponential decay which is more plausible and could be caused by ions passing through pores along a concentration gradient, see Figure 2.

Both of these are biologically possible, but the latter system, which does not involve the direct use of energy, is more likely in a biological organism where parsimony of design is often found.

The relationship between light intensity and input current to a receptor neuron is complex and may lead to a variety of mappings between light intensity and the firing rate of a receptor.

To investigate this, two models for firing rate of a receptor cell, under different light intensities, were studied: inter spike time being inversely proportional to light intensity, or, inter spike time being proportional to the difference between the maximum possible intensity and actual intensity. The first of these produces a linear relationship between light intensity and firing rate and the second produces a hyperbolic relationship. Both of these are biologically plausible [7]. The first model would result in firing rate being proportional to light intensity and the second method would produce a non-linear relationship as shown in Figure 3.
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Fig. 3. Firing rates of the sensory neuron using a linear and hyperbolic relation. Note the poor discrimination of the hyperbolic function at low light intensities.)
2 Methodology

The experiment to test which function produced the greatest rotation was carried out on a robot, simulated in software. A schematic of the robot is shown in Figure 4.

Simulated receptor neurons were attached to light sensors. These sensory neurons then connected to interneurons which subsequently attached to the motors with excitatory ipsilateral connections (left receptor connects to left motor). At the start of each experiment the robot was placed perpendicular to a linear light gradient, see Figure 5.

Fig. 4. A schematic of the robot indicating the position of the two light sensors and two interneurons which attach to the motors. Note the connections are excitatory which causes the vehicle to perform negative photo-taxis.

Fig. 5. The Robot on the linear light gradient. The robot is placed orthogonally to the gradient and is “pinned” in position so that it can only rotate (X marks the vertical axis of rotation).

The simulation prevented forward motion of the robot, but allowed rotation so that the robot would spin on the spot (similar to an insect being tested for pheromone orientation in a wind tunnel). The simulation was run for 10 seconds and the total
angle of rotation was recorded. The robot was placed at incremental distances from the left side of the gradient, providing 9 data samples. Each permutation of decay model, receptor firing model and position was repeated 7 times, resulting in a total of 252 experiments.

The two models for potential decay in the soma of the interneuron are:

- Linear decay: which is very simple to calculate
  \[ c_{(t+1)} = c_t - \alpha \]
- Exponential decay: biologically more plausible
  \[ c_{(t+1)} = c_t \beta \]

Where \( c \) is the synaptic concentration with constants \( \alpha \) and \( \beta \), where \( \beta < 1 \).

Two models for determining the time between firings of light receptor neurons were:

- Inverse
  \[ T \propto \frac{1}{i} + T_{\text{min}} \]
  so
  \[ F \propto i \]
  producing a linear relationship between light intensity and neuron firing rate.

- Linear
  \[ T \propto (k - i) + T_{\text{min}} \]
  so
  \[ F \propto \frac{1}{k - i} \]
  producing a hyperbolic relationship between light intensity and firing rate.

Where \( k \) is the maximum stimulus level achievable, \( i \) is the intensity of stimulation \( F \) is the firing rate and \( T_{\text{min}} \) is a constant which prevents the period being less than 0.01s (below this value the amount of processing increases significantly).

## 3 Results

The full results for all four experimental conditions are given in Figure 6. This shows that significant rotation only occurs under the condition of exponential voltage decay and inverse inter spike time and then only in the dark region.

A study of the motor logs for all conditions indicated that at high light levels, both motors had been turned on to the maximum level due to very high rates of input firings. This had occurred because the soma of the interneuron had saturated and had prevented the voltage dropping below the threshold value for spiking.
Linear decay of potential performed particularly poorly. In high light intensity the decay of voltage in the interneuron was not sufficient to allow the voltage to fall below the firing threshold – the rate of decay in this model is constant and is therefore not related to the actual voltage. Moreover at low light intensities the voltage decay was too rapid to allow the voltage to ever exceed the firing threshold. Exponential decay of potential was much better: in this case the rate of decay is proportional to voltage, producing much greater sensitivity at the interneuron.

As already noted a linear relationship between inter spike times and light intensity at the light receptor neurons gives rise to a hyperbolic relationship between intensity and firing rate. This gives poor discrimination at low light levels and the results demonstrate the inadequacy of this encoding.

4 Discussion

In real neural systems it is known that leakiness in individual neurons can be caused by a variety of physical processes, which can lead to a variety of temporal voltage profiles. Moreover the response of receptors to intensity of stimulus could be either linear or non linear [7].

Our results show that for the example of a negatively photo-taxic robot, an exponential decay of membrane potential and an inverse relationship between light inten-
sity and inter spike time (resulting in a linear relationship between light intensity and firing rate) produces the greatest rotation at low light levels.

At high light levels the rotation is limited due to both motors being stimulated at the maximum rate because the interneurons receive levels of stimulus which prevents the membrane potential from dropping below threshold.

Interestingly, the most effective neural model is also the most biologically plausible. Diffusion of ions through pores would naturally give rise to an exponential decay whereas linearization of the decay would require additional voltage dependant mechanisms.

The modified Braitenberg wiring using interneurons is biologically more realistic than the original vehicle because it involves some level of processing by the interneurons, but it is not sophisticated enough to cope with the full range of light levels. We are currently investigating models of dynamic normalisation to achieve greater sensitivity to small differences in light intensity.
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