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FOREWORD

This book contains the proceedings of the 6th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2009) which was organized by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
held in Milan. ICINCO 2009 was co-sponsored by the International Federation for Auto-
matic Control (IFAC) and held in cooperation with the Association for the Advancement
of Artificial Intelligence (AAAI).

The ICINCO Conference Series has now consolidated as a major forum to debate technical
and scientific advances presented by researchers and developers both from academia and
industry, working in areas related to Control, Automation and Robotics that benefit from
Information Technology.

In the Conference Program we have included oral presentations (full papers and short pa-
pers) and posters, organized in three simultaneous tracks: “Intelligent Control Systems
and Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing
and Control”. We have included in the program five plenary keynote lectures, given by
internationally recognized researchers, namely - Daniel S. Yeung (University of Technology,
China), Maria P. Fanti (Polytechnic of Bari, Italy), Janan Zaytoon (University of Reims
Champagne Ardennes, France), Alessandro Giua (Universita’ di Cagliari, Italy) and Peter
S. Sapaty (Institute of Mathematical Machines and Systems, National Academy of Sciences
Ukraine).

The meeting is complemented with three satellite workshops, focusing on specialized aspects
of Informatics in Control, Automation and Robotics; namely, the International Workshop
on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), the In-
ternational Workshop on Intelligent Vehicle Controls & Intelligent Transportation Systems
(IVC & ITS) and the International Workshop on Networked Embedded and Control System
Technologies: European and Russian R&D Cooperation (NESTER).

ICINCO received 365 paper submissions, not including those of workshops, from more than
55 countries, in all continents. To evaluate each submission, a double blind paper review
was performed by the Program Committee. Finally, only 178 papers are published in
these proceedings and presented at the conference. Of these, 129 papers were selected
for oral presentation (34 full papers and 95 short papers) and 49 papers were selected for
poster presentation. The full paper acceptance ratio was 9%, and the oral acceptance ratio
(including full papers and short papers) was 35%. As in previous editions of the Conference,
based on the reviewer’s evaluations and the presentations, a short list of authors will be
invited to submit extended versions of their papers for a book that will be published by
Springer with the best papers of ICINCO 2009.

Conferences are also meeting places where collaboration projects can emerge from social
contacts amongst the participants. Therefore, in order to promote the development of re-
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search and professional networks the Conference includes in its social program a Conference
and Workshops Social Event & Banquet in the evening of July 4 (Saturday).

We would like to express our thanks to all participants. First of all to the authors, whose
quality work is the essence of this Conference. Next, to all the members of the Program
Committee and auxiliary reviewers, who helped us with their expertise and valuable time.
We would also like to deeply thank the invited speakers for their excellent contribution in
sharing their knowledge and vision. Finally, a word of appreciation for the hard work of the
secretariat; organizing a conference of this level is a task that can only be achieved by the
collaborative effort of a dedicated and highly capable team.

Commitment to high quality standards is a major aspect of ICINCO that we will strive
to maintain and reinforce next year, including the quality of the keynote lectures, of the
workshops, of the papers, of the organization and other aspects of the conference. We
look forward to seeing more results of R&D work in Informatics, Control, Automation and
Robotics at ICINCO 2010.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Juan Andrade Cetto
Institut de Robòtica i Informàtica Industrial CSIC-UPC, Spain

Jean-Louis Ferrier
University of Angers, France
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147

REAL-TIME BIOMETRIC EMOTION ASSESSMENT IN AN IMMERSIVE ENVIRONMENT
Vasco Vinhas, Daniel Castro Silva, Luís Paulo Reis and Eugénio Oliveira

153

NEW TYPE OF MULTI-DEGREE-OF-FREEDOM PIEZOELECTRIC ACTUATORS, BASED
ON ACTIVE KINEMATIC PAIRS
Ramutis Bansevicius, Arunas Lipnickas and Minvydas Ragulskis

159

XIV



TWO-STAGE ALGORITHM FOR PATH PLANNING PROBLEM WITH OBSTACLE
AVOIDANCE
Mustafa Dogan and Nizami Gasilov

165

DIFFERENTIAL-DRIVE STEERING SYSTEM USING PLANETARY GEARING FOR
OMNIDIRECTIONAL MOBILE ROBOT
Hideo Kitagawa, Takashi Ohno, Yuki Ueno and Kazuhiko Terashima

171

EVALUATION OF SUN POSITION USING THE PHOTOVOLTAIC GENERATION - An
Application for Attitude Estimation in Box-Shape Satellites
Ronilson Rocha, Caio Pequeno Gouvêia, Alexandre José Ferreira and Talita Bueno Barbosa

177

EXHIBITING PLANAR STRUCTURES FROM EGOMOTION
Samia Bouchafa, Antoine Patri and Bertrand Zavidovique

183

USING PASSAGES TO SUPPORT OFF-ROAD ROBOT NAVIGATION
Christopher Armbrust, Helge Schäfer and Karsten Berns

189

PROMOTION IN RESCUE ROBOT - According to the Experience Gained by Participating in
Bam Earthquake Rescue Operation
Pooya Heiraty, Aboozar Aghajani, Hojatollah Shirzadi Laskoukelayeh, Majid Zeraat Pisheh Fard and
Sayyed Mohammad Hosseini Monsef

195

FATIGUE RECOGNITION USING EMG SIGNALS AND STOCHASTIC SWITCHED ARX
MODEL
Hiroyuki Okuda, Fumio Kometani, Shinkichi Inagaki and Tatsuya Suzuki

202

AN EXPERIMENTAL COMPARISON OF NONHOLONOMIC CONTROL METHODS
Kang-Zhi Liu

208

COMPARISON BETWEEN MEXICAN HAT AND HAAR WAVELET DESCRIPTORS FOR
SHAPE REPRESENTATION
Adnan Abou Nabout and Bernd Tibken

214

A NOVEL HAPTIC INTERFACE FOR EXTENDED RANGE TELEPRESENCE - Control and
Evaluation
Antonia Pérez Arias and Uwe D. Hanebeck

222

POSITION/FORCE CONTROL OF A 1-DOF SET-UP POWERED BY PNEUMATIC
MUSCLES
Aron Pujana-Arrese, Kepa Bastegieta, Anjel Mendizabal, Ramon Prestamero and Joseba Landaluze

228

SCHEME FOR EVALUATION AND REDUCTION OF MOTION ARTIFACTS IN MOBILE
VISION SYSTEMS
Christoph Walter, Felix Penzlin and Norbert Elkmann

238

MODEL-DRIVEN DEVELOPMENT IN INDUSTRIAL AUTOMATION - Automating the
Development of Industrial Automation Systems using Model Transformations
Mathias Maurmaier and Peter Göhner

244

APPEARANCE-BASED DENSE MAPS CREATION - Comparison of Compression Techniques
with Panoramic Images
Luis Payá, Lorenzo Fernández, Óscar Reinoso, Arturo Gil andDavid Úbeda

250

ROBUST CONTROL FOR AN ARTIFICIAL MUSCLES ROBOT ARM
S. Boudoua, M. Chettouh and M. Hamerlain

256

XV



APPLYING A SOFTWARE FRAMEWORK FOR SUPERVISORY CONTROL OF A
PLC-BASED DISCRETE EVENT SYSTEM
B. Curto, V. Moreno, C. Fernández-Caramés, R. Alves and A. Chehayeb

263

EFFICIENT SIMULATION OF THE FLUID-STRUCTURE INTERFACE
Luis Gerardo de la Fraga, Ernesto Olguín-Díaz and Fernando García-Arreguín

268

SELF-LOCALIZATION OF A TEAM OF MOBILE ROBOTS BY MEANS OF COMMON
COLORED TARGETS
Patricio Nebot and Enric Cervera

274

ANALYTICAL KINEMATICS FRAMEWORK FOR THE CONTROL OF A PARALLEL
MANIPULATOR - A Generalized Kinematics Framework for Parallel Manipulators
Muhammad Saad Saleem, Ibrahim A. Sultan and Asim A. Khan

280

PARAMETER IDENTIFICATION OF A HYBRID REDUNDANT ROBOT BY USING
DIFFERENTIAL EVOLUTION ALGORITHM
Yongbo Wang, Huapeng Wu and Heikki Handroos

287

SURVEILLANCE SYSTEM USING A MOBILE ROBOT EMBEDDED IN A WIRELESS
SENSOR NETWORK
Syed Irtiza Ali and Baerbel Mertsching

293

OBSTACLE AVOIDANCE FOR AUTONOMOUS MOBILE ROBOTS BASED ON POSITION
PREDICTION USING FUZZY INFERENCE
Takafumi Suzuki and Masaki Takahashi

299

AUTONOMOUS CAMERA CONTROL BY NEURAL MODELS IN ROBOTIC VISION
SYSTEMS
Tyler W. Garaas, Frank Marino and Marc Pomplun

305

A SIMULATION SETUP FOR COMMUNICATION HARDWARE IN THE LOOP
EXPERIMENTS
Markus Sauer, Florian Zeiger and Klaus Schilling

312

CO-DESIGN FOR WIRELESS NETWORKED CONTROL OF AN INTELLIGENT MOBILE
ROBOT
Amine Mechraoui, Zeashan Hameed Khan, Jean-Marc Thiriet and Sylviane Gentil

318

RANDOM VARIATES GENERATING METHODS OF TIME-BETWEEN-FAILURES FOR
THE REPAIRABLE SYSTEMS UNDER AGE-REDUCTION PREVENTIVE MAINTENANCE
Chun-Yuan Cheng, Renkuan Guo and Mei-Ling Liu

325

TOWARDS A COMPUTATIONALLY EFFICIENT RELATIVE POSITIONING SYSTEM FOR
INDOOR ENVIRONMENTS - An RFID Approach
Md. Suruz Miah, Wail Gueaieb and Wail Gueaieb

331

THE PERFORMANCE OF OPC-UA SECURITY MODEL AT FIELD DEVICE LEVEL
Olli Post, Jari Seppälä and Hannu Koivisto

337

A SYSTEM-ARCHITECTURE FOR ROBOTIC MOVEMENTS OF GOODS - Approaches
Towards a Cognitive Material Flow System
Dennis Ommen, Carsten Beth, Jens Kamenik and Axel Hahn

342

THE FINS PROTOCOL FOR COMPLEX INDUSTRIAL APPLICATTIONS - A Case Study
Júlio Costa, Nuno Carvalho, Filomena Soares and José Machado

348

XVI



PRODUCT REPRESENTATION TO SUPPORT VALIDATION OF SIMULATION MODELS IN
COMPUTER AIDED ENGINEERING
Andreas Kain, Andreas Gaag and Udo Lindemann

355

DYNAMICAL CLUSTERING TECHNIQUE TO ESTIMATE THE PROBABILITY OF THE
FAILURE OCCURRENCE OF PROCESS SUBJECTED TO SLOW DEGRADATION
M. Traore, E. Duviella and S. Lecoeuche

360

POSTERS

SELF-SIMILARITY MEASURMENT USING PERCENTAGE OF ANGLE SIMILARITY ON
CORRELATIONS OF FACE OBJECTS
Darun Kesrarat and Paitoon Porntrakoon

369

COOPERATIVE TELEOPERATION TASK IN VIRTUAL ENVIRONMENT - Influence of Visual
Aids and Oral Communication
Sehat Ullah, Samir Otmane, Malik Mallem and Paul Richard

374

COLLISION-MODEL BASED MOTION PLANNER FOR MULTI-AGENTS IN A FACTORY
S. H. Ji, W. H. Ko, K. T. Nam and S. M. Lee

378

QUANTIFIED ONTOLOGIES FOR REAL LIFE APPLICATIONS
Lucia Vacariu, George Fodor, Gheorghe Lazea and Octavian Cret

383

ONLINE CALIBRATION OF ONE-DIMENSIONAL SENSORS FOR ROBOT MANIPULATION
TASKS
Jan Deiterding and Dominik Henrich

387

HUMANOID REALISTIC SIMULATOR - The Servomotor Joint Modeling
José L. Lima, José A. Gonçalves, Paulo G. Costa and A. Paulo Moreira

396

DOUBLE WELL POTENTIAL AS DIFFUSIVE FUNCTION FOR PDE-BASED SCALAR
IMAGE RESTORATION METHOD
A. Histace and M. Ménard

401

CONTROL AND SUPERVISION FOR AN INDUSTRIAL GRAIN DRYER
Clemente Cárdenas, Eduardo J. Moya, David García and Oscar Calvo

405

PROSPECTIVE ELASTO-PLASTIC PRESSURE SENSORS - All-Elasto-Plastic
Polyisoprene/Nanostructured Carbon Pressure Sensing Element
Maris Knite, Juris Zavickis, Gatis Podins, Raimonds Orlovsand Kaspars Ozols

409

COOPERATIVE UAVS MAPPING COMPLEX ENVIRONMENT USING 2D SPLINEGON
Antonios Tsourdos, Brian A. White, Samuel B. Lazarus, PeterSilson and Rafał̇Zbikowski

413

A COMPARATIVE STUDY BETWEEN CONVENTIONAL AND CONTINUOUS GENETIC
ALGORITHMS FOR THE SOLUTION OF CARTESIAN PATH GENERATION PROBLEMS
OF ROBOT MANIPULATORS
Za’er Salim Abo-Hammour, Mohammad Suleiman Saraireh and Othman M-K. Alsmadi

417

A MONOCULAR OCCUPANCY GRID FOR LOCAL WMR NAVIGATION
Lluís Pacheco, Xavier Cufí, Ningsu Luo and Javier Cobos

425

SEGMENTS OF COLOR LINES - A Comparison through a Tracking Procedure
Michèle Gouiffès, Samia Bouchafa and Bertrand Zavidovique

433

OBSTACLE DETECTION USING STRUCTURED BACKGROUND
Ghaida Al Zeer, Adnan Abou Nabout and Bernd Tibken

439

XVII



A MHT-BASED ALGORITHM FOR PERFORMANCE ESTIMATION IN DT-MRI BAYESIAN
TRACKING METHODS
L. M. San José Revuelta

445

MULTI SCALE MOVING CONTROL METHOD FOR AUTONOMOUS OMNI-DIRECTIONAL
MOBILE ROBOT
Masaki Takahashi and Takafumi Suzuki

449

LARGE-SCALE DEXTEROUS HAPTIC INTERACTION WITH VIRTUAL MOCK-UPS -
Methodology and Human Performance
Damien Chamaret, Paul Richard and Sehat Ullah

453

INTEGRATED PATH PLANNING AND TRACKING FOR AUTONOMOUS CAR-LIKE
VEHICLES MANEUVERING
Fernando Gómez-Bravo, Diego A. López, Francisco Real, LuisMerino and José M. Matamoros

457

EXPRESSION OF EMOTIONS THROUGH BODY MOTION - A Novel Interface For
Human-Robot Interaction
Nelson Gonçalves and João Sequeira

465

VISUAL ATTENTION IN 3D SPACE - Using a Virtual Reality Framework as Spatial Memory
M. Zaheer Aziz and Bärbel Mertsching

471

ROBOT AUDITORY SYSTEM BASED ON CIRCULAR MICROPHONE ARRAY FOR HOME
SERVICE ROBOTS
Keun-Chang Kwak

475

PATH PLANNING WITH MARKOVIAN PROCESSES
Istvan Szoke, Gheorghe Lazea, Levente Tamas, Mircea Popa and Andras Majdik

479

AUTHOR INDEX 483

XVIII



INVITED SPEAKERS





KEYNOTE SPEAKERS





SENSITIVITY BASED GENERALIZATION ERROR FOR 
SUPERVISED LEARNING PROBLEM WITH APPLICATIONS IN 

MODEL SELECTION AND FEATURE SELECTION 

Daniel S. Yeung 
University of Technology 

China 

Abstract:  Generalization error model provides a theoretical support for a classifier's performance in terms of 
prediction accuracy. However, existing models give very loose error bounds. This explains why 
classification systems generally rely on experimental validation for their claims on prediction accuracy. In 
this talk we will revisit this problem and explore the idea of developing a new generalization error model 
based on the assumption that only prediction accuracy on unseen points in a neighbourhood of a training 
point will be considered, since it will be unreasonable to require a classifier to accurately predict unseen 
points "far away" from training samples. The new error model makes use of the concept of sensitivity 
measure for an ensemble of multiplayer feedforward neural networks (Multilayer Perceptrons or Radial 
Basis Function Neural Networks). Two important applications will be demonstrated, model selection and 
feature reduction for RBFNN classifiers. A number of experimental results using datasets such as the UCI, 
the 99 KDD Cup, and text categorization, will be presented. 
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Abstract: Intelligent Transportation Systems (ITS) modelling, planning, and control are research streams that, in the 
last years, have received a significant attention by the researcher and practitioner communities due not only 
to their economic impact, but also to the complexity of decisional, organizational, and management 
problems. Indeed, the increasing complexity of these systems and the availability of the modern ICT 
(Information and Communication Technologies) for the interaction among the different decision makers and 
for the acquisition of information by the decision makers, require both the development of suitable models 
and the solution of new decision problems. This presentation is aimed at showing the new attractive 
researches and projects in the field of ITS operational control and management in Europe. In particular, it 
points out the key solution of using effectively and efficiently the latest developments of ICT for ITS 
operational management. 

1 INTRODUCTION 

The term Intelligent Transportation Systems (ITS) is 
used to refer to technologies, infrastructure, and 
services, as well as the planning, operation, and 
control methods to be used for the transportation of 
person and freight. In particular, Information and 
Communication Technologies (ICT) are considered 
to be the key tools to improve efficiency and safety 
in transportation systems. Indeed, the advent of ICT 
has a tremendous impact on the planning and 
operations of freight transportation and on traffic 
management systems. ITS technologies increase the 
flow of available data, improve the timeliness and 
quality of information and offer the possibility to 
control and coordinate operations and traffic in real-
time. Significant research efforts are required to 
adequately model the various planning and 
management problems under ITS and real-time 
information, and to develop efficient solution 
methods.  

In recent years, the European Union has 
sponsored several projects targeting advancements 
of different transportation systems. On the other 

hand, ITS topics are considered relevant and 
attractive research areas. 

In Section 2 the paper recalls the most important 
European Projects in the fields of ITS and intelligent 
freight transportation. Moreover, Sections 3 and 4 
present the research advances in two crucial sectors 
of ITS: the management of Urban Traffic Networks 
(UTN) and of Intermodal Transportation Networks 
(ITN), respectively. 

2 EUROPEAN PROJECTS IN THE 
FIELD OF ITS 

A basic project on ITS is CESAR I & II (Co-
operative European System for Advanced 
Information Redistribution) that proposes an Internet 
communication platform that aims to integrate 
services and data for unaccompanied traffic and the 
rolling motorway traffic management. Moreover, in 
the field of railway system management, CroBIT 
(Cross Border Information Technology) is a new 
system that provides the railways with a tool to track 
consignments and integrates freight railways along a 
transport corridor providing total shipment visibility. 
A maritime navigation information structure in 
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European waters is established by MarNIS 
(Maritime Navigation Information Systems) that is 
an integrated project aiming to develop tools that 
can be used to exchange maritime navigation 
information and to improve safety, security and 
efficiency of maritime traffic.  

In addition, several projects focus specifically on 
efficient freight transportation. For instance, 
Freightwise aims to establish a framework for 
efficient co-modal freight transport on the 
Norwegian ARKTRANS system. One of the main 
objectives in Freightwise is establishing a 
framework for efficient co-modal freight transport 
and simplifying the interaction among stakeholders 
during planning, execution and completion of 
transport operations. Moreover, the project e-Freight 
is a continuation of Freightwise to promote efficient 
and simplified solutions in support of cooperation, 
interoperability and consistency in the European 
Transport System. E-Freight is to support the Freight 
Logistics Action Plan, which focuses on quality and 
efficiency for the movement of goods, as well as on 
ensuring that freight-related information travels 
easily among modes. Furthermore, in the Seventh 
Framework Program (FP7-ICT Objective 6.1), the 
SMARTFREIGHT project wants to make urban 
freight transport more efficient, environmentally 
friendly and safe by answering to challenges related 
to traffic management and the relative coordination. 
Indeed, freight distribution management in city 
centres is usually operated by several commercial 
companies and there is no coordination of these 
activities in a way that would benefit the city. The 
main aim of SMARTFREIGHT is therefore to 
specify, implement and evaluate ICT solutions that 
integrate urban traffic management systems with the 
management of freight and logistics in urban areas. 
Finally, EURIDICE (European Inter-Disciplinary 
Research on Intelligent Cargo for Efficient, Safe and 
Environment-friendly Logistics) is a project 
sponsored by the European Commission under the 
7th Framework Program seeking to develop an 
advanced European logistics system around the 
concept of ‘intelligent cargo’. The goal is 
networking cargo objects like packages, vehicles and 
containers to provide information services whenever 
required along the transport chain. The project aims 
to build an information service platform centred on 
the individual cargo item and its interaction with the 
surrounding environment and the user. 

3 URBAN TRAFFIC 
MANAGEMENT 

Traffic congestion of urban roads undermines 
mobility in major cities. Traditionally, the 
congestion problem on surface streets was dealt by 
adding more lanes and new links to the existing 
Urban Traffic Networks (UTN). Since such a 
solution can no longer be considered for limited 
availability of space in urban centres, greater 
emphasis is nowadays placed on traffic management 
through the implementation and operation of ICT. In 
particular, traffic signal control on surface street 
networks plays a central role in traffic management. 
Despite the large research efforts on the topic, the 
problem of urban intersection congestion remains an 
open issue (Lo, 2001, Papageorgiou, 1999). Most of 
the currently implemented traffic control systems 
may be grouped into two principal classes 
(Papageorgiou et al., 2003, Patel and Ranganathan, 
2001): i) fixed time strategies, that are derived off-
line by use of optimization codes based on historical 
traffic data; ii) vehicle actuated strategies, that 
perform an on-line optimization and synchronization 
of the signal timing plans and make use of real time 
measurements. While the fixed time strategies do 
not use information on the actual traffic situation, 
the second actuated control class can be viewed as a 
traffic responsive network signal policy employing 
signal timing plans that respond automatically to 
traffic conditions. In a real time control strategy, 
detectors located on the intersection approaches 
monitor traffic conditions and feed information on 
the actual system state to the real time controller, 
which selects the duration of the phases in the signal 
timing plan in order to optimize an objective 
function. Although the corresponding optimal 
control problem may readily be formulated, its real 
time solution and realization in a control loop has to 
face several difficulties such as the size and the 
combinatorial nature of the optimization problem, 
the measurements of traffic conditions and the 
presence of unpredictable disturbances. The first and 
most notable of vehicle actuated techniques is the 
British SCOOT (Hunt et al., 1982), that decides an 
incremental change of splits, offsets and cycle times 
based on real time measurements. However, 
although SCOOT exhibits a centralized hardware 
architecture, the strategy is functionally 
decentralized with regard to splits setting. A 
formulation of the traffic signal network 
optimization strategy is presented in (Lo, 2001) and 
(Wey, 2000). However, the resulting procedures lead 
to complex mixed integer linear programming 
problems that are computationally intensive and the 
formulation for real networks requires heuristics for 
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solutions. Furthermore, Diakaki et al. (2002) 
propose a traffic responsive urban control strategy 
based on a feedback approach involving the 
application of a systematic and powerful control 
design method. Despite the simplicity and the 
efficiency of the proposed control strategy, such a 
modelling approach can not directly consider the 
effects of offset for consecutive junctions and the 
time-variance of the turning rates and the saturation 
flows.  

An improvement on urban traffic actuated 
control strategies is provided in (Dotoli et al., 2006) 
where the green splits for a fixed cycle time are 
determined in real time, in order to minimize the 
number of vehicles in queue in the considered 
signalized area. The paper gives a contribution in 
facing the apparently insurmountable difficulties 
(Papageorgiou et al., 2003) in the real time solution 
and realization of the control loop governing an 
urban intersection by traffic lights. To this aim, the 
paper pursues simplicity in the modelling and in the 
optimization procedure by presenting a macroscopic 
model to describe the urban traffic network. 
Describing the system by a discrete time model with 
the sampling time equal to the cycle, the timing plan 
is obtained on the basis of the real traffic knowledge 
and the traffic measurements in a prefixed set of 
cycles. The traffic urban control strategy is 
performed by solving a mathematical programming 
problem that minimizes the number of vehicles in 
the considered urban area. The minimization of the 
objective function is subject to linear constraints 
derived from the intersection topology, the fixed 
cycle duration and the minimum and maximum 
duration of the phases commonly adopted in 
practice. The optimization problem is solved by a 
standard optimization software on a personal 
computer, so that practical applications are possible 
in a real time control framework. 

4 INTERMODAL 
TRANSPORTATION 
NETWORKS 

Intermodal Transportation Networks (ITN) are 
logistics systems integrating different transportation 
services, designed to move goods from origin to 
destination in a timely manner and using multiple 
modes of transportation (rail, ocean vessel, truck 
etc.). In the related literature several papers analyze 
ITN operations and planning issues as container fleet 
management, container terminal operations and 

scheduling. With the development of the new ICT 
tools, these operative and planning issues can be 
dealt with in a different way. In fact, these new 
technologies can effectively impact on the planning 
and operation of ITS. In particular, ICT solutions 
can increase the data flow and the information 
quality while allowing real-time data exchange in 
transportation systems (Crainic and Kim, 2007, 
Ramstedt and Woxenius, 2006). As mentioned in 
(Giannopoulos, 2004), numerous new applications 
of ICT to the transportation field are in various 
stages of development, but in the information 
transfer area the new systems seem to be too 
unimodal. In the application of ICT solutions to 
multimodal chains, an important and largely 
unexplored research field is the assessment of the 
impact of new technologies before their 
implementation, by a cost-benefit analysis (Zografos 
and Regan, 2004, Crainic and Kim, 2007). This 
research field offers numerous research 
opportunities: for instance, a not well explored case 
is that of coordinating independent stakeholders in 
the presence of uncertainties and lack of information 
on the stakeholders operations and their propagation 
within the intermodal chain. 

An efficient ITN needs to synchronize the 
logistics operations. Therefore, information 
exchange among stakeholders is essential and ICT 
solutions are key tools to achieve efficiency. 
Nevertheless, the increasing complexity of these 
systems and the availability of the modern ICT for 
the interaction among the different decision makers 
and for the acquisition of information by the 
decision makers, require both the development of 
suitable models and the solution of new decision 
problems. Moreover, ITN and their decision making 
process are complex systems characterized by a high 
degree of interaction, concurrency and 
synchronization. Hence, ITS can be modeled as 
Discrete Event Systems (DES), whose dynamics 
depends on the interaction of discrete events, such as 
demands, departures and arrivals of means of 
transport at terminals and acquisitions and releases 
of resources by vehicles. DES models are widely 
used to describe decision making and operational 
processes. In the domain of ITN, the potentialities of 
these models are not fully explored and exploited. In 
particular at the operational level, we recall the 
models in the Petri net (Peterson, 1981) frameworks 
(Danielis et al., 2009, Di Febbraro et al., 2006, 
Fischer et al., 2000) and the simulation models 
(Boschian et al., 2009, Parola and Sciomachen, 
2005).  
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In this presentation we mention two papers 
(Boschian et al., 2009) and (Danielis et al., 2009) 
that point out the role and the impact of the ICT 
applications in the field of the ITN management and 
control. In particular, paper (Danielis et al., 2009) 
focuses on the ICT solutions that allow sharing 
information among stakeholders on the basis of user 
friendly technologies. To this aim the authors single 
out some performance indices to evaluate activities, 
resources (utilization) and output (throughput, lead 
time) by integrating information flows allowed by 
the use of ICT tools. A case study is analyzed 
considering an ITN constituted by a port and a truck 
terminal of an Italian town including the road-ship 
transshipment process. The system is modeled and 
simulated in a timed Petri net framework 
considering different dynamic conditions 
characterized by a diverse level of information 
shared between terminals and operators. The 
simulation results show that ICT have a huge 
potential for efficient real time management and 
operation of ITN, as well as an effective impact on 
the infrastructures, reducing both the utilization of 
the system resources as well as the cost performance 
indices. 
An application of the ICT tools to the real-time 
transport monitoring in order to trace and safely 
handle moving goods is presented in (Boschian et 
al., 2009). In particular, the authors analyze and 
simulate a real case study involving an ITN system 
and the transport and the customs clearance of goods 
that arrive to the port and the intermodal terminal. 
The case study is analyzed in the frame of the 
EURIDICE Integrated Project. The structure and the 
dynamics of the ITN model is described by the 
Unified Modeling Language formalism (Miles and 
Hamilton, 2006) and is implemented by a discrete-
event simulation in Arena environment. The task is 
to provide services for the efficient utilization of 
infrastructures, both singularly and across territorial 
networks (e.g., port terminal synchronization with 
rail and road connections) and to contain the impact 
of logistic infrastructures on the local communities, 
reducing congestion and pollution caused by the 
associated freight movements. The discrete event 
simulation study shows that the application of the 
ICT tools allows us to locate goods and the related 
up-to-date information and to extend it with useful 
information-based services. Summing up, the 
simulation results show that integrating ICT into the 
system leads to a more efficient system management 
and drastically reduces the system lead times. 

5 CONCLUSIONS 

The paper presents the new attractive researches and 
projects in the field of ITS operational control and 
management. In particular, the key solutions of 
using effectively and efficiently the latest 
developments of ICT for ITS operational 
management are pointed out. The presentation 
focuses on the most important European Projects in 
ITS and on two crucial fields of the ITS 
management and control: the management of Urban 
Traffic networks and of Intermodal Transportation 
Networks. In the two cases are emphasized the new 
results and the challenges of future researches. 
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Abstract: Formal verification of properties is a very important area of analysis of hybrid systems. It is, indeed, 
essential to use methods and tools to guarantee that the global behaviour of a system is correct and 
consistent with the specifications. This is especially true for safety properties that insure that the system is 
not dangerous for itself or its environment. 
Classically, verification of Safety properties may be performed with reachability computation in the hybrid 
state space. Basic ideas have not really evolved since the first works, however new techniques have been 
proposed and algorithms have been improved. 
The aim of this talk is to present the problem of verification and reachability computation for hybrid 
systems and to propose a classification of recent improvements. To overcome the difficulties in verification 
and reachability analysis it is necessary to make choices regarding general principles, algorithms and 
mathematical representation of regions of the continuous state space. These choices depend on each other 
and must be consistent. However all approaches are based on common considerations that will be used to 
structure the talk. 
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Abstract: This paper serves as a support for the plenary address given by the second author during the conference. In
this paper we present an approach to on-line diagnosis of discrete event systems based on labeled Petri nets,
that are a particular class of Petri nets where some events are undistinguishable, i.e., events that produce an
output signal that is observable, but that is common to otherevents. Our approach is based on the notion of
basis markings and justifications and it can be applied both to bounded and unbounded Petri nets whose unob-
servable subnet is acyclic. Moreover it is shown that, in thecase of bounded Petri nets, the most burdensome
part of the procedure may be moved off-line, computing a particular graph that we callBasis Reachability
Graph.
Finally we present a diagnosis MATLAB toolbox with some examples of application.

1 INTRODUCTION

Failure detection and isolation in industrial systems
is a subject that has received a lot of attention in the
past few decades. A failure is defined to be any devia-
tion of a system from its normal or intended behavior.
Diagnosis is the process of detecting an abnormality
in the system behavior and isolating the cause or the
source of this abnormality.

Failures are inevitable in today’s complex indus-
trial environment and they could arise from several
sources such as design errors, equipment malfunc-
tions, operator mistakes, and so on. As technology
advances, as we continue to build systems of increas-
ing size and functionality, and as we continue to place
increasing demands on the performance of these sys-
tems, then so do we increase the complexity of these
systems. Consequently (and unfortunately), we en-
hance the potential for systems to fail, and no matter
how safe our designs are, how improved our quality
control techniques are, and how better trained the op-
erators are, system failures become unavoidable.

Given the fact that failures are inevitable, the need
for effective means of detecting them is quite apparent
if we consider their consequences and impacts not just
on the systems involved but on the society as a whole.
Moreover we note that effective methods of failure
diagnosis can not only help avoid the undesirable ef-
fects of failures, but can also enhance the operational

goals of industries. Improved quality of performance,
product integrity and reliability, and reduced cost of
equipment maintenance and service are some major
benefits that accurate diagnosis schemes can provide,
especially for service and product oriented industries
such as home and building environment control, office
automation, automobile manufacturing, and semicon-
ductor manufacturing. Thus, we see that accurate and
timely methods of failure diagnosis can enhance the
safety, reliability, availability, quality, and economy
of industrial processes.

The need of automated mechanisms for the timely
and accurate diagnosis of failures is well understood
and appreciated both in industry and in academia. A
great deal of research effort has been and is being
spent in the design and development of automated di-
agnostic systems, and a variety of schemes, differing
both in their theoretical framework and in their design
and implementation philosophy, have been proposed.

In diagnosis approach two different problems can
be solved: the problem of diagnosis and the problem
of diagnosability.

Solving a problem of diagnosis means that we as-
sociate to each observed string of events a diagno-
sis state, such as “normal” or “faulty” or “uncertain”.
Solving a problem of diagnosability is equivalent to
determine if the system is diagnosable, i.e., to deter-
mine if, once a fault has occurred, the system can de-
tect its occurrence in a finite number of steps.
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The diagnosis of discrete event systems (DES) is
a research area that has received a lot of attention in
the last years and has been motivated by the practical
need of ensuring the correct and safe functioning of
large complex systems. As discussed in the next ses-
sion the first results have been presented within the
framework of automata. More recently, the diagno-
sis problem has also been addressed using Petri nets
(PNs). In fact, the use of Petri nets offers significant
advantages because of their twofold representation:
graphical and mathematical. Moreover, the intrinsi-
cally distributed nature of PNs where the notion of
state (i.e., marking) and action (i.e., transition) is lo-
cal reduces the computational complexity involved in
solving a diagnosis problem.

In this paper we summarize our main contribu-
tions on diagnosis of DES using PNs (Giua and
Seatzu, 2005; Cabasino et al., 2008; Lai et al., 2008;
Cabasino et al., 2009). In particular, we focus on arbi-
trary labeled PNs where the observable events are the
labels associated to transitions, while faults are mod-
eled as silent transitions. We assume that there may
also be transitions modeling a regular behavior, that
are silent as well. Moreover, two or more transitions
that may be simultaneously enabled may share the
same label, thus they are undistinguishable. Our diag-
nosis approach is based on the definition of four diag-
nosis states modeling different degrees of alarm and
it applies to all systems whose unobservable subnet
is acyclic. Two are the main advantages of our proce-
dure. First, we do not need an exhaustive enumeration
of the states in which the system may be: this is due
to the introduction of basis markings. Secondly, in
the case of bounded net systems we can move off-line
the most burdensome part of the procedure building a
finite graph called basis reachability graph.

The paper is organized as follows. In Section 2
the state of art of diagnosis for discrete event systems
is illustrated. In Section 3 we provide a background
on PNs. In Sections 4 and 5 are introduced the defini-
tions of minimal explanations, justifications and basis
markings, that are the basic notions of our diagnosis
approach. In Section 6 the diagnosis states are de-
fined and a characterization of them in terms of basis
markings and j-vectors is given. In Section 7 we show
how the most burdensome part of the procedure can
be moved offline in the case of bounded PNs. In Sec-
tion 8 we present the MATLAB toolbox developed
by our group for PNs diagnosis and in Section 9 we
present some numerical results obtained applying our
tool to a parametric model of manufacturing system.
In Section 10 we draw the conclusions.

2 LITERATURE REVIEW

In this section we present the state of art of diagnosis
of DES using automata and PNs.

2.1 Diagnosis of DES using Automata

In the contest of DES several original theoretical ap-
proaches have been proposed usingautomata.

In (Lin, 1994) and (Lin et al., 1993) a state-based
DES approach to failure diagnosis is proposed. The
problems of off-line and on-line diagnosis are ad-
dressed separately and notions of diagnosability in
both of these cases are presented. The authors give
an algorithm for computing a diagnostic control, i.e.,
a sequence of test commands for diagnosing system
failures. This algorithm is guaranteed to converge if
the system satisfies the conditions for on-line diag-
nosability.

In (Sampath et al., 1995) and (Sampath et al.,
1996) the authors propose an approach to failure diag-
nosis where the system is modeled as a DES in which
the failures are treated as unobservable events. The
level of detail in a discrete event model appears to
be quite adequate for a large class of systems and for
a wide variety of failures to be diagnosed. The ap-
proach is applicable whenever failures cause a dis-
tinct change in the system status but do not neces-
sarily bring the system to a halt. In (Sampath et al.,
1995) a definition of diagnosability in the framework
of formal languages is provided and necessary and
sufficient conditions for diagnosability of systems are
established. Also presented in (Sampath et al., 1995)
is a systematic approach to solve the problem of diag-
nosis using diagnosers.

In (Sampath et al., 1998) the authors present an
integrated approach to control and diagnosis. More
specifically, authors present an approach for the de-
sign of diagnosable systems by appropriate design
of the system controller and this approach is called
active diagnosis. They formulate the active diagno-
sis problem as a supervisory control problem. The
adopted procedure for solving the active diagnosis
problem is the following: given the non-diagnosable
language generated by the system of interest, they first
select an “appropriate” sublanguage of this language
as the legal language. Choice of the legal language
is a design issue and typically depends on considera-
tions such as acceptable system behavior (which en-
sures that the system behavior is not restricted more
than necessary in order to eventually make it diagnos-
able) and detection delay for the failures. Once the
appropriate legal language is chosen, they then design
a controller (diagnostic controller), that achieves a
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closed-loop language that is within the legal language
and is diagnosable. This controller is designed based
on the formal framework and the synthesis techniques
that supervisory control theory provides, with the ad-
ditional constraint of diagnosability.

In (Debouk et al., 2000) is addressed the problem
of failure diagnosis in DES with decentralized infor-
mation. Debouket al. propose a coordinated decen-
tralized architecture consisting of two local sites com-
municating with a coordinator that is responsible for
diagnosing the failures occurring in the system. They
extend the notion of diagnosability, originally intro-
duced in (Sampath et al., 1995) for centralized sys-
tems, to the proposed coordinated decentralized ar-
chitecture. In particular, they specify three protocols
that realize the proposed architecture and analyze the
diagnostic properties of these protocols.

In (Boel and van Schuppen, 2002) the authors
address the problem of synthesizing communication
protocols and failure diagnosis algorithms for decen-
tralized failure diagnosis of DES with costly commu-
nication between diagnosers. The costs on the com-
munication channels may be described in terms of
bits and complexity. The costs of communication and
computation force the trade-off between the control
objective of failure diagnosis and that of minimiza-
tion of the costs of communication and computation.
The results of this paper is an algorithm for decentral-
ized failure diagnosis of DES for the special case of
only two diagnosers.

In (Zad et al., 2003) a state-based approach for on-
line passive fault diagnosis is presented. In this frame-
work, the system and the diagnoser (the fault detec-
tion system) do not have to be initialized at the same
time. Furthermore, no information about the state or
even the condition (failure status) of the system be-
fore the initiation of diagnosis is required. The design
of the fault detection system, in the worst case, has
exponential complexity. A model reduction scheme
with polynomial time complexity is introduced to re-
duce the computational complexity of the design. Di-
agnosability of failures is studied, and necessary and
sufficient conditions for failure diagnosability are de-
rived.

2.2 Diagnosis of DES using Petri Nets

Among the first pioneer works dealing with PNs, we
recall the approach of Prock. In (Prock, 1991) the au-
thor proposes an on-line technique for fault detection
that is based on monitoring the number of tokens re-
siding into P-invariants: when the number of tokens
inside P-invariants changes, then the error is detected.

In (Sreenivas and Jafari, 1993) the authors em-

ploy time PNs to model the DES controller and back-
firing transitions to determine whether a given state
is invalid. Later on, time PNs have been employed
in (Ghazel et al., 2005) to propose a monitoring ap-
proach for DES with unobservable events and to rep-
resent the “a priori” known behavior of the system,
and track on-line its state to identify the events that
occur.

In (Hadjicostis and Veghese, 1999) the authors use
PN models to introduce redundancy into the system
and additional P-invariants allow the detection and
isolation of faulty markings.

Redundancy into a given PN is used in (Wu and
Hadjicostis, 2005) to enable fault detection and iden-
tification using algebraic decoding techniques. In
this paper Wu and Hadjicostis consider two types of
faults: place faults that corrupt the net marking, and
transition faults that cause a not correct update of the
marking after event occurrence. Although this ap-
proach is general, the net marking has to be period-
ically observable even if unobservable events occur.
Analogously, in (Lefebvre and Delherm, 2007) the
authors investigate on the determination of the set of
places that must be observed for the exact and imme-
diate estimation of faults occurrence.

In (Ruiz-Beltràn et al., 2007) Interpreted PNs are
employed to model the system behavior that includes
both events and states partially observable. Based
on the Interpreted PN model derived from an on-line
methodology, a scheme utilizing a solution of a pro-
gramming problem is proposed to solve the problem
of diagnosis.

Note that, all papers in this topic assume that faults
are modeled by unobservable transitions. However,
while the above mentioned papers assume that the
marking of certain places may be observed, a series
of papers have been recently presented that are based
on the assumption that no place is observable (Basile
et al., 2008; Benveniste et al., 2003; Dotoli et al.,
2008; Genc and Lafortune, 2007).

In particular, in (Genc and Lafortune, 2007) the
authors propose a diagnoser on the basis of a modu-
lar approach that performs the diagnosis of faults in
each module. Subsequently, the diagnosers recover
the monolithic diagnosis information obtained when
all the modules are combined into a single module
that preserves the behavior of the underlying modular
system. A communication system connects the differ-
ent modules and updates the diagnosis information.
Even if the approach does not avoid the state explo-
sion problem, an improvement is obtained when the
system can be modeled as a collection of PN modules
coupled through common places.

The main advantage of the approaches in (Genc
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and Lafortune, 2007) consists in the fact that, if the
net is bounded, the diagnoser may be constructed off-
line, thus moving off-line the most burdensome part
of the procedure. Nevertheless, a characterization of
the set of markings consistent with the actual observa-
tion is needed. Thus, large memory may be required.

An improvement in this respect has been given in
(Benveniste et al., 2003; Basile et al., 2008; Dotoli
et al., 2008).

In particular, in (Benveniste et al., 2003) a net
unfolding approach for designing an on-line asyn-
chronous diagnoser is used. The state explosion is
avoided but the on-line computation can be high due
to the on-line building of the PN structures by means
of the unfolding.

In (Basile et al., 2008) the diagnoser is built on-
line by defining and solving Integer Linear Program-
ming (ILP) problems. Assuming that the fault transi-
tions are not observable, the net marking is computed
by the state equation and, if the marking has neg-
ative components, an unobservable sequence is oc-
curred. The linear programming solution provides the
sequence and detects the fault occurrences. Moreover,
an off-line analysis of the PN structure reduces the
computational complexity of the ILP problem.

In (Dotoli et al., 2008), in order to avoid the re-
design and the redefinition of the diagnoser when the
structure of the system changes, the authors propose a
diagnoser that works on-line. In particular, it waits for
an observable event and an algorithm decides whether
the system behavior is normal or may exhibit some
possible faults. To this aim, some ILP problems are
defined and provide eventually the minimal sequences
of unobservable transitions containing the faults that
may have occurred. The proposed approach is a gen-
eral technique since no assumption is imposed on the
reachable state set that can be unlimited, and only few
properties must be fulfilled by the structure of the PN
modeling the system fault behavior.

We also proposed a series of contributions deal-
ing with diagnosis of PNs (Giua and Seatzu, 2005;
Cabasino et al., 2008; Lai et al., 2008; Cabasino et al.,
2009). Our main results are summarized in the rest of
the paper.

Note that none of the above mentioned papers re-
garding PNs deal withdiagnosability, namely none
of them provide a procedure to determine a priori if a
system isdiagnosable, i.e., if it is possible to recon-
struct the occurrence of fault events observing words
of finite length.

In fact, whereas this problem has been extensively
studied within the framework of automata as dis-
cussed above, in the PN framework very few results
have been presented.

The first contribution on diagnosability of PNs
was given in (Ushio et al., 1998). They extend a nec-
essary and sufficient condition for diagnosability in
(Sampath et al., 1995; Sampath et al., 1996) to un-
bounded PN. They assume that the set of places is
partitioned into observable and unobservable places,
while all transitions are unobservable in the sense that
their occurrences cannot be observed. Starting from
the PN they build a diagnoser calledsimpleω diag-
noserthat gives them sufficient conditions for diag-
nosability of unbounded PNs.

In (Chung, 2005) the authors, in contrast with
Ushio’s paper, assumes that part of the transitions
of the PN modelling is observable and shows as the
additional information from observed transitions in
general adds diagnosability to the analysed system.
Moreover starting from the diagnoser he proposes an
automaton calledverifier that allows a polynomial
check mechanism on diagnosability but for finite state
automata models.

In (Wen and Jeng, 2005) the authors propose an
approach to test diagnosability by checking the struc-
ture property of T-invariant of the nets. They use
Ushio’s diagnoser to prove that their method is cor-
rect, however they don’t construct a diagnoser for the
system to do diagnosis. In (Wen et al., 2005) they also
present an algorithm, based on a linear programming
problem, of polynomial complexity in the number of
nodes for computing a sufficient condition of diagnos-
ability of DES modeled by PN.

3 BACKGROUND

In this section we recall the formalism used in the pa-
per. For more details on PNs we refer to (Murata,
1989).

A Place/Transition net(P/T net) is a structureN =
(P,T,Pre,Post), whereP is a set ofm places;T is a
set ofn transitions;Pre : P×T → N andPost : P×
T → N are thepre– and post– incidence functions
that specify the arcs;C = Post−Pre is the incidence
matrix.

A marking is a vectorM : P → N that assigns to
each place of aP/T net a non–negative integer num-
ber of tokens, represented by black dots. We denote
M(p) the marking of placep. A P/T systemor net
system〈N,M0〉 is a netN with an initial markingM0.
A transition t is enabled atM iff M ≥ Pre(· , t) and
may fire yielding the markingM′ = M +C(· , t). We
write M [σ〉 to denote that the sequence of transitions
σ = t j1 · · · t jk is enabled atM, and we writeM [σ〉 M′

to denote that the firing ofσ yieldsM′. We also write
t ∈ σ to denote that a transitiont is contained inσ.
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The set of all sequences that are enabled at the ini-
tial markingM0 is denotedL(N,M0), i.e.,L(N,M0) =
{σ ∈ T∗ | M0[σ〉}.

Given a sequenceσ ∈ T∗, we callπ : T∗ → Nn the
function that associates toσ a vectory ∈ Nn, named
thefiring vectorof σ. In particular,y = π(σ) is such
thaty(t) = k if the transitiont is containedk times in
σ.

A markingM is reachablein 〈N,M0〉 iff there ex-
ists a firing sequenceσ such thatM0 [σ〉 M. The set
of all markings reachable fromM0 defines thereach-
ability setof 〈N,M0〉 and is denotedR(N,M0).

A PN having no directed circuits is calledacyclic.
A net system〈N,M0〉 is boundedif there exists a posi-
tive constantk such that, forM ∈R(N,M0), M(p)≤ k.

A labeling functionL : T → L∪ {ε} assigns to
each transitiont ∈ T either a symbol from a given al-
phabetL or the empty stringε.

We denote asTu the set of transitions whose label
is ε, i.e.,Tu = {t ∈ T | L (t) = ε}. Transitions inTu
are calledunobservableor silent. We denote asTo the
set of transitions labeled with a symbol inL. Tran-
sitions inTo are calledobservablebecause when they
fire their label can be observed. Note that in this paper
we assume that the same labell ∈ L can be associated
to more than one transition. In particular, two tran-
sitionst1, t2 ∈ To are calledundistinguishableif they
share the same label, i.e.,L (t1) = L (t2). The set of
transitions sharing the same labell are denoted asTl .

In the following we denote asCu (Co) the restric-
tion of the incidence matrix toTu (To) and denote as
nu andno, respectively, the cardinality of the above
sets. Moreover, given a sequenceσ∈T∗, Pu(σ), resp.,
Po(σ), denotes the projection ofσ overTu, resp.,To.

We denote asw the word of events associated to
the sequenceσ, i.e.,w = Po(σ). Note that the length
of a sequenceσ (denoted|σ|) is always greater than
or equal to the length of the corresponding wordw
(denoted|w|). In fact, if σ containsk′ transitions inTu
then|σ| = k′ + |w|.

Definition 3.1 (Cabasino et al., 2009).Let 〈N,M0〉
be a labeled net system with labeling functionL : T →
L∪{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu.
Let w∈ L∗ be an observed word. We define

S (w) = {σ ∈ L(N,M0) | Po(σ) = w}

the set of firing sequencesconsistentwith w∈ L∗, and

C (w) = {M ∈Nm | ∃σ ∈ T∗ : Po(σ) = w ∧M0[σ〉M}

the set of markingsconsistentwith w∈ L∗. �

In plain words, given an observationw, S (w) is the
set of sequences that may have fired, whileC (w) is the
set of markings in which the system may actually be.
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Figure 1: A PN system modeling.

Example 3.2. Let us consider the PN in Figure 1.
Let us assumeTo = {t1, t2, t3, t4, t5, t6, t7} and Tu =
{ε8,ε9,ε10, ε11,ε12,ε13}, where for a better under-
standing unobservable transitions have been denoted
εi rather thanti . The labeling function is defined
as follows: L (t1) = a, L (t2) = L (t3) = b, L (t4) =
L (t5) = c, L (t6) = L (t7) = d.

First let us considerw = ab. The set of fir-
ing sequences that is consistent withw is S (w) =
{t1t2, t1t2ε8, t1t2ε8ε9, t1t2ε8ε9ε10, t1t2ε8ε11}, and the
set of markings consistent withw is C (w) =
{[0 0 1 0 0 0 0 1 0 0 0]T , [0 0 0 1 0 0 0 1 0 0 0]T ,
[0 0 0 0 1 0 0 1 0 0 0]T , [0 1 0 0 0 0 0 1 0 0 0]T ,
[0 0 0 0 0 1 0 1 0 0 0]T}.

If we consider w = acd the set of firing se-
quences that are consistent withw is S (w) =
{t1t5t6, t1t5ε12ε13t7}, and the set of markings consis-
tent with w is C (w) = {[0 1 0 0 0 0 0 1 0 0 0]T}.
Thus two different firing sequences may have fired
(the second one also involving silent transitions), but
they both lead to the same marking. �

4 MINIMAL EXPLANATIONS
AND MINIMAL E-VECTORS

In this section we present the notions of minimal ex-
planations and minimal e-vectors for labeled PNs.
First we introduce notions of explanations for unla-
beled PNs, secondly we define when an explanation
is minimal and finally we extend these concepts to la-
beled PN.

Definition 4.1 (Cabasino et al., 2008). Given a
marking M and an observable transitiont ∈ To, we
define

Σ(M, t) = {σ ∈ T∗
u | M[σ〉M′, M′ ≥ Pre(·, t)}

the set ofexplanationsof t atM, and

Y(M, t) = π(Σ(M, t))
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thee-vectors(or explanation vectors), i.e., firing vec-
tors associated to the explanations. �

ThusΣ(M, t) is the set of unobservable sequences
whose firing atM enablest. Among the above se-
quences we want to select those whose firing vector
is minimal. The firing vector of these sequences are
calledminimal e-vectors.

Definition 4.2 (Cabasino et al., 2008). Given a
markingM and a transitiont ∈ To, we define

Σmin(M, t) = {σ ∈ Σ(M, t) | ∄ σ′ ∈ Σ(M, t) :
π(σ′) � π(σ)}

the set ofminimal explanationsof t at M, and we de-
fine

Ymin(M, t) = π(Σmin(M, t))

the corresponding set ofminimal e-vectors. �

In (Corona et al., 2004) we proved that, if the un-
observable subnet is acyclic and backward conflict-
free, then|Ymin(M, t)| = 1.

Different approaches can be used to compute
Ymin(M, t), e.g., (Boel and Jiroveanu, 2004; Jiroveanu
and Boel, 2004). In (Cabasino et al., 2008) we sug-
gested an approach that terminates finding all vectors
in Ymin(M, t) if applied to nets whose unobservable
subnet is acyclic. It simply requires algebraic manip-
ulations, and is inspired by the procedure proposed
in (Martinez and Silva, 1982) for the computation of
minimal P-invariants. For the sake of brevity, this al-
gorithm is not reported here.

In the case of labeled PNs what we observe are
symbols inL. Thus, it is useful to compute the fol-
lowing sets.

Definition 4.3 (Cabasino et al., 2009). Given a
markingM and an observationl ∈ L, we define the
set ofminimal explanations of l at Mas

Σ̂min(M, l) = ∪t∈Tl ∪σ∈Σmin(M,t) (t,σ),

i.e., the set of pairs (transition labeledl ; correspond-
ing minimal explanation), and we define the set of
minimal e-vectors of l at Mas

Ŷmin(M, l) = ∪t∈Tl ∪e∈Ymin(M,t) (t,e),

i.e., the set of pairs (transition labeledl ; correspond-
ing minimal e-vector). �

Thus, Σ̂min(M, l) is the set of pairs whose first
element is the transition labeledl and whose sec-
ond element is the corresponding minimal explana-
tion σ ∈ Σmin(M, t), namely the corresponding se-
quence of unobservable transitions whose firing atM
enablesl and whose firing vector is minimal. More-
over,Ŷmin(M, l) is the set of pairs whose first element
is the transition labeledl and whose second element

is the firing vectore∈Ymin(M, t) corresponding to the
second element in̂Σmin(M, l).

Obviously,Σ̂min(M, l) andŶmin(M, l) are a gener-
alization of the sets of minimal explanations and min-
imal e-vectors introduced for unlabeled PNs with un-
observable transitions. Moreover, in the above sets
Σ̂min(M, l) andŶmin(M, l) different sequencesσ and
different e-vectorse, respectively, are associated in
general to the samet ∈ Tl .

5 BASIS MARKINGS AND
J-VECTORS

In this section we introduce the definitions of basis
markings and justifications that are the crucial notions
of our diagnosis approach.

In particular, given a sequence of observed events
w∈ L∗, a basis markingMb is a marking reached from
M0 with the firing of the observed wordw and of
all unobservable transitions whose firing is necessary
to enablew. Note that, in general several sequences
σo ∈ T∗

o may correspond to the samew, i.e., there are
several sequences of observable transitions such that
L (σo) = w that may have actually fired. Moreover,
in general, to any of such sequencesσo a different se-
quence of unobservable transitions interleaved with it
is necessary to make it firable at the initial marking.
Thus we need to introduce the following definition of
pairs (sequence of transitions inTo labeledw; corre-
spondingjustification).

Definition 5.1 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w∈ L∗ be a given observation. We define

Ĵ (w) = { (σo,σu), σo ∈ T∗
o , L (σo) = w, σu ∈ T∗

u |
[∃σ ∈ S (w) : σo = Po(σ), σu = Pu(σ)]∧
[6 ∃σ′ ∈ S (w) : σo = Po(σ′), σ′

u = Pu(σ′)∧
π(σ′

u) � π(σu)]}

the set of pairs (sequenceσo ∈ T∗
o with L (σo) = w;

correspondingjustificationof w). Moreover, we de-
fine

Ŷmin(M0,w) = {(σo,y), σo ∈ T∗
o ,L (σo) = w,y∈ Nnu |

∃(σo,σu) ∈ Ĵ (w) : π(σu) = y}

the set of pairs (sequenceσo ∈ T∗
o with L (σo) = w;

correspondingj-vector). �

In simple words,Ĵ (w) is the set of pairs whose
first element is the sequenceσo ∈ T∗

o labeledw and
whose second element is the corresponding sequence
of unobservable transitions interleaved withσo whose
firing enablesσo and whose firing vector is minimal.
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The firing vectors of these sequences are calledj-
vectors.

Definition 5.2 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w be a given observation and(σo,σu) ∈ Ĵ (w) be a
generic pair (sequence of observable transitions la-
beledw; corresponding minimal justification). The
marking

Mb = M0 +Cu ·y+Co ·y
′, y = π(σu), y′ = π(σo),

i.e., the marking reached firingσo interleaved with the
minimal justificationσu, is calledbasis markingand
y is called itsj-vector(or justification-vector). �

Obviously, because in general more than one jus-
tification exists for a wordw (the set̂J (w) is generally
not a singleton), the basis marking may be not unique
as well.

Definition 5.3 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w∈ L∗ be an observed word. We define

M (w) = {(M,y) | (∃σ ∈ S (w) : M0[σ〉M) ∧
(∃(σo,σu) ∈ Ĵ (w) : σo = Po(σ),

σu = Pu(σ), y = π(σu))}

the set of pairs (basis marking; relative j-vector) that
areconsistentwith w∈ L∗. �

Note that the setM (w) does not keep into account
the sequences of observable transitions that may have
actually fired. It only keeps track of the basis mark-
ings that can be reached and of the firing vectors rela-
tive to sequences of unobservable transitions that have
fired to reach them. Indeed, this is the information re-
ally significant when performing diagnosis. The no-
tion of M (w) is fundamental to provide a recursive
way to compute the set of minimal explanations.

Proposition 5.4 (Cabasino et al., 2009).Given a
net system〈N,M0〉 with labeling functionL : T →
L∪{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu.
Assume that the unobservable subnet is acyclic. Let
w = w′l be a given observation.

The setŶmin(M0,wl) is defined as:

Ŷmin(M0,wl) = {(σo,y) | σo = σ′
0t ∧y = y′ +e :

(σ′
o,y

′) ∈ Ŷmin(M0,w),
(t,e) ∈ Ŷmin(M′

b, l) andL (t) = l},

whereM′
b = M0 +Cu ·y′ +Co ·σ′

o.

Example 5.5.Let us consider the PN in Figure 1 pre-
viously introduced in Example 3.2.

Let us assumew = acd. The set of justifica-
tions is Ĵ (w) = {(t1t5t6,ε),(t1t5t7,ε12ε13)} and the

set of j-vectors isŶmin(M0,w) = {(t1t5t6,~0),(t1t5t7,
[0 0 0 0 1 1]T)}. The above j-vectors lead to the same
basis markingMb = [0 1 0 0 0 0 0 1 0 0 0]T thus
M (w) = {(Mb,~0),(Mb, [0 0 0 0 1 1]T)}.

Now, let us considerw = ab. In this casêJ (w) =

{(t1t2,ε)}, Ŷmin(M0,w) = {(t1t2,~0)} and the basis
marking is the same as in the previous case, namely
Mb = [0 1 0 0 0 0 0 1 0 0 0]T , thusM (w) = {(Mb,~0)}.

�

Under the assumption of acyclicity of the unob-
servable subnet, the setM (w) can be easily con-
structed as follows.

Algorithm 5.6 (Computation of the basis mark-
ings and j-vectors).

1. Let w = ε.
2. LetM (w) = {(M0,~0)}.
3. Wait until a new labell is observed.
4. Let w′ = w andw = w′l .
5. LetM (w) = /0.
6. For all M′ such that(M′,y′) ∈M (w′) , do

6.1. for all t ∈ Tl , do
6.1.1.for all e∈Ymin(M′, t), do
6.1.1.1.let M = M′ +Cu ·e+C(·, t),
6.1.1.2.for all y′ such that(M′,y′) ∈M (w′), do

6.1.2.1.let y = y′ +e,
6.1.2.2.letM (w) =M (w)∪{(M,y)}.

7. Goto step 3.

�

In simple words, the above algorithm can be ex-
plained as follows. We assume that a certain wordw
(that is equal to the empty string at the initial step)
has been observed. Then, a new observablet fires
and we observe its labelL (t) (e.g., l ). We consider
all basis markings at the observationw′ before the fir-
ing of t, and we select among them those that may
have allowed the firing of at least one transitiont ∈ Tl ,
also taking into account that this may have required
the firing of appropriate sequences of unobservable
transitions. In particular, we focus on the minimal
explanations, and thus on the corresponding mini-
mal e-vectors (step 6.1.1). Finally, we update the set
M (w) including all pairs of new basis markings and
j-vectors, taking into account that for each basis mark-
ing atw′ it may correspond more than one j-vector.

Let us now recall the following result.

Definition 5.7 (Cabasino et al., 2008).Let 〈N,M0〉
be a net system whereN = (P,T,Pre,Post) andT =
To ∪ Tu. Assume that the unobservable subnet is
acyclic. Letw∈ T∗

o be an observed word. We denote

M basis(w) = {M ∈ Nm | ∃y∈ Nnu and (M,y) ∈M (w)}
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the set of basis markings atw. Moreover, we denote
as

M basis=
⋃

w∈T∗
o

M basis(w)

the set of all basis markings for any observationw. �

Note that if the net system is bounded then the set
M basisis finitebeing the set of basis markings a subset
of the reachability set.

Theorem 5.8 (Cabasino et al., 2008).Let us con-
sider a net system〈N,M0〉 whose unobservable sub-
net is acyclic. For anyw∈ L∗ it holds that

C (w) = {M ∈ Nm | M = Mb +Cu ·y :
y≥~0 and Mb ∈M basis(w)}.

6 DIAGNOSIS USING PETRI
NETS

Assume that the set of unobservable transitions is par-
titioned into two subsets, namelyTu = Tf ∪Treg where
Tf includes all fault transitions (modeling anomalous
or fault behavior), whileTreg includes all transitions
relative to unobservable but regular events. The setTf
is further partitioned intor different subsetsT i

f , where
i = 1, . . . , r, that model the different fault classes.

The following definition introduces the notion of
diagnoser.

Definition 6.1 (Cabasino et al., 2009).A diagnoser
is a function∆ : L∗ ×{T1

f ,T2
f , . . . ,T r

f } → {0,1,2,3}
that associates to each observationw∈ L∗ and to each
fault classT i

f , i = 1, . . . , r, adiagnosis state.

• ∆(w,T i
f ) = 0 if for all σ ∈ S (w) and for allt f ∈ T i

f
it holdst f 6∈ σ.
In such a case theith fault cannot have occurred,
because none of the firing sequences consistent
with the observation contains fault transitions of
classi.

• ∆(w,T i
f ) = 1 if:

(i) there existσ∈ S (w) andt f ∈T i
f such thatt f ∈σ

but
(ii) for all (σo,σu) ∈ Ĵ (w) and for all t f ∈ T i

f it
holds thatt f 6∈ σu.
In such a case a fault transition of classi may have
occurred but is not contained in any justification
of w.

• ∆(w,T i
f ) = 2 if there exist (σo,σu),(σ′

o,σ′
u) ∈

Ĵ (w) such that
(i) there existst f ∈ T i

f such thatt f ∈ σu;

(ii) for all t f ∈ T i
f , t f 6∈ σ′

u.
In such a case a fault transition of classi is con-
tained in one (but not in all) justification ofw.

• ∆(w,T i
f ) = 3 if for all σ∈ S (w) there existst f ∈T i

f
such thatt f ∈ σ.
In such a case theith fault must have occurred,
because all firable sequences consistent with the
observation contain at least one fault inT i

f . �

Example 6.2. Let us consider the PN in Figure 1
previously introduced in Example 3.2. LetTf =
{ε11,ε12}. Assume that the two fault transitions be-
long to different fault classes, i.e.,T1

f = {ε11} and

T2
f = {ε12}.

Let us observew = a. Then ∆(w,T1
f ) =

∆(w,T2
f )= 0, beingĴ (w) = {(t1,ε)} andS (w)= {t1}.

In words no fault of both fault classes can have oc-
curred.

Let us observew = ab. Then ∆(w,T1
f ) = 1

and ∆(w,T2
f ) = 0, being Ĵ (w) = {(t1t2,ε)} and

S (w) = {t1t2, t1t2ε8, t1t2ε8ε9, t1t2ε8ε9ε10, t1t2ε8ε11}.
This means that a fault of the second fault class may
have occurred (e.g.t1t2ε8ε11) but it is not contained
in any justification ofab, while no fault of the first
fault class can have occurred.

Now, let us considerw = abb. In this
case ∆(w,T1

f ) = 2 and ∆(w,T2
f ) = 0, being

Ĵ (w) = {(t1t2t2,ε8ε9ε10),(t1t2t3,ε8ε11)} andS (w) =
{t1t2ε8ε9ε10t2, t1t2ε8ε9ε10t2ε8, t1t2ε8ε9ε10t2ε8ε9,
t1t2ε8ε9ε10t2ε8ε9ε10, t1t2ε8ε9ε10t2ε8ε11}. This means
that no fault of the first fault class can have occurred,
while a fault of the second fault class may have
occurred since one justification does not containε11
and one justification contains it.

Finally, let us considerw = abbccc. In this
case ∆(w,T1

f ) = 1 and ∆(w,T2
f ) = 3. In fact

sinceĴ (w) = {(t1t2t3t5t4t4,ε8ε11),(t1t2t3t4t5t4,ε8ε11),
(t1t2t3t4t4t5,ε8ε11),(t1t2t3t4t4t4,ε8ε11)} a fault of the
first fault class must have occurred, while a fault
of the second fault class may have occurred (e.g.
t1t2ε8ε11t3t4t4t5ε12) but it is not contained in any jus-
tification ofw. �

The following proposition presents how the di-
agnosis states can be characterized analyzing basis
markings and justifications.

Proposition 6.3 (Cabasino et al., 2009).Consider
an observed wordw∈ L∗.

• ∆(w,T i
f )∈ {0,1} iff for all (M,y) ∈M (w) and for

all t f ∈ T i
f it holdsy(t f ) = 0.

• ∆(w,T i
f ) = 2 iff there exist(M,y) ∈ M (w) and

(M′,y′) ∈M (w) such that:
(i) there existst f ∈ T i

f such thaty(t f ) > 0,

(ii) for all t f ∈ T i
f , y′(t f ) = 0.
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• ∆(w,T i
f ) = 3 iff for all (M,y) ∈M (w) there exists

t f ∈ T i
f such thaty(t f ) > 0.

The following proposition shows how to distin-
guish between diagnosis states 0 and 1.

Proposition 6.4 (Cabasino et al., 2009).For a PN
whose unobservable subnet is acyclic, letw ∈ L∗ be
an observed word such that for all(M,y) ∈ M (w) it
holdsy(t f ) = 0 ∀ t f ∈ T i

f . Let us consider the con-
straint set

T (M) =















M +Cu ·z≥~0,

∑
t f ∈T i

f

z(t f ) > 0,

z∈ Nnu.

(1)

• ∆(w,T i
f ) = 0 if ∀ (M,y) ∈M (w) the constraint set

(1) is not feasible.
• ∆(w,T i

f )= 1 if ∃ (M,y)∈M (w) such that the con-
straint set (1) is feasible.

On the basis of the above two results, if the un-
observable subnet is acyclic, diagnosis may be car-
ried out by simply looking at the setM (w) for any
observed wordw and, should the diagnosis state be
either 0 or 1, by additionally evaluating whether the
corresponding integer constraint set (1) admits a so-
lution.

Example 6.5. Let us consider the PN in Figure 1
whereT1

f = {ε11} andT2
f = {ε12}.

Let w = ab. In this caseM (w) = {(M1
b,

~0)},
whereM1

b = [0 1 0 0 0 0 0 1 0 0 0]T . BeingT (M1
b) fea-

sible only for the fault classT1
f it holds∆(w,T1

f ) = 1

and∆(w,T2
f ) = 0.

Let w = abb. It isM (w) = {(M1
b, [1 1 1 0 0 0]T),

(M2
b, [1 0 0 1 0 0]T)}, where M2

b =

[0 0 0 0 0 0 1 1 0 0 0]T . It is ∆(w,T1
f ) = 2 and

∆(w,T2
f ) = 0 being bothT (M1

b) and T (M2
b) not

feasible.
Let w = abbccc. In this case M (w) =

{(M3
b, [1 1 1 0 0 0]T),(M4

b, [1 1 1 0 0 0]T)}, where
M3

b = [0 0 0 0 0 0 1 1 0 0 0]T and M4
b =

[0 0 0 0 0 0 1 0 1 0 0]T . It is ∆(w,T1
f ) = 3 and be-

ing T (M4
b) feasible for the second fault classT2

f it

holds∆(w,T2
f ) = 1. �

7 BASIS REACHABILITY GRAPH

Diagnosis approach described in the previous section
can be applied both to bounded and unbounded PNs.
The proposed approach is an on-line approach that for

each new observed event updates the diagnosis state
for each fault class computing the set of basis mark-
ings and j-vectors. Moreover if for a given fault class
is necessary to distinguish between diagnosis states
0 and 1, it is also necessary to solve for each basis
markingMb the constraint setT (Mb).

In this section we show that if the considered net
system is bounded, the most burdensome part of the
procedure can be moved off-line defining a graph
calledBasis Reachability Graph(BRG).

Definition 7.1. The BRG is a deterministic graph that
has as many nodes as the number of possible basis
markings.

To each node is associated a different basis mark-
ing M and a row vector with as many entries as the
number of fault classes. The entries of this vector
may only take binary values: 1 ifT (M) is feasible,
0 otherwise.

Arcs are labeled with observable events inL and
e-vectors. More precisely, an arc exists from a node
containing the basis markingM to a node containing
the basis markingM′ if and only if there exists a tran-
sition t for which an explanation exists atM and the
firing of t and one of its minimal explanations leads to
M′. The arc going fromM to M′ is labeled(L (t),e),
wheree∈Ymin(M, t) andM′ = M +Cu ·e+C(·, t). �

Note that the number of nodes of the BRG is al-
ways finite being the set of basis markings a subset
of the set of reachable markings, that is finite being
the net bounded. Moreover, the row vector of binary
values associated to the nodes of the BRG allows us
to distinguish between the diagnosis state 1 or 0.

The main steps for the computation of the BRG in
the case of labeled PNs are summarized in the follow-
ing algorithm.

Algorithm 7.2 (Computation of the BRG).

1. Label the initial node(M0,x0) where∀i = 1, . . . , r,

x0(T i
f ) =

{

1 if T (M0) is feasible,
0 otherwise.

Assign no tag to it.
2. While nodes with no tag exist

select a node with no tag and do
2.1. let M be the marking in the node(M,x),
2.2. for all l ∈ L

2.2.1.for all t : L(t) = l ∧Ymin(M,t) 6= /0, do
• for all e∈Ymin(M,t), do
• let M′ = M +Cu ·e+C(·,t),
• if ∄ a node(M,x) with M = M′, do
• add a new node to the graph containing
(M′,x′) where∀i = 1, . . . , r,

x′(T i
f ) =

{

1 if T (M′) is feasible,
0 otherwise.

and arc(l ,e) from (M,x) to (M′,x′)
• else
• add arc(l ,e) from (M,x) to (M′,x′)
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if it does not exist yet
2.3. tag the node ”old”.

3. Remove all tags.

�

The algorithm constructs the BRG starting from
the initial node to which it corresponds the initial
marking and a binary vector defining which classes
of faults may occur atM0. Now, we consider all
the labelsl ∈ L such that there exists a transitiont
with L(t) = l for which a minimal explanation atM0
exists. For any of these transitions we compute the
marking resulting from firingt at M0 +Cu ·e, for any
e∈Ymin(M0, t). If a pair (marking, binary vector) not
contained in the previous nodes is obtained, a new
node is added to the graph. The arc going from the
initial node to the new node is labeled(l ,e). The pro-
cedure is iterated until all basis markings have been
considered. Note that, our approach always requires
to enumerate a state space that is a strict subset of the
reachability space. However, as in general for diag-
nosis approaches, the combinatory explosion cannot
be avoided.

Example 7.3. Let us consider the PN in Figure 1,
whereTo = {t1, t2, t3, t4, t5, t6, t7}, Tu = {ε8,ε9,ε10,ε11,
ε12,ε13}, T1

f = {ε11} andT2
f = {ε12}. The labeling

function is defined as follows:L (t1) = a, L (t2) =
L (t3) = b, L (t4) = L (t5) = c, L (t6) = L (t7) = d.

The BRG is shown in Figure 2. The notation used
in in this figure is detailed in Tables 1 and 2. Each
node contains a different basis marking and a binary
row vector of dimension two, being two the number
of fault classes. As an example, the binary vector[0 0]
is associated toM0 becauseT (M0) is not feasible for
both fault classes. From nodeM0 to nodeM1 there is
one arc labeleda and with the null vector as minimal
explanation. The node containing the basis marking
M2 has binary vector[0 1], becauseT (M2) is feasible
only for T2

f . Node(M2, [0 1]) has two output arcs both
labeled withd and both directed to node(M1, [0 0])
with two different minimal explanations~0 ande1, re-
spectively, plus another output arc(b,~0) directed to
node(M4, [1 1]). �

The following algorithm summarizes the main
steps of the on-line diagnosis carried out by looking
at the BRG.

Algorithm 7.4 (Diagnosis using the BRG).
1. Let w = ε.
2. LetM (w) = {(M0,~0)}.
3. Wait until a new observable transition fires.

Let l be the observed event.
4. Let w′ = w andw = w′l .
5. LetM (w) = /0, [Computation of M (w)]
6. For all nodes containingM′ : (M′,y′) ∈M (w′), do

M0, [0 0] 

a,0 

M1, [0 0] 

M2, [0 1] 

d,0 
c,0 

M6, [0 1] 

d,e1 

b, e3 
 

M3, [1 0] 

M4, [1 1] 

b,0 

b,e2 

b,0 

M5, [0 0] 
b, e3 

b,e2 

d,0 

c,0 

c,0 

c,0 
d,e1 

c,0 

d,0 d,e1 

Figure 2: The BRG of the PN in Figure 1.

6.1. for all arcs exiting from the node withM′, do
6.1.1.let M be the marking of the output node

ande be the minimal e-vector on the edge
from M′ to M,

6.1.2.for all y′ such that(M′,y′) ∈M (w′), do
6.1.2.1. let y = y′ +e,
6.1.2.2. letM (w) =M (w)∪{(M,y)},

7. for all i = 1, . . . , r, do
[Computation of the diagnosis state]

7.1. if ∀ (M,y) ∈M (w) ∧ ∀t f ∈ T i
f it is y(t f ) = 0, do

7.1.1.if ∀ (M,y) ∈M (w) it holdsx(i) = 0,
wherex is the binary vector in nodeM, do

7.1.1.1.let ∆(w,T i
f ) = 0,

7.1.2.else
7.1.2.1.let ∆(w,T i

f ) = 1,
7.2. if ∃ (M,y) ∈M (w) and(M′,y′) ∈M (w) s.t.:

(i) ∃t f ∈ T i
f such thaty(t f ) > 0,

(ii) ∀t f ∈ T i
f , y′(t f ) = 0, do

7.2.1.let ∆(w,T i
f ) = 2,

7.3. if ∀ (M,y) ∈M (w) ∃t f ∈ T i
f : y(t f ) > 0, do

7.3.1.let ∆(w,T i
f ) = 3.

8. Goto step 3.

�

Steps 1 to 6 of Algorithm 7.4 enables us to com-
pute the setM (w). When no event is observed,
namelyw= ε, thenM (w) = {(M0,~0)}. Now, assume
that a labell is observed. We include in the setM (l)
all couples(M,y) such that an arc labeledl exits from
the initial node and ends in a node containing the ba-
sis markingM. The corresponding value ofy is equal
to the e-vector in the arc going fromM0 to M, being
~0 the j-vector relative toM0. In general, ifw′ is the
actual observation, and a new event labeledl fires, we
consider all couples(M′,y′) ∈ M (w′) and all nodes
that can be reached fromM′ with an arc labeledl . Let
M be the basis marking of the generic resulting node.
We include inM (w) = M (w′t) all couples(M,y),
where for anyM, y is equal to the sum ofy′ plus the
e-vector labeling the arc fromM′ to M.

Step 7 of Algorithm 7.4 computes the diagnosis
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Table 1: The markings of the BRG in Figure 2.

M0 [ 1 0 0 0 0 0 0 0 0 0 0 ]T

M1 [ 0 1 0 0 0 0 0 1 0 0 0 ]T

M2 [ 0 1 0 0 0 0 0 0 1 0 0 ]T

M3 [ 0 0 1 0 0 0 0 1 0 0 0 ]T

M4 [ 0 0 1 0 0 0 0 0 1 0 0 ]T

M5 [ 0 0 0 0 0 0 1 1 0 0 0 ]T

M6 [ 0 0 0 0 0 0 1 0 1 0 0 ]T

Table 2: The e-vectors of the BRG in Figure 2.

ε8 ε9 ε10 ε11 ε12 ε13

e1 0 0 0 0 1 1
e2 1 1 1 0 0 0
e3 1 0 0 1 0 0

state. Let us consider the genericith fault class. If
∀(M,y) ∈ M (w) and∀t f ∈ T i

f it holdsy(t f ) = 0, we
have to check theith entry of all the binary row vec-
tors associated to the basis markingsM, such that
(M,y) ∈ M (w). If these entries are all equal to 0,
we set∆(w,T i

f ) = 0, otherwise we set∆(w,T i
f ) = 1.

On the other hand, if there exists at least one pair
(M,y) ∈ M (w) with y(t f ) > 0 for any t f ∈ T i

f , and
there exists at least one pair(M′,y′) ∈ M (w) with
y(t f ) = 0 for all t f ∈ T i

f , then∆(w,T i
f ) = 2. Finally, if

for all pairs(M,y) ∈M (w) y(t f ) > 0 for anyt f ∈ T i
f ,

then∆(w,T i
f ) = 3.

The following example shows how to perform di-
agnosis on-line simply looking at the BRG.

Example 7.5.Let us consider the PN in Figure 1 and
its BRG in Figure 2. Letw = ε. By looking at the
BRG we establish that∆(ε,T1

f ) = ∆(ε,T2
f ) = 0 being

both entries of the row vector associated toM0 equal
to 0.

Now, let us considerw = ab. In such a case
M (w) = {(M3,~0)}. It holds ∆(ab,T1

f ) = 1 and

∆(ab,T2
f ) = 0 being the row vector in the node equal

to [1 0].
Finally, for w = abbc it holds ∆(abbc,T1

f ) =

2 and ∆(abbc,T2
f ) = 1. In fact M (w) =

{(M4,y1),(M5,y2)}, wherey1 = e2, y2 = e2 +e3, and
the row vectors associated toM4 andM5 are respec-
tively [1 1] and[0 0]. �

8 MATLAB TOOLBOX

Our group at the University of Cagliari has developed
a MATLAB toolbox for PNs.

In this section we illustrate how it can be used for
the diagnosis of labeled PNs. In particular, we con-
sider the function that given a bounded labeled PN
builds the basis reachability graph.

The input of the MATLAB function BRG.m are:

• the structure of the net, i.e., the matricesPre and
Post;

• the initial markingM0;

• a cell arrayF that has as many rows as the number
of fault classes, that contains in each row the fault
transitions that belong to the corresponding fault
class;

• a cell arrayL that has as many rows as the car-
dinality of the considered alphabet, that contains
in each row the observable transitions having the
same label;

• a cell arrayE that contains in each row a string of
characters, each one corresponding to a different
label in the considered alphabet. Obviously, the
cell arrayE is ordered according toL.

The output of the MATLAB function BRG.m is
a cell arrayT that univocally identifies the resulting
BRG. It has as many rows as the number of nodes of
the BRG. A different row is associated to each node
and contains the following information:

• an identifier number of the node;

• a matrix whose rows are equal to the transpose of
the basis markings associated to the node;

• a matrix with as many rows as the number of ba-
sis markings associated to the node and as many
columns as the number of fault classes: thejth
element in theith row (corresponding toMi

b) is

equal toxi(T
j
f ) evaluated atMi

b. Thus,xi(T
j
f ) = 0

is T (Mi
b) is not feasible with respect toT f

j , 1 oth-
erwise;
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• the transitions enabled at node;

• the identifier number of the nodes that are reached
firing an enabled transition and the corresponding
j-vector.

9 NUMERICAL SIMULATIONS

Let us consider the Petri net in Figure 3 (Lai et al.,
2008), where thick transitions represent observable
event and thin transitions represent unobservable
events. It models a family of manufacturing systems
characterized by three parameters:n, m andk.

— n is the number of production lines.
— m is the number of units of the final product

that can be simultaneously produced. Each unit of
product is composed ofn parts.

— k is the number of operations that each part
must undergo in each line.

To obtain one unit of final productn orders are
sent, one to each line; this is represented by observ-
able eventts. Each line will produce a part (all parts
are identical) and put it in its final buffer. An assembly
station will take one part from each buffer (observable
eventte) to produce the final product.

The part in linei (i = 1, . . . ,n) undergoes a series
of k operations, represented by unobservable events
εi,1,εi,2, · · · ,εi,k.

After this series of operations two events are pos-
sible: either the part is regularly put in the final buffer
of the line, or a fault may occur.

— Putting the part in the final buffer of line 1 cor-
responds to unobservable eventε1,k+1, while putting
the part in the final buffer of linei (i = 2, . . . ,n) corre-
sponds to observable eventti,k+1.

— There aren− 1 faults, represented by unob-
servable eventsfi (i = 1, . . . ,n− 1). Fault fi moves
a part from linei to line i + 1. Note that on linei
(i = 1, . . . ,n−1) the fault may only occur when the
part has finished processing and is ready to be put in
its final buffer; the part goes to the same processing
stage in linei +1.

In this section we present the results of the compu-
tation of the BRG for several numerical simulations.
Results obtained for different values ofn, k andmare
summarized in Tables 3, 4 and 5.

Note that for the sake of simplicity we assumed
that all faults belong to the same class.

In these tables we also detail the cardinality of
the reachability setR. This is an extremely important
parameter to appreciate the advantage of using basis
markings. The value of|R| has been computed using
a function we developed in MATLAB. For complete-
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Figure 3: A manufacturing system.

ness we also reported the time necessary to compute
it.

Let us observe that some boxes of the above tables
contain the non numerical values o:t: (out of time),
that denotes that the corresponding value has not been
computed within 6 hours.

All simulations have been run on a PC Athlon 64,
4000+ processor.

— Columns 1 and 2 show the values ofn andk.
— Column 3 shows the number of nodes|R| of the

reachability graph.
— Column 4 shows the timetR in seconds we

spent to compute the reachability graph.
— Column 4 shows the number of nodes|BRG| of

the BRG.
— Column 5 shows the timetBRG in seconds we

spent to compute the BRG using the function BRG.m.
Tables 3, 4 and 5 show that the time spent to com-

pute the reachability graph highly increases with the
dimension of the net, namely withn andk, and with
the number of productsm.

On the contrary, the time spent to compute the
BRG is always reasonable even for high values ofn,
k andm.

Tables 3, 4 and 5 also show that the number of
nodes of the BRG only depends onn andm, while it
is invariant with respect tok. On the other hand,|R|
also highly increases withk.
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Table 3: Numerical results in the case ofm = 1.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 15 0.031 5 0.062
2 2 24 0.031 5 0.062
2 3 35 0.047 5 0.062
2 4 48 0.062 5 0.07
2 5 63 0.078 5 0.07
2 6 80 0.094 5 0.07
3 1 80 0.094 17 0.101
3 2 159 0.25 17 0.101
3 3 274 0.672 17 0.109
3 4 431 1.72 17 0.117
3 5 636 3.938 17 0.125
3 6 895 8.328 17 0.132

4 1 495 2.375 69 0.375
4 2 1200 16.969 69 0.43
4 3 2415 77.828 69 0.477
4 4 4320 272.53 69 0.531
4 5 7119 824.69 69 0.594
4 6 11040 2122.4 69 0.664
5 1 3295 155.81 305 4.345
5 2 9691 1615.7 305 4.765
5 3 22707 10288 305 5.25
5 4 o.t. o.t. 305 5.75
5 5 o.t. o.t. 305 6.897
5 6 o.t. o.t. 305 7.894

Table 4: Numerical results in the case ofm = 2.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 96 0.11 17 0.086
2 2 237 0.469 17 0.094
2 3 496 2.078 17 0.1

3 1 1484 24.204 140 0.78
3 2 5949 486.39 140 0.844
3 3 18311 5320.9 140 0.906

4 1 28203 14006 1433 73.5
4 2 o.t. o.t. 1433 76.5
4 3 o.t. o.t. 1433 76.5

For the considered Petri net, on the basis of the
above simulations, we can conclude that the diagno-
sis approach here presented is suitable from a com-
putational point of view. In fact, thanks to the basis
markings the reachability space can be described in a
compact manner.

Table 5: Numerical results in the case ofm = 3.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 377 1.203 39 0.145
2 2 1293 17.203 39 0.145
3 1 12048 2113.9 553 8.219
3 2 o.t. o.t. 553 9.016
4 1 o.t. o.t. 9835 4095.06
4 2 o.t. o.t. 9835 4095.06

10 CONCLUSIONS AND FUTURE
WORK

This paper presents a diagnosis approach for labeled
PNs using basis markings. This enables us to avoid an
exhaustive enumeration of the reachability set. This
approach applies to all bounded and unbounded Petri
net systems whose unobservable subnet is acyclic.
However, if we consider bounded net systems the
most burdensome part of the procedure may be moved
off-line computing the Basis Reachability Graph. Fi-
nally, we have presented a tool for the diagnosis of
labeled bounded PNs and we have shown the simula-
tion results using as diagnosis benchmark a family of
manufacturing systems.

We have also studied the problem of diagnosabil-
ity of bounded and unbounded PNs giving for both
cases necessary and sufficient conditions for diagnos-
ability. These results are not reported here, but they
have been already submitted to an international con-
ference.

Our future work will be that of studying the di-
agnosis problem for distributed systems investigating
the possibility of extending the approach here pre-
sented to this case.
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Abstract: We have been witnessing numerous world crises and disasters—from ecological to military to economic, 
with global world dynamics likely to be increasing this century further. The paper highlights known holistic 
and gestalt principles mainly used for a single brain, extending them to any distributed systems which may 
need high integrity and performance in reaction to unpredictable situations. A higher organizational layer is 
proposed enabling any distributed resources and systems to behave as an organism having global 
“consciousness” and pursuing global goals. This “over-operability” layer is established by implanting into 
key system points the same copy of a universal intelligent module, which can communicate with other such 
modules and interpret collectively global mission scenarios presented in a special Distributed Scenario 
Language. The scenarios can be injected from any module, and then self-replicate, self-modify, and self-
spread throughout the system to be managed, tasking components, activating distributed resources, and 
establishing runtime infrastructures supporting system’s integrity. Numerous existing and prospective 
applications are outlined and discussed, confirming paradigm’s usefulness for solving hot world problems. 

1 INTRODUCTION 

To understand mental state of a handicapped person, 
problems of economy and ecology, or how to win on 
a battlefield, we must consider the system as a whole 
-- not just as a collection and interaction of parts. 
The situation may complicate dramatically if the 
system is dynamic and open, spreads over large 
territories, comprises unsafe or varying components, 
and cannot be observed in its entirety from a single 
point. Numerous world crises we have been 
witnessing at the beginning of this century, 
including the current economic one, may have 
emerged, first of all, due to our inability of seeing 
and managing complex systems as a whole.  

To withstand the unwanted events and their 
consequences (ideally: predict and prevent them) we 
need effective worldwide integration of numerous 
efforts and often dissimilar and scattered resources 
and systems. Just establishing advanced 
communications between parts of the distributed 
systems and providing the possibility of sharing 
local and global information from any point, often 
called “interoperability”, is becoming insufficient 

(even insecure and harmful) for solving urgent 
problems in dynamic environments, in real time and 
ahead of it. 

We may need the whole distributed system to 
behave as an integral organism, with parts not so 
interoperating but rather complementing each other 
and representing altogether an integral whole 
pursuing global goals and having a sort of global 
awareness and consciousness. This whole should be 
essentially more than the sum of its parts, with the 
latter having sense, possibly even existence, in the 
context of this whole, rather than vice versa. 

This paper develops further the over-operability 
principle researched in Sapaty, 1993, 1999, 2002, 
2005 and other works (the term “over-operability” 
coined in Sapaty, 2002), which can establish 
intelligent dominant layer over distributed resources 
and systems, and help solve urgent world problems 
in a parallel, distributed, and dynamic way. 

The rest of this paper compares the dominant 
atomistic approach in system design, 
implementation and management with holistic and 
gestalt principles, and describes a novel ideology 
and technology for integral solutions in distributed 
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worlds, which can avoid many traditional 
management routines in solving global problems, 
with its numerous practical applications  outlined 
and discussed. 

2 ATOMISM, HOLISM, 
GESTALT  

We used to exercise predominantly atomistic, parts-
to-whole philosophy of the system design, 
comprehension and implementation, which extends 
even to the organization of management facilities 
themselves -- as a collection of interacting parts, or 
agents. (This philosophy actually being the same as 
a century ago.) 

Originally a system or campaign idea and the 
functionality needed emerge in a very general form 
(in a single human mind or in a close collective of 
such minds). Then this general idea (shown 
symbolically in Fig. 1a) is partitioned into individual 
chunks, or “atoms”, each detailed and studied further 
(Fig. 1b). This logical partitioning already causes 
swelling of the problem complexity (as indicated in 
Fig. 1b). 
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Figure 1: System overhead under atomistic organization. 

The next step is materialization of the defined 
parts and their distribution in physical or virtual 
space. To make these parts work or behave together 
within the original idea of Fig. 1a, we may need a 
good deal of their communication and 
synchronization, also sophisticated control 
infrastructures, as depicted in Fig. 1c. This overhead 
may be considerable, outweighing and shadowing 
the original project definition. 

The main problem is that the initial idea (Fig. 1a) 
and even its second stage (Fig. 1b) are usually non 
formalized, remaining in the minds of creators only, 
and the real system description and implementation 

start from the already partitioned-interlinked stage, 
with its huge overhead (as Fig. 1c). 

This parts-to-whole approach also dominates in 
the controversial “society of mind” theory (Minsky, 
1988), which is trying to explain even human 
thinking from the atomistic positions. 

Holism (see, for example, Smuts, 2007) has quite 
an opposite vision of systems: 
• Holism as an idea or philosophical concept is 

diametrically opposed to atomism.  
• Where the atomist believes that any whole can be 

broken down or analyzed into its separate parts 
and the relationships between them, the holist 
maintains that the whole is primary and often 
greater than the sum of its parts.  

• The atomist divides things up in order to know 
them better; the holist looks at things or systems 
in aggregate. 

Gestalt theory (Koffka, 1913; Wertheimer, 1922) is 
based on the holistic principles too: 
• For the gestaltists, “Gestalten” are not the sums 

of aggregated contents erected subjectively upon 
primarily given pieces.  

• Instead, we are dealing with wholes and whole–
processes possessed of inner intrinsic laws.  

• Elements are determined as parts by the intrinsic 
conditions of their wholes and are to be 
understood as parts relative to such wholes.” 

Although gestalt psychology and theory was a 
general approach, most of the work on gestalt was 
done in the area of perception. In our research, we 
are trying to use the holistic and gestalt principles 
for the organization of distributed systems with 
highest possible integrity and performance (see 
Sapaty, 2009). 

3 WAVES, FIELDS, SCENARIOS 

We describe here a novel organizational philosophy 
and model, based on the idea of spreading 
interdependent parallel waves (as shown in Fig. 2), 
as an alternative to the dominant atomistic approach 
briefed above, also under the influence of mentioned 
holistic and gestalt ideas.  

Start
Wave1

Wave2
Wave3

Distributed Physical & Virtual Space
 

Figure 2: Grasping the entirety with spatial waves. 
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It allows us for an integral, parallel, and seamless 
navigation and coverage of virtual, physical or 
combined spaces where the solutions need to be 
found. Atomism emerges on the automatic 
implementation level only, which allows us to get 
high-level formal semantic definitions of systems 
and global operations in them, while omitting 
numerous organizational details (shown in Fig. 1c) 
and concentrating on global goals and overall 
performance instead. 

An automatic materialization of this approach is 
carried out by the network of universal intelligent 
modules (U), embedded into important system 
points, which collectively interpret integral mission 
scenarios expressed in the waves formalism, which 
can start from any U, subsequently covering the 
distributed system at runtime.  

Spatial Scenario

Emergent resources Universal control

U

UU

 
Figure 3: Self-spreading mission scenarios. 

The wavelike scenarios are usually very compact 
and can be created and modified on the fly. They can 
cooperate or compete with each other in the 
distributed networked space as overlapping fields of 
parallel solutions. 

Spreading waves can create knowledge 
infrastructures arbitrarily distributed between system 
components (robots, sensors, humans). These, 
subsequently or simultaneously navigated by same 
or other waves, can effectively support distributed 
databases, command and control, situation 
awareness, and autonomous decisions.  

This paradigm is much in line with the existing 
abundant evidence that certain aspects of cognition, 
morals, needs, object relations, motor skills, and 
language acquisition proceed in developmental 
stages. These stages appear to be fluid, flowing, 
overlapping waves (Wilber, 2009), where also:  

 

• Each stage has a holistic pattern that blends all 
of its elements into a structured whole;  

• These patterns unfold in a relational sequence, 
with each senior wave transcending but 
including its juniors.  

Our approach is also consistent with the ideas of 
self-actualization and person-centered approach 
(Rogers, 1978; Kriz, 2008), where the self is 
considered as an organized, consistent, conceptual 
gestalt exhibiting active forward thrust -- against 
tension reduction, equilibrium, or homeostasis (as in 
Freud, 2007, and others). In our case, instead of a 
single person we have the whole distributed system 
with high integrity and “active global thrust” 
behavior. 

4 THE SCENARIO LANGUAGE  

Distributed Scenario Language, or DSL (and its 
previous versions, WAVE including, as in Sapaty, 
1999, 2005) reflects the waves model proposed, and 
allows us to directly express semantics of problems 
to be solved in distributed worlds, also the needed 
global system behavior in a non-atomistic manner. 
DSL operates with: 
• Virtual World (VW), which is discrete and 

consists of nodes and links connecting these 
nodes.  

• Continuous Physical World (PW), any point in 
which may be accessed by physical coordinates 
(taking into account certain precision).  

• Virtual-Physical World (VPW), which is an 
extension of VW where nodes additionally 
associate with certain coordinates in PW.  

 

It also has the following key features: 
• A DSL scenario develops as a transition between 

sets of progress points (or props) in the form of 
parallel waves. 

• Starting from a prop, an action may result in one 
or more props (the resultant set of props may 
include the starting prop too).  

• Each prop has a resulting value (which can be 
multiple) and a resulting state (being one of the 
four: thru, done, fail, and abort). 

• Different actions may evolve independently or 
interdependently from the same prop, 
contributing to (and forming altogether) the 
resultant set of props.  

• Actions may also spatially succeed each other, 
with new ones applied in parallel from all the 
props reached by preceding actions. 

• Elementary operations can directly use local or 
remote values of props obtained from other 
actions (or even from the whole scenarios).  

• Elementary operations can result either in open 
values that can be directly used as operands by 
other operations in an expression, or by the next 
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operations in a sequence. They can also be 
directly assigned to local or remote variables 
(for the latter case, an access to these variables 
may invoke scenarios of any complexity). 

• Any prop can associate with a node in VW or a 
position in PW, or both -- when dealing with 
VPW.  

• Any number of props can be simultaneously 
linked with the same points of the worlds. 

• Staying with world points (virtual, physical, or 
combined) it is possible to directly access and 
update local data in them. 

• Moving in physical, virtual or combined worlds, 
with their possible modification or even creation 
from scratch, are as routine operations as, say, 
arithmetic or logical operations of traditional 
programming languages.  

• DSL can also be used as a usual universal 
programming language (like C, Java, or 
FORTRAN). 

 

DSL has a recursive syntax, which on top level is as 
follows: 
 

wave   phenomenon |  rule ( { wave , }) 
phenomenon     constant |  variable |  special 
constant    information | matter  | combined  
variable    heritable |  frontal |  
                             environmental | nodal 
rule    movement | creation |   
                            elimination | echoing |  fusion |  
                            verification |  assignment |  
                            advancing |  branching |   
                             transference | timing  | granting 
 

Elementary programming examples in DSL are 
shown in Fig. 4 for: a) assignment of a sum of 
values to a variable; b) parallel movement into two 
physical locations; c) creation of a node in a virtual 
space, and d) extension of the latter with a new link 
and node.  

a) assign(Result,add(27,33,55.6))

b) move(location(x5,y8),location(x1,y3))

d) sequence(hop(Peter), 
create(link(+fatherof),Alex))

c) create(node(Peter))

27
33
55.6

Result

x2,y3

x1,y2

Current 
location 

+

Peter

Peter Alex
fatherof

 
Figure 4: Elementary examples in DSL. 

Traditional abbreviations of operations and 
delimiters can also be used, as in many further 
examples throughout this text, to simplify and 
shorten DSL programs, remaining however within 
the general recursive syntactic structure shown 
above. 

5 COMPOSITION OF WAVES 

The language allows for an integral parallel 
navigation of distributed worlds in a controlled 
depth and breadth mode, with any combinations of 
the two. We will highlight here key possibilities of 
doing this by composition of DSL scenarios, or 
waves. 

5.1 Single Wave Features 

Single wave (let it be W1) development features are 
shown in Fig. 5. Starting from a prop, which may be 
associated with a point in the world, the related 
scenario evolves, grasps, and covers certain region 
in it, performing any operations needed in the 
distributed space. 

Starting 
prop

Resultant set of props 
& associated values

World coverage

Feedback control

Evolution

Resultant control 
state

W1

 
Figure 5:  Single wave features. 

The result of this spatial evolution may be multiple, 
and may lie in a (final) sub-region of the region 
covered, being represented by a set of resultant 
props (each linked to world points) and associated 
with them values. After termination of the wave, its 
resultant control state (which, in a parallel feedback 
process, merges termination states throughout the 
region covered) is available in the starting prop, and 
may be taken into account for decisions at higher 
levels. Also, if requested from higher levels, the 
values associated with the resultant props (which 
may be remote) can be lifted, spatially raked, and 
returned to the starting prop for a further processing.  

5.2 Advancing in Space 

The depth mode development of waves is shown in 
Fig. 6. For this type of composition, each subsequent 
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wave is applied in parallel from all props in space 
reached by the previous wave, with the resultant set 
of props (and associated values) on the whole group 
being the one of the last applied wave (i.e. W4 in the 
figure). 

G1
G2

G3
G4

Starting 
prop

Resultant set 
of props & 
associated 
valuesEvolutio

n

Feedback control World 
coverage

Intermediate 
sets of props

W1 W2
W3

W4

Resultant 
control 
state

advance(W1,W2,W3,W4)  
Figure 6: Depth mode composition of waves. 

This spatial advancement of waves returns the 
resultant control state which is available at the 
starting prop, and the values of the resultant set of 
props can also be echoed to the starting prop if 
requested. Examples of other advancing rules:   
• advance synchronized – the one where any 

new wave is applied only after all invocations of the 
previous wave have been terminated; 

• repeat – where the same wave is applied 
repeatedly from all props reached by its previous 
invocation; 

• repeat synchronized – where in the repeated 
invocation of a wave each new invocation starts only 
after full completion of the previous one. 

5.3 Branching in Space 

The branching breadth mode composition of waves 
is shown in Fig. 7, where all waves in the group are 
evolving from the same starting prop, and each wave, 
with its own resultant set of props and associated 
values, contributes to the final result. 

Starting 
prop

Resultant set 
of props & 
associated 
values

Evolutio
n

Feedback control World 
coverage

W1

W2

W3
Resultant 
control 
state

sequence(W1,W2,W3)  
Figure 7: Breadth mode composition of waves. 

The merge of results from different waves depends 
on the branching rule used, with their repertoire 
(besides the sequence in Fig. 7) including: 
 if, while, parallel, or, parallel or,   
 and, parallel and,  cycle, loop, and  
 sling.  
(More details on these and other rules can be found, 
say, from Sapaty, 1999, 2005.) 

5.4 Combined Branching-Advancing  

Any combination of advancing and branching modes 
in a distributed space can be expressed and 
implemented in DSL (as shown in Fig. 8).  

Starting 
prop

Resultant set 
of props & 
associated 
values

Evolution

Feedback control World 
coverage

W1

W2

W3

W4

Intermediate sets 
of props

Resultant 
control state

advance(sequence(W1,W2,W3),W4)  
Figure 8: Breadth–depth composition mode. 

These combinations, when embraced by the existing 
variety of composition rules, can provide any 
imaginable and even so far unimaginable spatial 
algorithms that can solve distributed problems in 
highly integral and compact ways, without explicit 
descending to the traditional atomistic level shifted 
to the automatic implementation only.  

5.5 Operations on Remote Values 

Due to fully recursive organization of DSL, it is 
possible to program in it arbitrary complex 
expressions directly operating not only on local but 
also arbitrarily remote values, where any programs 
(scenarios) can happen to be operands of any 
operations (expressed by rules). This gives an 
enormous expressive power and compactness to 
complex spatial scenarios evolving in distributed 
environments. An example of such compact 
expression of spatial operations on remote values 
and variables is shown in Fig. 9. 
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Resultant value 
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assign(W4,add(W1,W2,W3))
 

Figure 9: Direct operations on remote values. 

6 DISTRIBUTED INTERPRETER 

DSL interpreter, as from the previous language 
version called WAVE (Sapaty, 1993, 1999, 2005), 
has been prototyped in different countries on various 
platforms. Its public domain version (financed in the 
past by Siemens/Nixdorf) is being used for 
applications like intelligent network management or 
simulation of distributed dynamic systems. The DSL 
interpreter basics include: 
 

• It consists of a number of specialized modules 
working in parallel and handling and sharing 
specific data structures, which are supporting 
persistent virtual worlds and temporary 
hierarchical control mechanisms.  

• The whole network of the interpreters can be 
mobile and open, changing at runtime the 
number of nodes and communication structure 
between them.  

• The heart of the distributed interpreter is its 
spatial track system enabling hierarchical 
command and control and remote data and code 
access, with high integrity of emerging parallel 
and distributed solutions. 

The DSL interpreter structure is shown in Fig. 10. 

Frontal 
Variables

Parser
Incoming 
Queue

Outgoing 
Queue

Track 
Forest

Wave 
Queue

Suspended 
Waves

Nodal 
Variables

Knowledge 
Network 

Control 
Processor 

Environmental 
Variables

Wave
Identities

Communication 
Processor

Operation 
Processors

Processors

Data structures  
Figure 10: Structure of DSL interpreter. 

It can be easily implemented in both software and 
hardware on any platforms, where the intelligent 
“wave chip” can be implanted into a great variety of 
devices, making them working together as an 
integral unit under the spatial DSL scenarios. 

7 PROGRAMMING EXAMPLES 

We will show here examples of solution in DSL of 
some important problems on networks and graphs in 
a fully distributed way, where each node may reside 
in a separate computer. 

7.1 Shortest Paths 

The solution for finding a path between two nodes 
by navigating the network with parallel waves is 
sown in Fig. 11, and the scenario that follows.  
 

sequence( 
 (direct # a; Ndist = 0; repeat( 
  any #; Fdist += LINK;  
  Ndist == nil, Ndist > Fdist;  
  Ndist = Fdist; Npred = BACK)) 
 (direct # e; repeat( 
  Fpath &= CONT; any # Npred); 
  USER = Fpath)) 
 

Shortest path to be found

Wave1

Wave2

Wave3

Start

a f

e

d

c

b

1

1 4

3

2

1

2
24

 
Figure 11: Finding shortest path with waves. 

Many problems of optimization and control may be 
expressed as finding shortest paths in a distributed 
solution space. 

7.2 Spatial Topology Analysis 

DSL allows us to directly analyze and process 
distributed topologies in a parallel and extremely 
concise way. 
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7.2.1 Articulation Points 

To find the weakest nodes in a network (called 
articulation points) which, when removed, split it 
into disjoint parts, as in Fig. 12 for node d, we need 
only the program that follows. 

a f

e

d

c

b
p

r t

s

q

v

u

w

Articulation 
point

 
Figure 12: Articulation points. 

direct # all; ID = CONT; Nm = 1; 
and((random(all #);  
 repeat(Nm ==; Nm = 1; all #)), 
 (all #; Nm ==), USER = CONT) 
 

Result:  d. 

7.2.2 Cliques 

Cliques (or fully connected sub-graphs of a graph, as 
in Fig. 13), on the opposite, may be considered as 
strongest parts of a system. They can be found in 
parallel by the program that follows. 

a f

e

d

c

b
p

r t
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q
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w

Clique1

Clique2
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p

u

 
Figure 13: Cliques. 

direct # all; Fclique = CONT; 
repeat(all #; CONT !~ Fclique;  
 and(andpar(any # Fclique; done !), 
  or((BACK > CONT; done !), 
   Fclique &= CONT))); USER = Fclique 
 

Result:   (a,b,c,d), (c,d,e), (d,e,f) 

7.2.3 All Triangles 

Any topological patterns can be found in any 

distributed network. For example, finding all 
triangles in a graph in Fig. 13 needs a simple code:  
 

direct # all; Ftr = CONT;  
2(all#; BACK > CONT; Ftr &= CONT);  
 any # Ftr : 1; USER = Ftr 

 

Result:  (a,b,c), (b,c,d), (c,d,e), (d,e,f), (a,b,d), (a,c,d) 

7.2.4 Network Creation 

Any network can be created in a distributed space, 
and in parallel mode, by a very simple code too, as 
follows, as for the network in Fig. 13.   

create(direct#a; p#b; q#d; u##a,(v#f; 
w#e; u##d,(p#c; s##a, r##b, t##d))) 

 

Arbitrary infrastructures can be created at runtime, 
on the fly, which can become active by putting 
certain procedures into their nodes and links. Any 
other existing models (incl. Petri nets, neural nets, 
contract nets, etc.) can also be implemented in a 
fully distributed and parallel way in DSL. Many 
related examples can be found in Sapaty, 1999. 

8 COLLECTIVE ROBOTICS 

Installing DSL interpreter into mobile robots 
(ground, aerial, or underwater) may allow us to 
organize any group solutions of complex problems 
in distributed physical spaces in a concise and 
effective way, shifting traditional management 
routines to automatic level. It is possible to express 
tasks and behaviors on different levels, as follows. 

8.1 Task Level 

Heterogeneous groups of mobile robots (as in Fig. 
14) can be tasked at a highest possible level, just 
telling what they should do together, without 
detailing how, and what are the duties of every unit. 
An example task may be formulated as follows. 

 
Figure 14: Grouping ground vehicles. 
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Go to physical locations of the disaster zone with 
coordinates (50.433, 30.633), (50.417, 30.490), and 
(50.467, 30.517). Evaluate damage in each location, 
find and transmit the maximum destruction value, 
together with exact coordinates of the corresponding 
location, to a management center.  

The DSL program will be as follows: 
 

transmit(maximum( 
  move((50.433, 30.633), 
       (50.417, 30.490), 
       (50.467, 30.517)); 
evaluate(destruction)& WHERE)) 
 

Details of automatic implementation of this scenario 
by different numbers of mobile robots are discussed 
in (Sapaty, 2009c). 

8.2 Behavioral Level 

After embedding DSL interpreters into robotic 
vehicles (like the aerial ones in Fig. 15), we can also 
provide any needed detailed collective behavior of 
them (at a lower than top task level, as before)—
from loose swarms to a strictly controlled integral 
unit obeying external orders. Any mixture of 
different behaviors within the same scenario can be 
easily programmed too.  

The following DSL scenario combines loose, 
random swarm movement in a distributed space with 
periodic finding/updating topologically central unit, 
and setting runtime hierarchical infrastructure 
between the units. The latter controls observation of 
distributed territory, collecting potential targets, 
distributing them between the vehicles, and then 
impacting potential targets by them individually. 
More on the implementation of this scenario can be 
found in Sapaty, 2008. 

U

U

U

U

U

 
Figure 15: Grouping aerial vehicles. 

(hop(allnodes); Range = 500; 
 Limits = (dx(0,8), dy(-2,5));  
 repeat(Shift = random(Limits);  
  if(empty(hop(Shift, Range),   

     move(Shift)))), 
(repeat(hop( 
  Faver =average(hop(allnodes);WHERE); 
  min(hop(allnodes);  
  distance(Aver, WHERE)& ADDRESS):2)); 
  stay(hop(nodes,all);rem(links,all); 
  Frange = 20; repeat( 
   linkup(+infra, firstcome, Frange)); 
  orpar( 
   loop(nonempty(Fseen =  
    repeat(free(detect(targets)),  
    hoplinks(+ infra)); 
    repeat(  
     free(select_move_shoot(Fseen),  
     hoplinks(+ infra))), 
   sleep(360))) 

9 OTHER APPLICATIONS 

9.1 Distributed Avionics 

Distributed communicating DSL Interpreters, 
embedded into aircraft’s key mechanisms (as in Fig. 
16), can provide highest possible integrity of the 
aircraft that may continue to function as a whole 
even under physical disintegration -- which may 
help find critical runtime solutions saving lives and 
equipment (see also Sapaty, 2008a).  

U

U

U

U

UU

U

U

U

U U

Starting from any 
node, controlling, 
recovering and 
reassembling the 
whole aircraft

Communicating 
DSL interpreters

 
 

Figure 16: Distributed control infrastructure. 

Collecting availability of aircraft’s basic 
mechanisms, and establishing overall aircraft control 
from any available DSL interpreter, may be 
organized as follows: 
 

Available =   
 repeat(free(belong(CONT, 
  (left_aileron, right_aileron,  
   left_elevator,right_elevator,   
   rudder, left_engine,right_engine,    
   left_chassis, right_chassis, …));  
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   CONT), hop(firstcome, neighbors)); 
if(sufficient(Available), 
   control(Available), set(alarm)) 

9.2 Objects Tracking  

In a large distributed space, each embedded (or 
moving) sensor can handle only a limited part of 
space, so to keep the whole observation continuous, 
the mobile object seen should be handed over 
between neighboring sensors during its movement, 
along with the data accumulated on it (see also 
Sapaty, 1999, 2007, 2008).  
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Figure 17: Tracking mobile objects. 

The following program, starting in all sensors, 
catches the object it sees and follows it wherever it 
goes, if not observable from this point any more.  
 
hop(allnodes); Fthr = 0.1;  
Fobj = search(aerial); 
visibility(Fobj) > Fthr; repeat( 
 loop(visibility(Fobj) > Fthr); 
 maxdest(hop(neighbors); (Seen =   
 visibility(Fobj)) > Fthr; Seen)) 

9.3 Emergency Management 

Embedded communicating DSL Interpreters can 
convert any post-disaster wreckage into a universal 
spatial machine capable of self-analysis and self-
recovery under integral management scenarios (as in 
Sapaty, Sugisaka, Finkelstein, Delgado-Frias, 
Mirenkov, 2006; Sapaty, 2006). For example, all 
casualties counting program may be as follows (with 
its distributed operation shown in Fig. 18): 
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Figure 18: Counting all casualties. 

Farea = disaster area definition; 
output(sum(hop(Farea); 
 repeat(free(count(casualties)), 
 hop(alllinks, firstcome, Farea)))) 
 

Counting casualties in each region separately and 
organizing proportional relief delivery to each of 
them, may be expressed as follows: 
 

Frea = disaster area definition; 
split(collect(hop(Farea)); 
 repeat(done(count(casualties)&WHERE), 
   hop(anylinks, firstcome, Farea)))); 
Fsupply = replicate(“package”, VAL:1); 
move(VAL:2); distribute(Fsupply) 

9.4 Directed Energy Systems 

Directed energy systems and weapons are of rapidly 
growing importance in many areas, and especially in 
critical infrastructure protection, also on advanced 
battlefields (as shown in fig. 19). With the hardware 
equipment operating with the speed of light, 
traditional manned C2 is becoming a bottleneck for 
these advanced technical capabilities. With the 
technology offered, we may organize any runtime 
C2 infrastructures operating automatically, with the 
“speed of light” too, fitting the hardware capabilities 
and excluding men from the loop in time critical 
situations. 

 
Figure 19: DEW in an advanced battlespace. 
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The following is an example of setting an automatic 
runtime C2 in a system with direct energy (DE) 
source, relay mirror (RM), and a target discovered, 
with an operational snapshot shown in Fig. 20. 
 
sequence( 
  parallel( 
    (hop(DE); adjust(RM)), 
    (hop(RM); adjust(DE, Target))), 
  (hop(DE); activate(DE))) 

Target

Relay 
MirrorDirected Energy 

Source

adjust(RM) adjust(DE,Target)

sequence
parallel

Command 
Center Control

sequence(
parallel(
(hop(DE); adjust(RM)),
(hop(RM); adjust(DE,   
Target))),

(hop(DE); activate(DE)))

U

U

U

 
Figure 20: DE-RM-target operational snapshot. 

There also exist advanced projects of global 
dominance with transference of directed energy, like 
the Boeing’s Advanced Relay Mirror System 
(ARMS) concept. It plans to entail a constellation of 
as many as two dozen orbiting mirrors that would 
allow 24/7 coverage of every corner of the globe. 
When activated, this would enable a directed energy 
response to critical trouble spots anywhere.   

We can use the distributed shortest path solution 
shown in section 7.1 for providing a runtime path in 
a worldwide distributed dynamic set of relay mirrors 
(as some of which may happen to be out of order) -- 
between the DE source and destination needed. This 
will enable optimal directed energy transfer, as 
shown in Fig. 21 (see also Sapaty, Morozov, Sugisaka, 
2007). 
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Figure 21: DE delivery via network of relay mirrors. 

9.5 Electronic Warfare 

Often the picture in Fig. 22 is shown as a typical 
example of electronic warfare. But this may rather 
be the last chance to survive from a missile attack. 
Involvement of many diverse and interlinked 
systems, especially for preventing and anticipating 
the attacks, which may be multiple and simultaneous, 
should be of paramount importance. All existing and 
being developed electronic support, attack, and 
protection measures have very limited scope and 
effect if used alone. But taken together they may 
provide a capability for fulfilling the objectives 
required. And the technology offered can readily 
organize this (as in Sapaty, 2007a, 2009a). 

 
Figure 22: A Lockheed plane releasing decoy flares. 

Instead of physical flares thrown from a plane in the 
final moments, we may throw, throughout the region 
in danger, which may be worldwide, the “DSL 
scenario flares” that can dynamically unite any 
available DE facilities and systems in an 
overwhelming electronic response to any threats. 

9.6 Robotized Armies 

Distributed robotized systems are of rapidly growing 
importance in defense (Singer, 2009, 2009a), where 
robotic swarming on asymmetric battlefields is 
becoming a major dimension of the new military 
doctrine for 21st century. But, as admitted by Singer, 
2009, swarming, along with its simple rules of 
individual behavior and fully distributed nature, 
agility, and ubiquity, may also result in 
unpredictability of behavior for both sides of the 
conflict.  

The approach briefed in this paper, also 
investigated in previous publications on this 
paradigm, is very much in line with these modern 
trends. Moreover, we are offering a unified solution 
that can harness loosely coupled swarms, always 
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guaranteeing their global-goal-driven behavior, 
where the watershed between loose swarming and 
strict hierarchical control may be situation 
dependent and changing over time (as programmed  
in Section 8.2). 

These new doctrine trends will inevitably 
influence the role and sense of communications on 
battlefields, as with the planned drastic reduction of 
centralized C2 much more emphasis will be paid to 
intelligent tactical communications, where the 
scenario mobility in networked systems, offered by 
the approach proposed, may constitute an effective 
solution, with the key points (as in Sapaty, 2009b): 
• Dramatic shift of global organization to 

intelligent tactical communications; 
• Self-spreading and self-recovering mission 

scenarios and emergent command and control; 
• Embedding intelligent protocol module into 

existing communication equipment; 
• Situation-dependent watershed between global 

control and local communications. 
 

In relation to the said above, different (including 
new) types of commands and control strategies for 
distributed robotized systems were investigated in 
DSL (Sapaty, Morozov, Sugisaka, Finkelstein, 
Lambert, 2008). 

10 THE FIRST COMPUTERS 

The approach offered may be compared with the 
invention of the first world computers (Rojas, 1997) 
and first high-level programming languages (Zuse, 
1948/49). In our case, this computer may not only 
operate with data stored in a localized memory, but 
can cover, grasp, and manage any distributed system, 
the whole world including, and can work not only 
with information but with physical matter or objects 
too.  

If compared with the Turing computational 
model, instead of the head moving through tape in 
performing calculations, we have a recursive 
formula that unwraps, replicates, covers and matches 
the distributed world in parallel, scanning it forth 
and back, bringing operations and data directly to 
the points of their consumption, automatically 
setting distributed command and control 
infrastructures, and organizing local and global 
behaviors needed. 

The term "computer" first referred to the people 
who did scientific calculations by hand (Grier, 2005). 
In the end, they were rewarded by a new electronic 
machine that took the place and the name of those 

who were, once, the computers.  
We can draw the following symbolic parallel 

with this. Despite the overwhelming automation of 
human activity (in both information and matter 
processing) the world as a whole may still be 
considered as remaining a human machine, as main 
decisions and global management still remain the 
human prerogative.  

With the approach offered, we can effectively 
automate this top-level human supervision, actually 
converting the whole world into a universal 
programmable machine spatially executing global 
scenarios in DSL or a similar language. Despite 
certain science fiction flavor of this comparison, we 
can find numerous applications for such a global 
approach, some mentioned above, where top level 
decision automation could withstand unwanted 
events and save lives, and where timely human 
reaction may not be possible, even in principle.   

11 CONCLUSIONS 

We have developed and tested a novel system 
approach, which can describe what the system 
should do and how to behave on a higher level, 
while delegating traditional management details 
(like partitioning into components, their distribution, 
interaction and synchronization) to the effective 
automatic layer.  

A DSL scenario is not a usual program -- it is 
rather a recursive active spatial pattern dynamically 
matching structures of distributed worlds. It has a 
hierarchical organization, which is grasping, by 
means of spreading parallel waves, the whole of the 
system to be comprehended and impacted. 

The DSL scenarios can also create, in a parallel 
and fully distributed way, active distributed worlds, 
which become persistent and operate independently. 
They may spatially intervene into operation of these 
and other worlds and systems, changing their 
structures and behaviors in the way required, also 
self-recover from indiscriminate failures and 
damages, as well as repair and recover the systems 
managed. 

Prospective applications of this work can also be 
linked with economy, ecology and weather 
prediction—by using the whole networked world as 
a spatial supercomputer, self-optimizing its 
performance. Also, for terrorism and piracy fight, 
where the powerful parallel ability of analyzing 
distributed systems and finding strong and weak 
patterns in them, as well as any structures (as shown 
in Section 7.2) may be the key to global solutions. 
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Crises may spark anywhere and anytime like, say, 
birds or swine flu or the current global economic 
disaster. We must be ready to react on them quickly 
and asymmetrically, withstanding and eradicating 
them -- in a “pandemic” way too, highly organized 
and intelligent, however. 

 

 We already have technical capabilities for this, as 
for example, the number of mobile phone owners in 
the world is approaching 3bn, and installing DSL 
interpreter in at least a fraction of them, can allow us 
to organize collective runtime (and ahead of it) 
response to any world events. 
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Abstract: In this paper we investigate the suitability of stereo vision for robot manipulation tasks, which require high-
fidelity real-time 3D information in the presence of motion.We compare spatial regularization methods for
stereo and spacetime stereo, the latter relying on integration of information over time as well as space. In both
cases we augment the scene with textured projection, to alleviate the well-known problem of noise in low-
textured areas. We also propose a new spatial regularization method,local smoothing, that is more efficient
than current methods, and produces almost equivalent results. We show that in scenes with moving objects
spatial regularization methods are more accurate than spacetime stereo, while remaining computationally sim-
pler. Finally, we propose an extension of regularization-based algorithms to the temporal domain, so to further
improve the performance of regularization methods within dynamic scenes.

1 INTRODUCTION

As part of the Personal Robot project at Willow
Garage, we are interested in building a mobile robot
with manipulators for ordinary household tasks such
as setting or clearing a table. An important sensing
technology for object recognition and manipulation is
short-range (30cm – 200cm) 3D perception. Criteria
for this device include:

• Good spatial and depth resolution (1/10 degree, 1
mm).

• High speed (>10 Hz).

• Ability to deal with moving objects.

• Robust to ambient lighting conditions.

• Small size, cost, and power.

Current technologies fail on at least one of these cri-
teria. Flash ladars (Anderson et al., 2005) lack depth
and, in some cases, spatial resolution, and have non-
gaussian error characteristics that are difficult to deal
with. Line stripe systems (Curless and Levoy, 1995)
have the requisite resolution but cannot achieve 10
Hz operation, nor deal with moving objects. Struc-
tured light systems (Salvi et al., 2004) are achieving
reasonable frame rates and can sometimes incorporate
motion, but still rely on expensive and high-powered
projection systems, while being sensitive to ambient

illumination and object reflectance. Standard block-
matching stereo, in which small areas are matched be-
tween left and right images (Konolige, 1997), fails on
objects with low visual texture.

An interesting and early technology is the use
of stereo withunstructured light (Nishihara, 1984).
Unlike structured light systems with single cameras,
stereo does not depend on the relative geometry of
the light pattern – the pattern just lends texture to the
scene. Hence the pattern and projector can be simpli-
fied, and standard stereo calibration techniques can be
used to obtain accurate 3D measurements.

Even with projected texture, block-matching
stereo still forces a tradeoff between the size of the
match block (larger sizes have lower noise) and the
precision of the stereo around depth changes (larger
sizes “smear” depth boundaries). One possibility is
to use smaller matching blocks, but reduce noise by
using many frames with different projection patterns,
thereby adding information at each pixel. This tech-
nique is known asSpacetime Stereo (STS) (Davis
et al., 2005),(Zhang et al., 2003). It produces out-
standing results on static scenes and under controlled
illumination conditions, but moving objects create ob-
vious difficulties (see Figure 1, bottom-left). While
there have been a few attempts to deal with mo-
tion within a STS framework (Zhang et al., 2003),
(Williams et al., 2005), the results are either compu-
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Figure 1: The top figure shows the disparity surface for
a static scene; disparities were computed by integrating
over 30 frames with varying projected texture using block-
matching (3x3x30 block). The bottom-left figure is the
same scene with motion of the center objects, integrated
over 3 frames (5x5x3 block). The bottom-right figure is
our local smoothing method for a single frame (5x5 block).

tationally expensive or perform poorly, especially for
fast motions and depth boundaries.

In this paper, we apply regularization methods to
attack the problem of motion in spacetime stereo.
One contribution we propose is to enforce not only
spatial, but also temporal smoothness constraints that
benefit from the texture-augmented appearance of the
scene. Furthermore, we propose a new regularization
method, local smoothing, that yields an interesting
efficiency-accuracy trade-off. Finally, this paper also
aims at comparing STS with regularization methods,
since a careful reading of the spacetime stereo liter-
ature (Davis et al., 2005; Zhang et al., 2003) shows
that this has not been addressed before. Experimen-
tally we found that, using a projected texture, regu-
larization methods applied on single frames perform
better than STS on dynamic scenes (see Figure 1) and
produces interesting results also on static scenes.

In the next section we review several standard reg-
ularization methods, and introduce our novel method,
local smoothness, which is more efficient and almost
as effective. We then show how regularization can be
applied across time as well as space, to help alleviate
the problem of object motion in STS. In the experi-
mental section, the considered methods are compared
on static scenes and in the presence of moving objects.

2 SMOOTHNESS CONSTRAINTS
IN STEREO MATCHING

Stereo matching is difficult in areas with low tex-
ture and at depth boundaries. Regularization meth-
ods add a smoothness constraint to model the reg-
ularity of surfaces in the real world. The general
idea is to penalize those candidates lying at a differ-

ent depth from their neighbors. A standard method
is to construct a disparity map giving the probability
of each disparity at each pixel, and compute a global
energy function for the disparity map as a multi-class
Pairwise Markov Random Field. The energy is then
minimized using approximate methods such as Belief
Propagation (BP) (Klaus et al., 2006), (Yang, 2006)
or Graph Cuts (GC) (Kolmogorov and Zabih, 2001).
Even though efficient BP-based algorithms have been
proposed (Yang et al., 2006), (Felzenszwalb and Hut-
tenlocher, 2004), overall the computational load re-
quired by global approaches does not allow real-time
implementation on standard PCs.

Rather than solving the full optimization prob-
lem over the disparity map, scanline methods en-
force smoothness along a line of pixels. Initial ap-
proaches based on Dynamic Programming (DP) and
Scanline Optimization (SO) (Scharstein and Szeliski,
2002) use only horizontal scanlines, but suffer from
streaking effects. More sophisticated approaches
apply SO over multiple, variably-oriented scanlines
(Hirschmuller, 2005) or use multiple horizontal and
vertical passes (Kim et al., 2005), (M. Bleyer, 2008),
(Gong and Yang, 2005). These methods tend to be
faster than global regularization, though the use of
several DP or SO passes tends to increase the com-
putational load of the algorithms.

Another limit to the applicability of these ap-
proaches within a mobile robotic platform is their
fairly high memory requirements. This section we re-
view scanline methods and proposes a new method
calledlocal smoothness.

2.1 Global Scanline Methods

Let IL, IR be a rectified stereo image pair sizedM ·N
andW (p) a vector of points belonging to a squared
window centered onp. Thestandard block-matching
stereo algorithm computes a local costC(p,d) for
each pointp ∈ IL and each possible correspondence
at disparityd ∈ D on IR:

C(p,d) = ∑
q∈W(p)

e(IL(q), IR(δ(q,d))). (1)

whereδ(q,d) is the function that offsetsq in IR ac-
cording to the disparityd, ande is a (dis)similarity
function. A typical dissimilarity function is theL1
distance:

e(IL(q), IR(δ(q,d))) = |IL(q)− IR (δ(q,d))| . (2)

In this case, the best disparity for pointp is selected
as:

d∗ = argmin
d
{C(p,d)}. (3)
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In the usual SO or DP-based framework, the global
energy functional being minimized along a scanlineS
is:

E (d(·)) = ∑
p∈S

C (p,d(p))+ ∑
p∈S

∑
q∈N (p)

ρ(d(p),d(q))

(4)
whered(·) denotes now a function that picks out a
disparity for its pixel argument, andq ∈ N (p) are the
neighbors ofp according to a pre-defined criterion.
Thus to minimize (4) one has to minimize two differ-
ent terms, the first acting as a local evidence and the
other enforcing smooth disparity variations along the
scanline, resulting in a non-convex optimization prob-
lem. The smoothness termρ is usually derived from
the Potts model (Potts, 1995):

ρ(d(p),d(q)) =

{

0 d(p) = d(q)
π d(p) 6= d(q)

(5)

π being a penalty term inversely proportional to the
temperature of the system. Usually for stereo a Mod-
ified Potts model is deployed, which is able to han-
dle slanted surfaces by means of an additional penalty
termπs << π:

ρ(d(p),d(q)) =







0 d(p) = d(q)
πs |d(p)−d(q)|= 1
π elsewhere

(6)

Thanks to (6), smooth variations of the disparity
surface are permitted at the cost of the small penalty
πs. Usually in SO and DP-based approaches the set
of neighbours for a pointp includes only the previ-
ous point along the scanline,p−1. From an algorith-
mic perspective, an aggregated costA(p,d) has to be
computed for eachp ∈ S, d ∈ D:

A(p,d) = C(p,d)+min
d′

{A(p−1,d
′)+ ρ(d,d′)} (7)

Because of the nature of (7) the full cost for each
disparity value at the previous pointp−1 must be
stored in memory. If a single scanline is used, this
typically requiresO(M · D) memory, while if mul-
tiple passes along non-collinear scanlines are con-
cerned, this usually requiresO(M · N · D) memory
(Hirschmuller, 2005).

2.2 Local Smoothness

Keeping the full correlation surface overM ·N ·D is
expensive; we seek a more local algorithm that ag-
gregates costs incrementally. In a recent paper (Zhao
and Katupitiya, 2006), a penalty term is added in a lo-
cal fashion to improve post-processing of the dispar-
ity image based on left-right consistency check. Here,
we apply a similar penalty during the construction of

the disparity map and generalize its use for multiple
scanlines. Given a scanlineS, we can modify (7) as
follows:

ALS(p,d) = C(p,d)+ ρ(d, d̃) (8)

where
d̃ = argmin

d
{C(p−1,d)} (9)

is the best disparity computed for the previous point
along the scanline. Hence, each local cost is penalized
if the previously computed correspondence along the
scanline corresponds to a different disparity value. In
this approach, there is no need to keep track of an ag-
gregated cost array, since the aggregated cost for the
current point only depends on the previously com-
puted disparity. In practice the computation of (8)
for the current disparity surface might be performed
simply by subtractingπ fromC(p, d̃) andπ−πs from
C(p, d̃ −1), C(p, d̃ +1).

Enforcing smoothness in just one direction helps
handle low-textured surfaces, but tends to be inaccu-
rate along depth borders, especially in the presence of
negative disparity jumps. Using two scans, e.g. hori-
zontally from left to right and from right to left, helps
to reduce this effect, but suffers from the well-known
streaking effect (Scharstein and Szeliski, 2002). In or-
der to enforce inter-scanline consistency, we run local
smoothness over 4 scans, 2 vertical and 2 horizontal
(see Figure 8). In this case, which we will refer to as
Spatial Local Smoothness (LSs), the aggregated cost
(8) is modified as follows:

ALSs(d) = C(p,d)+ ∑
q∈N (p)

ρ(d,d(q)) . (10)

HereN refers to the 4 disparities previously com-
puted onp. The computation ofd∗ benefits from
propagated smoothness constraints from 4 different
directions, which reduces noise in low-textured sur-
faces, and also reduces streaking and smearing effects
typical of scanline-based methods.

It is worth pointing out that theLSs approach can
be implemented very efficiently by means of a two-
stage algorithm. In particular, during the first stage
of the algorithm, the forward-horizontal and forward-
vertical passes are computed, and the result

is stored into twoM ·N arrays. Then, during the
second pass, the backward-horizontal and backward-
vertical passes are processed, and within the same
step the final aggregated cost (10) is also computed.

Then the best disparity is determined as in (9).
Overall,

computational cost is between 3 and 4 times that
of the standard local stereo algorithm. Memory re-
quirements are also small –O(2×M×N).
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a) b)

c) d)

Figure 2: Qualitative comparison of different algorithms
based on the smoothness constraint: a)standard b)SO-based
c)local smoothness (2 horizontal scanlines) d)local smooth-
ness (4 scanlines).

Figure 3: Dataset used for experiments: from left to right,
Face, Cubes, Cones sequences.

2.3 Experimental Evaluation

In this section we briefly present some experimen-
tal results showing the capabilities of the previously
introduced regularization methods on stereo data by
comparing them to a standard block-correlation stereo
algorithm. In particular, in addition to theLSs algo-
rithm, we consider a particularly efficient approach
based only on one forward and one backward hori-
zontal SO pass (M. Bleyer, 2008). This algorithm ac-
counts for low memory requirements and fast perfor-
mance, though it tends to suffer the streaking effect.
We will refer to this algorithm asSOs.

Fig. 2 shows some qualitative results on the
Tsukuba dataset (Scharstein and Szeliski, 2002). The
standard local algorithm is in (a),SOs (b) and theLSs
algorithm in (d). Also, the figure shows the disparity
map obtained by the use of the Local Smoothness cri-
terion over only 2 horizontal scanlines in (c). It can
be noticed that, compared to the standard approach,
regularization methods allow for improved accuracy
along depth borders. Furthermore, while methods
based only on horizontal scanlines (b, c) present typ-
ical horizontal streaking effects, these are less notice-
able in theLSs algorithm (d). In our implementation,
using standard incremental techniques but no SIMD
or multi-thread optimization, time requirements on a
standard PC for the standard,SOs andLSs algorithms

are 18, 62 and 65 ms, respectively.
In addition, we show some results concerning im-

ages where a pattern is projected on the scene. As for
the pattern, we use a randomly-generated grayscale
chessboard, which is projected using a standard video
projector. Fig. 3 shows 3 frames taken from 3 stereo
sequences used here and in Section 3.4 for our ex-
periments. SequenceFace is a static sequence, while
Cubes andCones are dynamic scenes where the ob-
jects present in the scene rapidly shift towards one
side of the table. All frames of all sequences are
640×480 in resolution.

Figure 4 shows experimental results for the stan-
dard algorithm as well asSOs andLSs over different
window sizes. Similarly to what done in (Davis et al.,
2005), ground truth for this data is the disparity map
obtained by the spacetime stereo technique (see next
Section) over all frames of the sequence using a 5×5
window patch. A point in the disparity map is con-
sidered erroneous if the absolute difference between
it and the groundtruth is higher than one.

Figure 4: Quantitative comparison between different spatial
approaches: standard algorithm,SOs, LSs.

From the figure it is clear that, even on this real
dataset, regularization methods allow for improved
results compared to standard methods since the curve
concerning the standard algorithm is always above the
other two. It is worth pointing out that bothSOs and
LSs achieve their minimum with a smaller spatial win-
dow compared to the standard algorithm, allowing for
reduced smearing effect along depth borders. Con-
versely, the use of regularization methods with big
windows increase the error rate which tends to con-
verge to the one yielded by the standard method. It is

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

8



Figure 5: Point cloud showing the 3D profile of the face in
Fig. 3 (left), computed using a single frame andLSs algo-
rithm.

also worth pointing out that overall the best result is
yielded by the proposedLSs algorithm. Finally, Fig-
ure 5 shows the 3D point cloud of the face profile
obtained by using theLSs algorithm over one frame
on theFace dataset. From the Figure it can be noted
that despite being fast and memory-efficient, this al-
gorithm is able to obtain good accuracy in the recon-
structed point cloud.

3 SPACETIME STEREO

Block-correlation stereo uses a spatial window to
smooth out noise in stereo matching. A natural ex-
tension is to extend the window over time, that is, to
use a spatio-temporal window to aggregate informa-
tion at a pixel (Zhang et al., 2003), (Davis et al., 2005)
(Figure 6). The intensity at positionI(p,t) is now de-
pendent on time, and the block-matching sum over a
set of framesF and a spatial windowW can be written
as

C(p,d) = ∑
t∈F

∑
q∈W (p)

e(IL(q,t), IR(δ(q),t)). (11)

Minimizing C overd yields an estimated disparity at
the pixel p. Note that we obtain added information
only if the scene illumination changes withinF .

As pointed out in (Zhang et al., 2003), block
matching in Equation (11) assumes that the dispar-
ity d is constant over both the local neighborhoodW
and the framesF . Assuming for the moment that the
scene is static, by using a large temporal windowF

Figure 6: Spacetime window for block matching. Spatial
patches centered onp are matched against corresponding
patches centered ond(p), and the results summed over all
frames.

we can reduce the size of the windowW while still re-
ducing matching noise. This strategy has the further
salutary effect of minimizing the smearing of object
boundaries. Figure 1 (top) shows a typical result for
spacetime block matching of a static scene with small
spatial windows.

3.1 Moving Objects

In a scene with moving objects, the assumption of
constantd over F is violated. A simple scheme to
deal with motion is to trade off between spatial and
temporal window size (Davis et al., 2005). In this
method, a temporal window of the lastk frames is
kept, and when a new frame is added, the oldest frame
is popped off the window, andC(p,d) is calculated
over the lastk frames. We will refer to this approach
as sliding windows (STS-SW). The problem is that
any large image motion between frames will com-
pletely erase the effects of temporal integration, es-
pecially at object boundaries (see Figure 1, bottom-
left). It is also suboptimal, since some areas of the
image may be static, and would benefit from longer
temporal integration.

A more complex method is to assume locally lin-
ear changes in disparity over time, that is,d(p,t) is a
linear function of time (Zhang et al., 2003):

d(p,t) ≈ d(p,t0)+ α(p)(t − t0). (12)

For smoothly-varying temporal motion at a pixel, the
linear assumption works well. Unfortunately, search-
ing over the space of parametersα(p) makes min-
imizing the block-match sum (11) computationally
difficult. Also, the linear assumption is violated at
the boundaries of moving objects, where there are
abrupt changes in disparity from one frame to the next
(see Figure 7). These temporal boundaries present the
same kind of challenges as spatial disparity bound-
aries in single-frame stereo.
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Figure 7: Disparity at a single pixel during object mo-
tion. Initially disparity is constant (no motion); then varies
smoothly as the object moves past the pixel. At the object
boundary there is an abrupt change of disparity.

A more sophisticated strategy would be to detect
the temporal boundaries and apply temporal smooth-
ness only up to that point. In this way, static im-
age areas enjoy long temporal integration, while those
with motion use primarily spatial information. Hence,
we propose a novel method with the aim of ef-
ficiently dealing with dynamic scenes and rapidly-
varying temporal boundaries. In particular, the main
idea is to avoid using the spacetime stereo formula-
tion as in (11) which blindly averages all points of the
scene over time, instead enforcing a temporal smooth-
ness constraint similarly to what is done spatially.
In particular, this can be done either modelling the
spatio-temporal structure with a MRF and solving us-
ing an SO or DP-based approach, or enforcing a local
smoothness constraint as described in Section 2.

3.2 Temporal Regularization using SO

The idea of looking for temporal discontinuities was
first discussed in (Williams et al., 2005), which pro-
posed an MRF framework that extends over three
frames. The problem with this approach is that the
cost in storage and computation is prohibitive, even
for just 3 frames. Here we propose a much more effi-
cient method that consists in defining a scanline over
time, analogous to the SO method over space. Given
a cost array for each point and time instantC(p,d,t)
being computed by means of any spatial method (lo-
cal, global, DP-based,· · · ), a SO-based approach is
used for propagating forward a smoothness constraint
over time:

ASO(p,d,t) = C(p,d,t)+min
d′

{ASO(p,d′
,t −1)+ρ(d,d′)}

(13)
Instead of backtracking the minimum cost path as in
the typical DP algorithm, here it is more convenient
to compute the best disparity over space and time as
follows:

d∗(p,t) = argmin
d
{ASO(p,d,t)} (14)

so that for each new frame its respective disparity im-
age can be readily computed. As shown in Figure

Figure 8: Local smoothing applied in the temporal domain.
Disparity values influence the center pixel at timetn from
vertical and horizontal directions, and also from previous
framesti, i < n.

8, accumulated costs from previous framesti<n are
propagated forward to influence the correlation sur-
face at timetn. Here we propose to use as spatial algo-
rithm the SO-based approach deploying two horizon-
tal scanlines as discussed in Section 2. This algorithm
is referred to asSOs,t .

3.3 Temporal Regularization using
Local Smoothness

In a manner similar to applying SO across frames, we
can instead use local smoothness. The key idea is to
modify the correlation surface at positionp and timet
according to the best disparity found at the same point
p at the previous instantt −1. This does not require
storing and propagating a cost array, only the corre-
spondences found at the previous time instant.

The local temporal smoothness criterion is orthog-
onal to the strategy adopted for solving stereo over the
spatial domain, hence any local or global stereo tech-
niques can be used together with it. Here we propose
to use local spatial smoothness described in Section
2. The cost function at pixelp and timet becomes:

ALSs,t (p,d,t) = C(p,d,t)+

∑
q∈N

ρ(d,d(q,t))+ ρ(d,d(p,t −1)) , (15)

That is, the penalty terms added to the local cost are
those coming from the 4 independent scanline-based
processes at timet plus an additional one that depends
on the best disparity computed at positionp at the
previous time instant (see Figure 8). This algorithm
will be referred to asLSs,t .

It is possible to propagate information both for-
wards and backwards in time, but there are several
reasons for only going forwards. First, it keeps the
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Table 1: Percentage of errors,Cubes stereo sequence.

Radius STS-SW Standard SOs SOs,t LSs LSs,t
2 12.8 12.1 1.1 1.0 1.1 0.7

Table 2: Percentage of errors,Cones stereo sequence.

Radius STS-SW Standard SOs SOs,t LSs LSs,t
1 46.9 49.9 5.3 5.2 14.8 12.2
3 35.4 15.9 4.2 4.1 8.2 6.9
5 31.9 9.6 4.6 4.5 7.0 6.1

Figure 9: Comparison of error percentages between differ-
ent approaches for theCubes sequence at each frame of the
sequence. [The graph uses two different scales for better
visualization].

data current – previous frames may not be useful for a
realtime system. Second, the amount of computation
and storage is minimal for forward propagation. Only
the previous image local costs have to be maintained,
which is O(M ·N). In contrast, to do both forwards
and backwards smoothing we would need to save lo-
cal costs overk frames (O(k ·M ·N)), and worse, re-
compute everything for the previousk frames, where
k is the size of the temporal window for accumulation.

3.4 Experiments

This section presents experimental results over two
stereo sequences with moving objects and a projected
pattern, referred to asCubes andCones (see Fig. 3).
To obtain ground truth for the stereo data, each differ-

ent position of the objects is captured over 30 frames
with a 3×3 spatial window, and stereo depths are av-
eraged over time by means of spacetime stereo. Then,
a sequence is built up by using only one frame for
each different position of the objects.

As a comparison, we compute spacetime stereo
using the sliding window approach (STS-SW). This
approach is compared with regularization techniques
based only on spatial smoothness (i.e.SOs, LSs) as
well as with those enforcing temporal regularization
(i.e. SOs,t , LSs,t ).

Figure 9 shows the error rates of each algorithm
for each frame of theCubes dataset, with a fixed spa-
tial window of radius 2. Table 1 reports the average
error over the whole sequence. In addition, Figure 1
shows the ground truth for one frame of the sequence
as well as the results obtained bySTS−SW andLSs,t .
As can be seen, due to the rapid shift of the objects in
the scene, the approach based on spacetime stereo is
unable to improve the results compared to the stan-
dard algorithm. Instead, approaches based on spa-
tial regularization yield very low error rates, close to
those obtained by the use of spacetime stereo over the
same scene but with no moving objects. Furthermore,
Figure 9 shows that the error variance of the methods
enforcing the smoothness constraint is notably lower
than that reported by the standard and STS-SW algo-
rithms. It is worth pointing out that the use of the
proposed LS regularization technique both in space
and time yields the best results over all the considered
frames.

As in the previous experiment, Table 2 shows the
mean error percentages over theCones dataset with
different spatial windows (i.e., radius 1, 3, and 5).
Also in this case, regularization approaches achieve
notably lower error rates compared to standard and
spacetime approaches. From both experiments it is
possible to observe that the introduction of temporal
smoothness always helps improving the performance
of the considered regularization methods.
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4 CONCLUSIONS AND FUTURE
WORK

In this paper we investigated the capabilities of a
3D sensor comprised of a stereo camera and a tex-
ture projector. With off-the-shelf hardware and un-
der real illumination conditions, we have shown that
in the presence of moving objects single-frame stereo
with regularization produces much better results than
STS. Moreover, the proposed regularization approach
based on local smoothness, though not based on a
global optimization, shows good performance and
reduced computational requirements. Finally, we
have found that the proposed introduction of tempo-
ral smoothness helps improving the performance of
the considered regularization methods.

We are currently actively developing a small, low-
power stereo device with texture projection. There
are two tasks that need to be accomplished. First,
we are trying to optimize the local smoothness con-
straint to be real time on standard hardware, that is,
to run at about 30 Hz on 640x480 images. Second,
we are designing a small, fixed pattern projector that
will replace the video projector. The challenge here
is to project enough light while staying eye-safe and
having a compact form factor. Using the methods de-
veloped in this paper, we believe we can make a truly
competent realtime 3D device for near-field applica-
tions.

The code concerning the regularization methods
and the STS algorithms used in this paper is open
source and available online1.
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Abstract: Closed-loop robot control based on visual feedback is an important research area, with useful applications in
various fields. Planning the trajectory to be followed by therobot allows one to take into account multiple
constraints during the motion, such as limited field of view of the camera and limited workspace of the robot.
This paper proposes a strategy for path-planning from an estimate of the point correspondences between the
initial view and the desired one, and an estimate of the camera intrinsic parameters. This strategy consists
of generating a parametrization of the trajectories connecting the initial location to the desired one via poly-
nomials. The trajectory constraints are then imposed by using suitable relaxations and LMIs (linear matrix
inequalities). Some examples illustrate the proposed approach.

1 INTRODUCTION

An important research area in robotics is represented
by visual servoing. This area studies the application
of closed-loop control in robotic system with visual
feedback. Specifically, the problem consists of steer-
ing a robot end-effector from an unknown initial lo-
cation to an unknown desired location by using the
visual information provided by a camera. This cam-
era is typically mounted on the robot end-effector, and
the configuration is known as eye-in-hand configura-
tion. The camera is firstly located at a certain loca-
tion, called desired location, and the image projec-
tions of some object points visible from this location
are recorded. Then, the camera is moved to another
location of the robot workspace, from which the same
object points are visible, and whose relative motion
with respect to the desired location is unknown. The
problem, hence, consists of reaching again the de-
sired location from this new location, which is called
initial location. See for instance (Hashimoto, 1993;
Chaumette and Hutchinson, 2006; Chaumette and
Hutchinson, 2007) and references therein.

The procedure just described is known as
teaching-by-showing approach. It is well-known that
the teaching-by-showing approach has numerous and
various applications, for example in the industrial
manufacture for the construction of complex compo-
nents such as parts of a ship, where its function con-

sists of allowing a robotic arm to grasp and position
tools and objects. Other applications are in surveil-
lance, where a mobile camera observes some areas of
interest such as the entrance of a building in order to
identify people, and in airplane alignment, where the
system to be positioned is represented by the airplane
that has to be aligned with respect to the runway in or-
der to land. Also, the teaching-by-showing approach
finds application in surgery, where an instrument is
automatically guided to the organ to operate, in nav-
igation, where a mobile robot has to explore a scene,
and in dangerous environments such as nuclear sta-
tions and spatial missions, where humans should be
replaced.

In last years, various methods have been devel-
oped for addressing this approach. Some of these
methods have proposed the use of the camera pose
as feedback information (known as position-based
visual servoing, see e.g. (Thuilot et al., 2002)),
definition of the feedback error in the image do-
main (known as image-based visual servoing, see e.g.
(Hashimoto et al., 1991)), use of both camera pose
error and image error (known as 2 1/2 D visual ser-
voing, see e.g. (Malis et al., 2003)), partition of the
degrees of freedoms (Corke and Hutchinson, 2001),
switching strategies for ensuring constraints and im-
proving performance (Chesi et al., 2004; Gans and
Hutchinson, 2007; Lopez-Nicolas et al., 2007), gen-
eration of circular-like trajectories for minimizing the
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trajectory length (Chesi and Vicino, 2004), control in-
variant to intrinsic parameters (Malis, 2004), use of
complex image features via image moments (Tahri
and Chaumette, 2005), global motion plan via naviga-
tion functions (Cowan and Chang, 2005), use of cylin-
drical coordinate systems (Iwatsuki and Okiyama,
2005), enlargement of stability regions (Tarbouriech
et al., 2005), and model-less control (Miura et al.,
2006).

Path-planning strategies have also been proposed
in order to take into account multiple constraints, such
as limited field of view of the camera and limited
workspace of the robot. See for instance (Mezouar
and Chaumette, 2002; Park and Chung, 2003; Deng
et al., 2005; Allotta and Fioravanti, 2005; Yao and
Gupta, 2007; Kazemi et al., 2009) and references
therein. These methods generally adopt potential
fields along a reference trajectory in order to fulfill the
required constraints, in particular the potential fields
do not affect the chosen reference trajectory wher-
ever the constraints are not violated, while they make
the camera deviating from this path wherever a con-
straint does not hold. The planned trajectory is then
followed by tracking the image projection of this tra-
jectory through an image-based controller such as the
one proposed in (Mezouar and Chaumette, 2002).

In this paper we propose the use of a parametriza-
tion of the trajectories connecting the initial location
to the desired one, together with the use of dedicated
optimization techniques for identifying the trajecto-
ries which satisfy the required constraints. Specif-
ically, this parametrization is obtained by estimat-
ing the camera pose existing between these two lo-
cations and by estimating the position of the object
points in the three-dimensional space. These estima-
tions are performed by exploiting the available im-
age point correspondences between the initial and de-
sired views, and by exploiting the available estimate
of the camera intrinsic parameters. Then, typical tra-
jectory constraints such as the limited field of view
of the camera and the limited workspace of the robot,
are formulated in terms of positivity of certain poly-
nomials. The positivity of these polynomials is then
imposed by using some suitable relaxations for con-
strained optimization. These relaxations can be for-
mulated in terms of LMIs (linear matrix inequalities),
whose feasibility can be checked via convex program-
ming tools. Some examples are reported to illustrate
the application of the proposed approach.

This paper extends our previous works (Chesi and
Hung, 2007), where a path-planning method based on
the computation of the roots of polynomials was pro-
posed (the advantage with respect to this method is
the use of LMIs), and (Chesi, 2009b), where a plan-

ning strategy is derived by using homogeneous forms
(the advantage with respect to this method is the use
of more general relaxations which may allow one to
take into account more complex constraints).

The organization of the paper is as follows. Sec-
tion 2 introduces the notation, problem formulation,
and some preliminaries about representation of poly-
nomials. Section 3 describes the proposed strategy for
trajectory planning. Section 4 illustrates the simula-
tion and experimental results. Lastly, Section 5 pro-
vides some final remarks.

2 PRELIMINARIES

In this section we introduce some preliminaries,
namely the notation, problem formulation, and a tool
for representing polynomials.

2.1 Notation and Problem Formulation

Let us start by introducing the notation adopted
throughout the paper:

- R: real numbers space;

- 0n: n×1 null vector;

- In: n×n identity matrix;

- ‖v‖: euclidean norm of vectorv.

We consider a generic stereo vision system, where
two cameras are observing a common set of object
points in the scene. The symbolsF ini andFdes repre-
sent the frames of the camera in the initial and desired
location respectively. These frames are expressed as

F ini = {Rini, t ini}
Fdes = {Rdes, tdes}

(1)

where Rini ,Rdes ∈ R
3×3 are rotation matrices, and

t ini , tdes∈ R
3 are translation vectors. These quanti-

tiesRini , Rdes, t ini andtdes are expressed with respect
to an absolute frame, which is indicated byFabs.

The observed object points project on the image
plane of the camera in the initial and desired location
onto the image pointspini

1 , . . . , pini
n ∈ R

3 (initial view)
and pdes

1 , . . . , pdes
n ∈ R

3 (desired view). These image
points are expressed in homogeneous coordinates ac-
cording to

pini
i =





pini
i,1

pini
i,2
1



 , pdes
i =





pdes
i,1

pdes
i,2
1



 . (2)

wherepini
i,1, pdes

i,1 ∈ R are the components on thex-axis

of the image screen, whilepini
i,2, pdes

i,2 ∈ R are those on
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the y-axis. The projectionspini
i and pdes

i are deter-
mined by the projective law

dini
i pini

i = KRini′
(

qi − t ini
)

ddes
i pdes

i = KRdes′
(

qi − tdes
) (3)

wheredini
i ,ddes

i ∈ R are the depths of theith point,
qi ∈R

3 is theith point expressed with respect toFabs,
andK ∈ R

3×3 is the upper triangular matrix contain-
ing the intrinsic parameters of the camera.

The problem we consider in this paper consists of
planning a trajectory from the initial locationF ini to
the desired oneFdes (which are unknown) by using
the available estimates of:

1. the image projections ˆpini
1 , p̂des

1 , . . . , p̂ini
n , p̂des

n ;

2. and intrinsic parameters matrix̂K.

This trajectory must ensure that the object points are
kept inside the field of view of the camera, and that
the camera does not exit its allowed workspace.

In the sequel, we will indicate the set of rotation
matrices inR

3×3 asSO(3), and the set of frames in
the three-dimensional space asSE(3), whereSE(3)=
SO(3)×R

3.

2.2 Representation of Polynomials

Before proceeding, let us briefly introduced a tool for
representing polynomials which will be exploited in
the sequel. Letp(x) be a polynomial of degree 2m in
the variablex = (x1, . . . ,xn)

′ ∈ R
n, i.e.

p(x) = ∑
i1 + . . .+ in ≤ 2m
i1 ≥ 0, . . . , in ≥ 0

ci1,...,inxi1
1 · · ·xin

n (4)

for some coefficientsci1,...,in ∈ R. Then,p(x) can be
expressed as

p(x) = x{m}′P(α)x{m} (5)

wherex{m} is any vector containing a base for the
polynomials of degreem in x, and hence can be sim-
ply chosen as the set of monomials of degree less than
or equal tom in x, for example via

x{m} = (1,x1, . . . ,xn,x
2
1,x1x2, . . . ,x

m
n )′, (6)

and
P(α) = P+L(α) (7)

whereP = P′ is a symmetric matrix such that

p(x) = x{m}′Px{m}, (8)

while L(α) is a linear parametrization of the linear
space

L (n,m) = {L = L′ : x{m}′Lx{m} = 0 ∀x} (9)

beingα a vector of free parameters. The dimension
of x{m} is given by

σ(n,m) =
(n+m)!

n!m!
(10)

while the dimension ofα (i.e., the dimension ofL ) is

τ(n,m) =
1
2

σ(n,m)(σ(n,m)+1)−σ(n,2m). (11)

The representation in (5) was introduced in (Chesi
et al., 1999) with the name SMR (square matricial
representation). The matricesP andP(α) are known
as SMR matrices ofp(x), and can be computed via
simple algorithms. See also (Chesi et al., 2003; Chesi
et al., 2009).

The SMR was introduced in (Chesi et al., 1999)
in order to investigate positivity of polynomials via
convex optimizations. Indeed,p(x) is clearly positive
if it is a sum of squares of polynomials, and this latter
condition holds if and only if there existsα such that

P(α) ≥ 0 (12)

which is an LMI (linear matrix inequality). It turns
out that, establishing whether an LMI admits a feasi-
ble solution or not, amounts to solving a convex opti-
mization.

3 TRAJECTORY PLANNING

This section describes the proposed approach. Specif-
ically, we first introduce the adopted parametrization
of the trajectories, then we describe the computation
of the trajectory satisfying the required constraints,
and lastly we explain how the camera pose and ob-
ject points can be estimated from the available data.

3.1 Trajectory Parametrization

Let us start by parameterizing the trajectory of the
camera from the initial location to the desired one.
This can be done by denoting the frame of the camera
along the trajectory as

F(a) = {R(a), t(a)} (13)

wherea ∈ [0,1] is the normalized trajectory abscise,
R(a) ∈ SO(3) is the rotation matrix ofF(a), and
t(a)∈R

3 is the translation vector. We choose the con-
vention

a = 0 → F(a) = F ini

a = 1 → F(a) = Fdes.
(14)

The functionsR : [0,1] → SO(3) and t : [0,1] → R
3

must satisfy the boundary conditions

R(0) = R̂ini , R(1) = R̂des

t(0) = t̂ ini , t(1) = t̂des (15)
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whereR̂ini , R̂des, t̂ ini and t̂des are the available esti-
mates ofRini, Rdes, t ini andtdes (the computation of
these estimates will be addressed in Section 3.3). We
adopt polynomials in order to parameterizeR(a) and
t(a). Specifically, we parameterizet(a) according to

t(a) =
δ

∑
i=0

ťia
i (16)

whereδ is an integer representing the chosen degree
for t(a), and ť0, . . . , ťδ ∈ R

3 are vectors to be deter-
mined. Then, we parameterizeR(a) as

R(a) =
E(r(a))

‖r(a)‖2 (17)

whereE : R
4 → SO(3) is the parametrization of a ro-

tation matrix via Euler parameters, which is given by

E(r) =





r2
1− r2

2− r2
3 + r2

4 2(r1r2− r3r4)
2(r1r2 + r3r4) −r2

1 + r2
2− r2

3 + r2
4

2(r1r3− r2r4) 2(r2r3 + r1r4)
2(r1r3 + r2r4)
2(r2r3− r1r4)

−r2
1− r2

2 + r2
3 + r2

4





(18)
while r : [0,1]∈R

4 denotes the Euler parameter along
the trajectory. It turns out that

E(r) ∈ SO(3) ∀r ∈ R
4\ {04}, (19)

and moreover

∀R∈ SO(3) ∃ξ(R) ∈ R
4\{04} : E(ξ(R)) = R, (20)

in particular

ξ(R) =







sin
θ
2

u

cos
θ
2






(21)

whereθ ∈ [0,π] andu∈ R
3, ‖u‖= 1, are respectively

the rotation angle and axis in the exponential coordi-
nates ofR, i.e.

R= e[θu]× . (22)

We parameterizer(a) according to

r(a) =
γ

∑
i=0

ř ia
i (23)

where ˇr0, . . . , řγ ∈ R
4 are vectors for some integerγ.

The boundary conditions in (15) become, hence,

ř0 = ξ(R̂ini), ∑γ
i=0 ř i = ξ(R̂des)

ť0 = t̂ ini , ∑δ
i=0 ťi = t̂des (24)

which imply that r(a) and t(a) can be re-
parameterized as

r(a) =
(

ξ(R̂des)− ξ(R̂ini)−∑γ−1
i=1 r̄ i

)

aγ

+∑γ−1
i=1 r̄ iai + ξ(R̂ini)

t(a) =
(

t̂des− t̂ ini −∑δ−1
i=1 t̄i

)

aδ + ∑δ−1
i=1 t̄iai + t̂ ini

(25)
where ¯r1, . . . , r̄γ−1 ∈ R

4 andt̄1, . . . , t̄δ−1 ∈ R
3 are free

vectors.
Let us observe that the derived parametrization

can describe arbitrarily complicated trajectories, sim-
ply by selecting sufficiently large degreesγ and δ.
Moreover, it is useful to observe that special cases
such as straight lines are simply recovered by the
choices

γ = 1 (straight line in the domain ofE)
δ = 1 (straight line in the translational space).

(26)
For ease of description we will assumeγ = 1 in the
following sections.

3.2 Trajectory Computation

In this section we address the problem of identifying
which trajectories inside the introduced parametriza-
tion satisfy the required trajectory constraints. Due
to space limitation, we describe only two fundamen-
tal constraints, in particular the visibility constraint
(the object points must remain in the field of view of
the camera) and the workspace constraint (the cam-
era cannot exit from its allowed workspace). Other
constraints can be similarly considered.

Let us indicate withpi(a) = (pi,1(a), pi,2(a),1)′ ∈

R
3 the image projection of theith object point along

the trajectory. The visibility constraint is fulfilled
whenever

pi, j(a) ∈ (si,1,si,2) ∀i = 1, . . . ,n ∀ j = 1,2 ∀a∈ [0,1]
(27)

wheres1,1,s1,2,s2,1,s2,2 ∈ R are the screen limits. We
estimatepi(a) via

pi(a) =
fi(a)

fi,3(a)
+ (1−a)

(

p̂ini
i −

fi(0)

fi,3(0)

)

+a

(

p̂des
i −

fi(1)

fi,3(1)

)

(28)
where fi(a) = ( fi,1(a), fi,2(a), fi,3(a))′ ∈ R

3 is

fi(a) = K̂E(r(a))′ (q̂i − t(a)) (29)

andq̂i ∈ R
3 is the estimate of the object pointqi (the

computation of this estimate will be addressed in Sec-
tion 3.3). Let us observe that this choice ensures
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pi(0) = p̂ini
i andpi(1) = p̂des

i . We can rewritepi(a) as

pi(a) =
1

fi,3(a)





gi,1(a)
gi,2(a)
fi,3(a)



 (30)

wheregi,1(a),gi,2(a) ∈ R are polynomials.
Then, let us consider the workspace constraint. A

possible way to define the workspace constraint is via
inequalities such as

d′
i (t(ai)−oi) > wi ∀i = 1, . . . ,nw (31)

wheredi ∈ R
3 is the direction along which the con-

straint is imposed,ai ∈ [0,1] specifies where the con-
straint is imposed on the trajectory,oi ∈ R

3 locates
the constraint,wi ∈ R specifies the minimum distance
allowed from the pointoi along the directiondi , and
nw is the number of constraints.

Hence, let us define the set of polynomials

H =
{

sj ,k fi,3(a)− (−1)kgi, j(a) ∀i = 1, . . . ,n,

j,k = 1,2} ∪ { fi,3(a) ∀i = 1, . . . ,n}

∪{d′
i (t(ai)−oi)−wi ∀i = 1, . . . ,nw} .

(32)
The visibility and workspace constraints are hence
fulfilled whenever

h(a) > 0 ∀h(a) ∈ H ∀a∈ [0,1]. (33)

For each polynomialh(a) in H , let us introduce an
auxiliary polynomialuh(a) of some degree, and let us
define

vh(a) = h(a)−a(1−a)uh(a). (34)

Let us express these polynomials via the SMR as

uh(a) = yh(a)′Uhyh(a)
vh(a) = zh(a)′Vh(αh)zh(a)

(35)

whereyh(a),zh(a) are vectors containing polynomial
bases, andU,V(αh) are symmetric SMR matrices
(see Section 2.2 for details). It can be verified that
(33) holds whenever the following set of LMIs is sat-
isfied:

Uh > 0
Vh(αh) > 0

}

∀h(a) ∈ H . (36)

The LMI feasibility test (36) provides a sufficient con-
dition for the existence of a trajectory satisfying the
required constraints. Hence, it can happen that this
condition is not satisfied even if a trajectory does ex-
ist. However, it should be observed that the conser-
vatism of this condition decreases by increasing the
degree of the polynomials used to parameterize the
trajectory.

3.3 Camera Pose and Scene Estimation

In the previous sections we have described how the
trajectory of the camera can be parameterized and
computed. In particular, the parametrization was
based on the estimateŝRini , R̂des, t̂ ini and t̂des of the
components of the initial and desired framesF ini and
Fdes, while the computation was based on the esti-
mates ˆq1, . . . , q̂n of the object pointsq1, . . . ,qn. Here
we describe some ways to obtain these estimates.

Given the estimates ˆpini
1 , p̂des

1 , . . . , p̂ini
n , p̂des

n of the
image projections and̂K of the intrinsic parameters
matrix, one can estimate the camera pose between
F ini andFdes, and henceRini andt ini sinceFdes can
be chosen without loss of generality equal toFabs.
This estimation can be done, for example, through the
essential matrix or through the homography matrix,
see for instance (Malis and Chaumette, 2000; Chesi
and Hashimoto, 2004; Chesi, 2009a) and references
therein.

Once that the estimateŝRini and t̂ ini have been
found, one can compute the estimates ˆq1, . . . , q̂n of
the object points via a standard triangulation scheme,
which amounts to solving a linear least-squares prob-
lem.

Let us observe that, if no additional information is
available, the translation vector and the object points
can be estimated only up to a scale factor. In this case,
the workspace constraint has to be imposed in a nor-
malized space. This problem does not exist if a CAD
model of the object (or part of it) is available, since
this allows to estimate the distance between the ori-
gins ofF ini andFdes.

4 ILLUSTRATIVE EXAMPLES

In this section we present some illustrative examples
of the proposed approach. Let us consider the situ-
ation shown in Figure 1a, where a camera observes
some object points (the centers of the nine large dots
in the “2”, “3” and ”4” faces of the three dices) from
the initial and desired locations (leftmost and right-
most cameras respectively). Figure 1b shows the im-
age projections of these points in the initial view (“o”
marks) and desired view (“x” marks). The intrinsic
parameters matrix is chosen as

K =





400 0 320
0 300 240
0 0 1



 . (37)

The problem consists of planning a trajectory from
the initial location to the desired one which ensures
that the object points are kept inside the field of view
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of the camera and the camera does not collide with
the sphere interposed betweenF ini andFdes (which
represents an obstacle to avoid).

Let us use the proposed approach. We parame-
terize the trajectory as described in Section 3.1 with
polynomials of degree two by estimating the camera
pose betweenF ini andFdes via the essential matrix.
Then, we build the set of polynomialsH , which im-
pose the visibility and workspace constraints. The
workspace constraint is chosen by requiring that the
trajectory must remain at a certain distance from the
obstacle in two directions. Hence, we compute the
SMR matricesUh andVh(αh) in (35), and by using
the LMI toolbox of Matlab we find that the LMIs in
(36) are feasible, in particular the obtained feasible
trajectory is shown in Figures 1a and 1b.
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Figure 1: (a) Initial frameF ini (leftmost camera), desire
frameFdes(rightmost camera), object points (centers of the
nine large dots in the “2”, “3” and ”4” faces of the three
dices), planned trajectory (solid line), and some interme-
diate locations of the camera along the planned trajectory.
(b) Image projections of the object points in the initial view
(“o” marks) and desired view (“x” marks), and image pro-
jection of the planned trajectory (solid line).

Now, in order to introduce typical uncertainties
of real experiments, we corrupt the image projections
of the object points by adding image noise with uni-
form distribution in[−1,1] pixels to each component.
Moreover, we suppose that the camera is coarsely cal-
ibrated, in particular the available estimate of the in-
trinsic parameters matrix is

K̂ =





430 0 338
0 275 250
0 0 1



 . (38)

We repeat the previous steps in the presence of
these uncertainties, and then we track the planned tra-
jectory by using the image-based controller proposed
in (Mezouar and Chaumette, 2002). Figures 2a and
2b show the obtained results: as we can see, the cam-
era reaches the desired location by avoiding collisions
with the obstacle in spite of the introduced uncertain-
ties.
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Figure 2: Results obtained by planning the trajectory with
image noise and calibration errors, and by tracking the
planned trajectory with an image-based controller.

Lastly, we consider a more difficult case by in-
troducing three obstacles as shown in Figure 3a. We
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find that the LMIs are feasible by using polynomials
of degree three, and the found solution provides the
trajectory shown in Figures 3a and 3b, which satisfies
the required constraints.
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Figure 3: Results obtained for a different set of obstacles.

5 CONCLUSIONS

We have proposed a trajectory planning strategy for
closed-loop control of robotic systems with visual
feedback, which allows one to take into account mul-
tiple constraints during the motion such as limited
field of view of the camera and limited workspace
of the robot. This strategy is based on generating a
parametrization of the trajectories connecting the ini-
tial location to the desired one. The trajectory con-
straints are imposed by using polynomial relaxations
and LMIs. Future work will investigate the applica-
tion of the proposed approach in real experiments.
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Abstract: This paper introduces an originally designed tracked robot. This robot belongs to the VGSTV (Variable
Geometry Single Tracked Vehicle) category. It is equipped with two tracks mounted on an actuated chassis.
The first joint is used to articulate the chassis and the second one to keep the tracks tightened. By controlling
the chassis joint it becomes possible to adapt the shape of the tracks to the ground and even to release the
tracks in order to pass through specific obstacles. A prototype has been build ; technical specifications and
dynamic model are presented in this paper. Tele-operated experiments have been conducted and have shown
that the stability of the robot have to be addressed. We experimented and compared two classical criterions
based on the center of mass and on the zero moment point technique. Experimental results are discussed in
the case of a staircase clearing.

1 INTRODUCTION

UNMANNED GROUNDED VEHICLE (UGV) is a
topically research field applied to a wide range of ap-
plications like for example exploration or missions
in hostile environments. Research laboratories and
robotics companies are currently working on the de-
sign of tele-operated and autonomous robots. Accord-
ing to (Casper and Murphy, 2003) and (Carlson and
Murphy, 2005) UGVs can be classified into three cat-
egories :

• Man-packable delineates the robots that can be
carried by one man in backpacks.

• Man-portable delineates the robots that are too
heavy to be easily carried by men, but small
enough to be transported in a car or a HUMMV.

• Not man-portable delineates the robots that must
be carried by a truck, a trailer or a crane.

The robots presented in this paper are classified
in the man-packable and man-portable categories. In
this class of robots, designers have to face the follow-
ing dilemma: on one hand, build a small robot that
can be easily carried and move into narrow environ-
ments. Unfortunately, it will generally result in poor
obstacle clearing capability. On the other hand, build

a bigger robot will increase its ability to surmount ob-
stacles but will not enable the robot to go through nar-
row openings. The challenge is then to build a robot
as small as possible with the higher obstacle clear-
ing capability. Based on this observation the first part
of this paper introduces the existing experimental and
commercial robots and discusses about their clearing
capabilities. The following of the paper describes
an originally designed UGV (Fig. 2b). This robot
can be classified into the Variable Geometry Single
Tracked Vehicle (VGSTV) category, i.e. it has the
mechanical ability to modify its own shape according
to the ground configuration. The design of our proto-
type is described in the third part with a short discus-
sion about the technical choices (information can be
found on the project website: http://www.istia.univ-
angers.fr/LISA/B2P2/b2p2.html). The next section
introduces the dynamic model of the robot. The first
tele-operated experiments have shown that the mass
distribution is crucial to pass through large obstacles.
This is why the last section discusses about the sta-
bility of the robot. The presented survey has been
conducted for three reasons. First of all, the informa-
tion computed about the stability of the robot may be
useful to the operator during tricky operations. Sec-
ondly, this information may also be used to automati-
cally disable clumsy commands and prevent the robot
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from toppling over. And finally, the stability cannot
be ignored during autonomous motion which is our
long term goal. The survey has been conducted on
two criterions : static (the center of mass) and dy-
namic (based on the well known zero moment point
technique). Experimental results are compared and
discussed in the case of a staircase clearing. A gen-
eral conclusion ends the paper.

2 EXISTING UGVs

2.1 Wheeled and Tracked Vehicles with
Fixed Shape

This category gathers non variable geometry robots.
Theoretically, this kind of vehicles are able to climb a
maximum step twice less high than their wheel diam-
eter. Therefore their dimensions are quite important
to ensure a large clearing capability. This concep-
tion probably presents a high reliability (Carlson and
Murphy, 2003) but those robots cannot be easily used
in unstructured environments like after an earthquake
(Casper and Murphy, 2003).

Figure 1: a) Talon-Hazmat robot (Manufacturer: Foster-
Miller) b)ATRV-Jr robot. Photo Courtesy of AASS, Örebro
University.

2.2 Variable Geometry Vehicle

A solution to ensure a large clearing capability and to
reduce the dimensions consists in developing tracked
vehicles which are able to modify their geometry in
order to move their center of mass and climb higher
obstacles than their wheel’s diameters.

Figure 2: a)Packbot (manufacturer: IRobot), b)RobuROC
6(Manufacturer: Robosoft) c)Helios VII.

The Packbot robot (Fig. 2a) is probably one of the
most famous commercial VGTV (Variable Geometry
Tracked Vehicle). This robot is equipped with tracks
and two actuated tracked flippers (372 mm long). The
flippers are used to step over the obstacles. The obsta-
cle clearing capability of this kind of VGTV depends
on the size of the flippers. For more information and a
detailed survey on clearance capability of the Packbot
the reader can consult (Frost et al., 2002).

The robuROC6 (Fig. 2b) is equipped with 46.8
cm diameters wheels and can clear steps until 25cm
(more than half the diameter of the wheels). Joints
between the axles make this performance possible.
An other original system called Helios VII (Fig 2c)
(Guarnieri et al., 2004) is equipped with an arm ended
by a passive wheel which is able to elevate the chassis
along a curb.

2.3 Variable Geometry Single Tracked
Robots

Actually, there is a subgroup in VGTV called Variable
Geometry Single-Tracked Vehicles (VGSTV) (Kyun
et al., 2005). It gathers robots equiped with as tracks
as propulsion motors. In most cases those robots are
equipped with one or two tracks (one for each side).
It can be divided into two groups :

• robots with deformable tracks,

• robots with non deformable tracks.

2.3.1 Non-deformable Tracks VGSTV

Figure 3: a) Micro VGTV (manufacturer: Inuktun Ltd)
b)B2P2 prototype c)VGSTV mechanism.

The most famous example is the Micro VGTV. Il-
lustrations of a prototypes manufactured by the com-
pany Inuktun are presented on Fig. 3a. This robot
is based on an actuated chassis used to modify the
shape of the robot. The right picture of Fig. 3a shows
the superimposing configurations. The tracks are kept
tightened by a passive mechanism. The robot is thus
equipped with three motors: two for the propulsion
and one for the chassis joint.

Non commercial vehicles exists in the literature
as the VGSTV mechanism (Fig. 3c) which is ded-
icated to staircase clearing. It is composed of two
tracks and two articulations which allow it to have
many symmetrical configurations such as a rectangle,
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trapezoids, inverse trapezoids etc.
Many other VGTV architecture exist, for further

information reader can consult (Vincent and Tren-
tini, 2007), (Misawa, 1997), (Clement and Villedieu,
1987), (Guarnieri et al., 2004) and (Kyun et al., 2005).

2.3.2 Deformable Tracks VGSTV

Some single tracked robots have the ability to modify
the flexing of their tracks. Two examples presented
on Fig. 4, are able to adapt their shape to obstacles
(Kinugasa et al., 2008). However, even if the control
of the robot seems easier with a flexible track than
with a non flexible one, the mechanical conception
could be more complicated.

Figure 4: a) Viper robot (Manufacturer: Galileo) b)Rescue
mobile track WORMY.

According to the presented state of the art, for gen-
eral purpose missions we beleive that the best com-
promise between design complexity, reliability, cost
and clearing capabilities is the Variable geometry sin-
gle tracked robots category. The next section will in-
troduce and describe our prototype of VGSTV.

3 PROTOTYPE DESCRIPTION

The main interest of VGSTV (equipped with de-
formable tracks or not) is that it is practicable to
overcome unexpected obstacles (Kyun et al., 2005).
Indeed, thanks to the elastic property of the tracks
the clearance of a rock in rough terrain will be more
smoothly with a VGSTV (e. g. Fig 3 and 4) than with
a VGTV (Fig. 2). On the Micro VGTV presented
on Fig. 3, the tension of the tracks is mechanically
linked with the chassis joint so it is constant during
the movement. Nevertheless, in some cases, less
tense tracks could increase the clearance capability
by increasing the adherence. An interesting study
about this point was developed by (Iwamoto and
Yamamoto, 1983) giving a VGSTV able to climb
staircases where the tension of the tracks was me-
chanically managed as on the MicroVGTV (Fig. 3a).
However, this system was equipped with a spring to
allow the tracks to adapt their shape to the ground
(depending on the strength of the spring).

Figure 5: B2P2: clearing of a curb.

The conception of our prototype is based on this
previous work, but we decided to actuate the tension
of the tracks. Indeed, by using two motors instead
of one (Fig. 6) it is possible to increase the tracks
adaptation to the ground developed by (Iwamoto and
Yamamoto, 1983) and reach new configurations for
the robot. As example, the solution proposed in this
paper allows our robot to adopt classical postures of
VGSTV (Fig. 5(a), 5(b) and 5(c) ), but also other in-
teresting positions. On Fig. 5 B2P2 is clearing a curb
of 30 cm height with tense tracks. The position of the
robot on Fig 5(c) can also be obtained with the Mi-
cro VGTV, but it is a non-safety position and B2P2 is
close to topple over. On Fig. 5(d) the tracks have just
been released. They take the shape of the curb and it
can be cleared safely. This last configuration outlines
the interest of using an active system instead of a pas-
sive one. Consequently, although our prototype (Fig.
3b) belong to the VGSTV category and have not de-
formable tracks, it has the ability to adapt them to the
ground (as deformable ones).

Besides, even if there is a risk of the tracks coming
off, loosening the tracks may be an efficient mean of
increase the surface in contact with the floor in rough
terrain and then to improve the clearing capability of
the structure. By the way, the risk could decreased
by using sensor based systems to control the tension
of the tracks or by modifying the mechanical struc-
ture of the robot (adding some kind of cramps on the
tracks or using a guide to get back the tracks before it
comes off).

3.1 Mechanical Description

This UGV is equipped with four motors. Fig. 6
presents the integration of the motors in the robot.
Motors 1 and 2 are dedicated to the propulsion
(tracks).

The actuated front part is composed of motors 3
and 4 :

• Motor 3 actuates the rotational joint, it allows the
rotation of the front part around the second axle.

• Motor 4 actuates a driving screw, it controls the
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distance between the second axle and the third
one.

Figure 6: Overview of the mechanical structure, side and
top view of the real robot.

To keep the tension of the tracks the trajectory of
the third axle is given by an ellipse defined by two
seats located on the first and the second axle.

L+(L2 +L3) = K (1)

where the lengths L, L2 and L3 are referenced on
Fig. 6. K is a constant parameter depending on the
length of the tracks, L3 evolves in order to achieve
equality (1) and is linked to the angle θ in the follow-
ing manner:

L3 =
L2

1−K2

2(L1cos(π− | θ |)−K)
−L2 (2)

3.2 Sensors and Command Systems

The robot is equipped with multiple sensors, on-
board/command systems and wireless communica-
tion systems.

• Onboard command systems :

– PC104 equipped with a Linux OS compiled
specifically for the robot needs based on a LFS
(Home made light linux distribution).

– An home-made I2C/PC104 interface.
– Four integrated motor command systems run-

ning with RS232 serial ports.
– Four polymer batteries which allow more than

one hour of autonomy.

• Sensors :

– An analog camera for tele-operation.
– A GPS to locate the robot in outdoor environ-

ments.
– A compass to know the orientation of the robot.

– A two axis inclination sensor (roll and pitch).

• Wireless communication systems :

– A 2.4 GHz analog video transmitter.
– A bidirectional 152 MHz data transmitter.

4 DYNAMIC MODEL
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Figure 7: B2P2’s geometric model. Joints 1,2 and 3 rep-
resents the robot position. Joints 4, 5 and 6 symbolize re-
spectively the yaw, roll and pitch, 7 and 8 are the actuated
joints.

This section deals with the dynamic model of the
robot which is based on the geometric model (Fig. 7)
detailed on (Paillat et al., 2008). According to this
model, the robot motion in a 3D frame (R0) is de-
scribed by the vector q of the 8 joints variables :

q = [q1,q2,q3,q4,q5,q6,q7,q8]T

The dynamic model of a mechanical system es-
tablishes a relation between the effort applied on the
system and its coordinates, generalized speeds and ac-
celerations ((Craig, 1989) and (Khalil and Dombre,
2004)). In this section, the following notations are
used:

• j describes the joints from 1 to 8,

• i describes the segments from 1 to 3 (referenced
on Fig 6),

• n and m describes indexes from 1 to 8.

4.1 The Dynamic Equations

The general dynamic equations of a mechanical sys-
tem is:

d
dt

∂L
∂ q̇ j
− ∂L

∂q j
= Q j +Tj (3)
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• L is the Lagrangien of the system. It is composed
of rigid segments, so there is no potential energy.
Although the Lagrangien corresponds to the ki-
netic energy.

• q j is the jth joint variable of the system.

• Q j is the gravity’s torque applied to the jth joint
of the system.

• Tj is the external force’s torque applied to the jth

joint of the system.

The kinetic energy is given by:

K =
n

∑
i=1

1
2

mivT
i vi +

1
2

wT
i Iiwi. (4)

• mi is the mass of the ith element of the model,

• vi is the linear speed of the ith element’s center of
gravity,

• wi is the angular speed of the ith element’s center
of gravity,

• Ii is the matrix of inertia of the ith element of the
system.

In order to have homogeneous equations, wi is de-
fined in the same frame as Ii ; it allows to formulate vi
and wi according to q :

vi = Jvi(q)q̇ (5)

wi = RT
0 jJwi(q)q̇ (6)

where Jvi and Jwi are two matrices and R0 j is the
transport matrix between the frame R0 and the frame
j linked to the segment i.

The kinetic energy formula is:

K =
1
2

q̇T
∑

i
[miJvi(q)T Jvi(q)+ JT

wi
(q)R0 jIiRT

0 jJwi(q)]q̇

(7)
which can be rewritten as :

K =
1
2

q̇T D(q)q̇ (8)

by developing the previous formula, we obtain :

K =
1
2 ∑

m,n
dm,n(q)q̇mq̇n (9)

where dm,n(q) is the m,nth element of the matrix D(q).
The gravity’s torque is given by:

Q j = ∑
i

gmi
∂G0

zi

∂q j
. (10)

• G0
zi is the z coordinate of the CoG of the ith seg-

ment’s computed in the base frame (R0),

• g is the gravity acceleration.

Vector T (defined in (3)) is composed of the
external forces’ torque. For the robot presented here,
there is no consideration of external forces, so the T
vector only describes the motorized torques. Joints
1, 4, 7 and 8 are motorized, so the vector T is given
by those four parameters. T1 and T4 are computed
from the torques of motors 1 and 2 while T7 and T8
are deduced from motors 3 and 4.

The Euler-Lagrange equations can be written as:

∑
m

d jm(q)q̈m + ∑
n,m

cnm j(q)q̇nq̇m = Q j +Tj (11)

cnm j =
1
2
[
∂d jm

∂qn
+

∂d jn

∂qm
− ∂dnm

∂q j
] (12)

which is classically written as:

D(q)q̈+C(q, q̇)q̇ = Q+T (13)

where D(q) represents the matrix of inertia and
C(q, q̇) the centrifuge-coriolis matrix where X jm, the
jmth element of this matrix, is defined as :

X jm = ∑
n

cnm jq̇n.

Finally, the Jvi and Jwi matrix considered in (5)
and (6) have to be computed.

4.2 Jvi and Jwi Matrix Formulation

The matrix which links articular speed and general
speed of a segment is computed from the linear and
angular speeds formulas. The goal is to find a matrix
for each segment. They are composed of 8 vectors
(one for each joint of the model).

The computation consists in formulating in the
base frame, the speed (VPi( j− 1, j)R0 ) of a point Pi
given by a motion of the joint q j attached to the frame
j according to the frame j− 1. Those parameters
can be deduced from the law of composition speeds
and the Denavitt Hartenberg (DH) formalism used for
the geometric model (Paillat et al., 2008). Indeed,
the general formulation is simplified by the geometric
model. Only one degree of freedom (DoF) links two
frames using the DH model and this DoF is a revolute
or a prismatic joint. Moreover, the Z axis is always the
rotation or translation axis, so the angular and linear
speeds are given by four cases:

• The angular speed of a point for a revolute joint:
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wP( j−1, j)R0 = R0, j

 0
0
1

 q̇ j. (14)

• The linear speed of a point for a revolute joint:

vP( j−1, j)R0 = V
R j−1
O j

+V
R j
P +w j ∧O jPR j

= q̇ jR0, j

 0
0
1

∧R0, jPj.

(15)

• The angular speed of a point for a prismatic joint:

wP( j−1, j) =

 0
0
0

 . (16)

• The linear speed of a point for a prismatic joint:

vP( j−1, j)R0 = R0, j

 0
0
1

 q̇ j (17)

where Pj is the P point’s coordinates in R j.
Thus, the matrix of a segment i is formulated by com-
puting speeds for each joints as :

[
vi
wi

]
= J(q)q̇ = [J1,i(q),J2,i(q), ...J8,i(q)] q̇ (18)

where J j,i(q) is a vector which links the speed of
the ith segment according to the jth joint. The first
segment is not affected by the motion of joints 7 and
8 while the second is not affected by joint 8, therefore
J7,1(q), J8,1(q) and J8,2(q) are represented by a null
vector.

5 BALANCE CRITERION

The balance criterion used here are the ZMP (Zero
Moment Point), widely used for the stability of hu-
manoid robots and the Center of Gravity (CoG). Pre-
vious theoretical works and experiments have proved
the ZMP efficiency (Vukobratovic and Borovac,
2004). It consists in keeping the point on the ground
at which the moment generated by the reaction forces
has no component around x and y axis ((Kim et al.,
2002) and (Kajita et al., 2003)) in the support poly-
gon of the robot. When the ZMP is at the border of
the support polygon the robot is teetering. Unlike the
ground projection of the center of gravity, it takes into
account the robot’s inertia.

The purpose of the following is to defined the co-
ordinates of this point in any frame of the model ac-
cording to the configuration of the robot. The defini-
tion can be implemented into the Newton equations
to obtain those coordinates. In any point of the model
: M0 = Mz + OZ ∧R (M0 and Mz define respectively
the moment generated by the reaction force R at the
points 0 and z).

According to the previous definition, there is no
moment generated by reaction forces at the Zero Mo-
ment Point. Consequently, if Z defines the ZMP co-
ordinates M0 = OZ ∧R. This formulation can be im-
plemented into the Newton equations as:

δ0 = M0 + ~OG∧~P+ ~OG∧~Fi (19)

where P is the gravity force, G is the robot’s center
of gravity and Fi is the inertial force (the first New-
ton’s law gives Fi = −mG̈). According to the ZMP
definition, the equation (19) can be formulated as :

δ0 = ~OZ∧~R+ ~OG∧~P+ ~OG∧~Fi (20)

{
δ0x = ZyRz +GyPz−GzPy−GzFiy
δ0y =−ZxRz +GzPx−GxPz

(21)

 Zy =
δ0x−GyPz+GzPy+GzFiy

Rz

Zx =
−δ0y+GzPx−GxPz

Rz
.

(22)

Also, it is possible to compute the position of the
ZMP as a function of q (δ0 depends on the matrix
D(q)).

Assuming the ground knowledge, the ZMP com-
putation gives a criterion to determinate the stability
of the platform.

6 RESULTS

This section presents the numerical computation of
the criterion in the case of the clearance of a stair-
case (staircase set of 15 cm risers and 28 cm runs)
with an average speed of 0.13 m.s−1 (Fig. 9). The
robot is equipped with a 2-axis inclination sensor that
provides rolling and pitching. Vector q entries are
measured using encoders on each actuated axis of the
robot. Data have been stored during the experiments
and the models (CoG and ZMP) have been computed
off-line. This computation does not take into account
the tracks’ weight which is negligible in regard to the
robot’s weight. Fig. 8 presents the evolution of the
ZMP (left) and the difference between those two cri-
terion (right) during all the clearance. P1 P2 and P3
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Figure 8: Experiment’s results. The left chart represents the evolution of the ZMP and the right one, the difference between
CoG and ZMP.

represents the z-coordinates in the frame R5 (Fig. 7)
of three points of the robot which localization are no-
ticed on Fig. 6.

The following section finely details the results of
the experiment and the correlation with the sensors
data is described. This analyze is divided into three
parts: the approach of the first step, the clearance of
the middle steps and the clearance of the final step.

6.1 The Clearance of the First Step

Figure 9: Clearance of a staircase.

First of all, the robot is approaching while moving
up the front part (Fig. 9(a)) in order to go onto the first
step. Then, it has to move forward and move down
the elevation articulation in order to keep the stability
(Fig. 9(b)). Once the robot is step onto the first stair,
the operator have to switch in the next configuration.
The area noted A1 on Fig. 8 shows the evolution of the
ZMP projection during the clearance of the first step.
Note that the tracks are tense because when the front
part is rising up, there is a large difference between P2
and P3.

6.2 The Clearance of the Middle Steps

This stage starts in the position noticed on Fig. 9(c).
By moving forward, the robot naturally climbs the
stairs. At each step, the robot is gently swaying when

the ZMP is passing over the step. This phenomenon
is illustrated by the oscillation of the ZMP which are
visible on the area noted A2 on Fig. 8. Note that, this
oscillation is dependent on the ratio between the size
of the robot and the size of the steps (”size-step” ra-
tio). It fully disappears when the length of the robot
is superior to the size of three steps. On the other
hand, oscillations may be more important until reach-
ing a ”size-step” ratio where the robot cannot climb
the step.

6.3 The Clearance of the Final Step

The robot is moving forward while moving down its
front part (Fig. 9(d)). This operation brings the ZMP
closer to the limits of the support polygon, i.e. the
corner of the last step. This operation allows a smooth
swing of the ZMP. Area A3 on Fig. 8 shows the evo-
lution of the ZMP during the clearing of the last step.

Note that the tracks releasing was not used dur-
ing this experiment because it was not necessary to
overcome this staircase. It could become essential for
bigger obstacles.

This experiment allows us to validate the pre-
sented model and confirms the computation of the
ZMP criterion. However, as it is shown on Fig. 8, the
average difference between the ZMP and the COG is
insignificant (about 0.21%). Moreover, the two peaks
(A and B) on the Fig. 8 are not due to the dynamics of
the system but to measurement errors. As the accel-
eration is measured with the encoders (linked to the
motor shaft), when the tracks slip, the measurement
is erroneous. The ZMP is computationally more ex-
pensive, needs more sensor measurements and the dif-
ference with the CoG is negligible. For these reasons,
we conclude that the CoG seems well suited for this
kind of experiments. Anyway, in the case where fast
obstacle clearance may be necessary, the CoG may
not longer be considered and the ZMP must be used
instead.
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7 CONCLUSIONS

In this paper, an original prototype of VGSTV has
been presented. The dynamic model have been intro-
duced. From this model, a stability criterion based on
the ZMP technique has been computed. This model
have been validated on the real robot in the context of
a staircase clearance.

Future works will focus on the autonomy of the
robot. In a short term work, a real time stability as-
sistance will be provided to the operator based on the
model (CoG or ZMP) presented in this paper. The
presented results are also a preliminary survey for
a long term work that will be oriented on the au-
tonomous obstacle clearance. Actual work (based on
the model and results presented here) is focused on
the automatic control of the robot.
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PASSIVITY-BASED DYNAMIC BIPEDAL WALKING WITH
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Abstract: This paper presents an approach for passivity-based bipedal robots to achieve stable walking on uneven terrain.
A powered two-dimensional seven-link walking model with flat feet and compliant ankles has been proposed to
analyze and simulate the walking dynamics. We further describe an optimization based control method, which
uses optimized hip actuation and ankle compliance as control parameters of bipedal walking. Satisfactory
results of simulations and real robot experiments show that the passivity-based walker can achieve stable
bipedal walking with larger ground disturbance by the proposed method in view of stability and efficiency.

1 INTRODUCTION

Stability guaranteed dynamic bipedal walking is one
of the keys but also one of the more challenging com-
ponents of humanoid robot design. Several actively
controlled bipedal robots are able to deal with such
dynamic stability when walk on irregular surface (Ya-
maguchi and Takanishi, 1997), step over obstacles
(Guan et al., 2006), climb stairs (Michel et al., 2007),
even if achieve bipedal running (Honda Motor, 2005).
However, to increase the autonomy of the robot, the
locomotion efficiency, which is far from that of hu-
man motion, has to be improved.

As one of the possible explanations for the ef-
ficiency of the human gait, passive dynamic walk-
ing (McGeer, 1990) showed that a mechanism with
two legs can be constructed so as to descend a gentle
slope with no actuation and no active control. Sev-
eral studies reported that these kinds of walking ma-
chines work with reasonable stability over a range of
slopes (e.g. (McGeer, 1990), (Collins et al. 2001))
and on level ground with kinds of actuation added
(e.g. (Collins et al. 2005), (Wisse et al., 2007)) show
a remarkable resemblance to the human gait. In spite
of having high energetic efficiency, passivity-based
walkers have limits to achieve adaptive locomotion on
rough terrain, which is one of the most important ad-
vantages of the legged robots. In addition, these walk-
ers are sensitive to the initial conditions of walking.

To overcome such disadvantages, several studies
proposed quasi-passive dynamic walking methods,

which implement simple control schemes and actua-
tors supplementarily to handle ground disturbances.
For example, (Schuitema et al., 2005) described a
reinforcement learning based controller and showed
that the walker with such controller can maximally
overcome −10mm ground disturbance. (Tedrake et
al., 2004) presented a robot with a minimal number
of degrees of freedom which is still capable of stable
dynamic walking even on level ground and even up
a small slope. (Wang et al., 2006) designed a learn-
ing controller for a two-dimensional biped model with
two rigid legs and curved feet to walk on uneven
surface that monotonically increases from 12mm to
40mm with a 2mm interval. In these studies, passivity-
based walkers are often modeled with point feet or
round feet. And the control parameter only includes
hip actuation. None of them analyzed the stability or
adaptability in quasi-passive dynamic walking with
flat feet and ankle joint compliance which is more
close to human motion. In fact, flat feet can offer
the advantage of distributing the energy loss per step
over two collisions, at the heel and at the toe (Kwan
and Hubbard, 2007), (Ruina et al., 2005). More-
over, experiments on human subjects and robot proto-
types revealed that the tendon of the muscle in ankle
joint is one mechanism that favors locomotor econ-
omy (Fukunaga et al., 2001), (Wang et al., 2007). It is
predictable that by controlling and optimizing the hip
actuation and ankle compliance, the passivity-based
bipedal walker may achieve adaptive bipedal locomo-
tion with larger disturbance on uneven terrain.
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In this paper, we investigate how to control
passivity-based bipedal walkers to achieve stable
walking with terrain adaptability. A powered two-
dimensional seven-link walking model with flat feet
and ankle compliance has been proposed to analyze
and simulate the walking dynamics. We hypothesized
that the nervous system that controls human locomo-
tion may use optimized hip actuation and joint com-
pliance to achieve stable bipedal walking on irregular
terrain. Actually, hip actuation will cause the walker
to change locomotive patterns. Furthermore, we use
both simulations and real robot prototype to explore
the performance of the passivity-based walkers when
walk on uneven terrain by utilizing a biologically in-
spired optimization based controller, which is adap-
tive and capable of selecting proper hip actuation and
ankle compliance in view of walking stability and ef-
ficiency.

This paper is organized as follows. Section II de-
scribes the walking dynamics of the biped with flat
feet and ankle compliance. In Section III, we present
the optimization based walking control method. In
section IV, experimental results of stable locomotion
with terrain adaptability are shown. We conclude in
Section V.

2 PASSIVITY-BASED BIPEDAL
WALKER

Our model extended the Simplest Walking Model
(Garcia et al., 1998) with the addition of hip joint
actuation, upper body, flat feet and linear spring
based compliance on ankle joints, aiming for adap-
tive bipedal locomotion with optimization based con-
troller. The model consists of an upper body (point
mass added stick) that rotates around the hip joint, a
point mass representing the pelvis, two legs with knee
joints and ankle joints, and two mass added flat feet
(see Fig. 1).

The mass of each leg is simplified as point masses
added on the Center of Mass (CoM) of the shank
and the thigh respectively. Similar to (Wisse et al.,
2004), a kinematic coupling has been used in the pro-
posed model to keep the body midway between the
two legs. In addition, our model added compliance
in ankle joints. Specifically, the ankle joints are mod-
eled as passive joints that are constrained by linear
springs. The model is implemented in MATLAB, us-
ing the parameter values shown in Table 1, which are
derived from the mechanical prototype.

The passive walker travels forward on level
ground. The stance leg keeps contact with the ground
while the swing leg pivots about the constraint hip.

Figure 1: Two-dimensional seven-link passive dynamic
walking model. Mechanical energy consumption of level
ground walking is compensated by applying a hip torque.
The global coordinates of the hip joint is notated as (xh, yh).
α1 and α2 are the angles between each leg and the vertical
axis in sagittal plane respectively. The knee joints and an-
kle joints are all passive joints. To simulate human ankle
compliance, the ankle joints of the model are constrained
by linear springs.

Table 1: Default Parameter Values for the dynamic walking
model and the following simulations.

Parameter Description Value
m1, m2 leg mass 1.12kg
m3 upper body mass 0.81kg
m4 hip mass 15.03kg
m1t , m2t thigh mass 0.56kg
m1s, m2s shank mass 0.56kg
m f 1, m f 2 foot mass 2.05kg
l1, l2 leg length 0.7m
l11, l22 shank length 0.35m
l f 1, l f 2 foot length 0.15m
lb upper body length 0.5m
lw body width 0.15m
cb CoM of upper body 0.2m
c1, c2 CoM of leg 0.2m
c11, c22 CoM of shank 0.2m
k ankle stiffness 8.65Nm/rad
P hip torque 0.38Nm

To compensate the mechanical energy consumption,
similar to (Kuo, 2002), we added a hip torque P be-
tween the swing leg and the stance leg. When the flat
foot strikes the ground, there are two impulses, ”heel-
strike” and ”foot-strike”, representative of the initial
impact of the heel and the following impact as the
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whole foot contacts the ground.
The walking model can be defined by the rectan-

gular coordinates x which can be described by the x-
coordinates and y-coordinates of the mass points and
the corresponding angles. The walker can also be de-
scribed by the generalized coordinates q. The springs
on the ankles constrain the foot vertical to the shank
when no heel-strike or foot-strike has occurred.

2.1 Constraint Equations

The constraint equations ξ1 and ξ2 used to detect heel
contact with ground are defined as follows:

ξ1 =
[

xh + l1 sinα1− l f 1 cosα1− x f 1
yh− l1 cosα1− l f 1 sinα1

]
ξ2 =

[
xh + l2 sinα2− l f 2 cosα2− x f 2

yh− l2 cosα2− l f 2 sinα2

]
(1)

where x f 1 and x f 1 are the global x-coordinates of the
latest strike. When the flat foot completely contacts
the ground, the constraint equations ξ3 and ξ4 used
to maintain foot contact with ground are defined as
follows:

ξ3 =
[

xh + l1 sinα1− x f 1
yh− l1 cosα1

]
ξ4 =

[
xh + l2 sinα2− x f 2

yh− l2 cosα2

]
(2)

If only the heel contacts the ground, the constraint
equations ξ5 and ξ6 during the period before foot-
strike are defined as follows:
ξ5 = (xh + l1 sinα1− x f 1)2 +(yh− l1 cosα1)2− l2

f 1

ξ6 = (xh + l2 sinα2− x2)2 +(yh− l2 cosα2)2− l2
f 2(3)

Note that ξ5 and ξ6 are similar to constraining the an-
kle joint that connects shank and foot to move in a
circular orbit with heel as the center and distance be-
tween heel and ankle joint as the radius.

Similar to (Wisse et al., 2004), a reduced mass ma-
trix Mr is introduced, which is defined as follows:

[Mr] = [T ]T [Mg] [T ] (4)

where the Jacobian T = ∂x
∂q . Here x is the global co-

ordinates of the six pointmasses (stance shank with
foot, swing shank with foot, hip, stance thigh, swing
thigh, body), while Mg is the mass matrix in global
coordinates. Matrix Ξi transfers the independent gen-
eralized coordinates q into the constraint equation ξi,
where i = 1,2, . . . ,6

Ξi =
dξi

dq
(5)

Consequently, matrix Ξ̃i is defined as follows:

Ξ̃i =
∂(Ξiq̇)

∂q
q̇ (6)

2.2 Single Support Phase

Suppose that leg 1 (l1) is the stance leg, while leg 2
(l2) is the swing leg. In the beginning of the single
support phase, the knee joint is locked (keep the shank
and the thigh in a straight line). The Equation of Mo-
tion (EoM) is described as follows:[

Mr ΞT
3

Ξ3 0

][
q̈
Fc

]
=
[

Fr
−Ξ̃3

]
(7)

where Fr is the external force, while Fc is the foot con-
tact force. Here, the external force Fr is used to com-
pensate the mechanical energy consumption of level
ground walking, which defined as follows:

{Fr}= [T ]T ({F}− [Mg]{ẍ})

where F is the external force in global coordinates,
including gravity, hip actuation, and torque in com-
pliant ankle joints. Then when the swing leg is swung
forward, the knee joint releases the shank.

2.3 Heel-strike Phase

In this phase, leg 1 (l1) is still the stance leg, while leg
2 (l2) is the swing leg. The heel contacts the ground
(heel-strike occurs). The EoM of the model changes
to: [

Mr ΞT
6

Ξ6 0

][
q̇+

Fc

]
=
[

Mrq̇−

−eΞ6q̇−

]
(8)

After the heel-strike, the foot rotates around the ankle
joint. The EoM of the model is: Mr ΞT

3 ΞT
6

Ξ3 0 0
Ξ6 0 0

 q̈
Fc1
Fc2

=

 Fr
−Ξ̃3
−Ξ̃6

 (9)

Note that the constraint equations guarantee that the
stance leg maintains foot contact with ground and the
swing leg maintains heel contact with ground. In ad-
dition, the spring constant k in the compliant ankle
joints should not be too big. Otherwise, the stance leg
will lose contact with ground. In this phase, since the
foot rotates around the ankle joint, the force generated
by the springs on the swing leg should be considered
as external force. Thus, in this event, the mass matrix
M would not include the point mass of the swing foot.

2.4 Toe-strike Impulse

The proposed walking model with flat feet introduces
a toe-strike impulse in addition to the heel-strike col-
lision. The EoM of the model is:[

Mr ΞT
4

Ξ4 0

][
q̇+

Fc

]
=
[

Mrq̇−

−eΞ4q̇−

]
(10)
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Figure 2: (a) Basin of attraction of the passive dynamic
walking model with flat feet and compliant ankles. The
blue layers of points represent horizontal slices of a three-
dimensional region of initial conditions that eventually re-
sult in the cyclic walking motion. The fixed point is indi-
cated with a red point, which is above one of the sample
slices. (b) Results of actively changing walking speed with
the same hip actuation and different ankle compliance (k
varies).

Note that in this phase, we consider that the ankle
joint of the swing leg is constrained to move in a cir-
cular orbit with toe as the center and distance between
toe and ankle joint as the radius. The force generated
by the spring on the swing leg should be considered
as external force, which can also be considered as the
constraint force of the circular orbit. After the toe-
strike, one step ends.

2.5 Effects of Hip Actuation and Ankle
Compliance

By application of the cell mapping method that has
been used in the several studies of passive dynamic
walking (e.g. (Wisse et al., 2004), (Wisse et al.,
2007)), we found that the model performs well in
the concept of global stability. The allowable er-
rors can be much larger than the results obtained in
(Wisse et al., 2004). This can be inspected by the
evaluation of the basin of attraction as shown in Fig.
2(a), which is the complete set of initial conditions
that eventually result in cyclic walking motion. One
can find that cyclic walking with initial conditions
in Table 1, emerges even if the initial step is nearly
fourfold as large, e.g. {α1(0) = 0.8, α̇1(0) = −2.3,
α̇2(0) = −0.8}. It indicates that passive dynamic
walking with flat feet and ankle compliance may play
better on rough terrain with ground disturbance.

It has been examined that optimized hip actuation
can improve the stability of the passive walker (Kurz
and Stergiou, 2005). In addition, one can use the hip
actuation as the control parameter to achieve stable
walking on uneven terrain (Schuitema et al., 2005)-
(Ueno et al., 2006). In our model mentioned above,
ankle compliance k can also be used as a control pa-
rameter to affect the walking gait. As shown in Fig.

2(b), under the same change of hip actuation, different
ankle compliance reveals different responses in walk-
ing velocity transition. It indicates that more compli-
ance results in more visible sensitivity to the change
of hip torque. According to the analysis of basins of
attraction with different k (Wang et al., 2007), we find
that a relatively small k will lead to more stable points.
However, more compliance in ankle joints may result
in often falling backward during walking. Thus, op-
timized ankle compliance may result in a more stable
bipedal walking that allows larger disturbance.

3 OPTIMIZATION BASED
WALKING CONTROL

In order to optimize the hip actuation and ankle com-
pliance which affect walking gait as analyzed above,
Particle Swarm Optimization (PSO) has been chosen
with a focus lying on quickly finding suitable results,
in view of time-consuming and adaptivity of the gait.
In the realization of the PSO algorithm, a swarm of
N particles is constructed inside a D-dimensional real
valued solution space, where each position can be a
potential solution for the optimization problem. The
position of each particle is denoted as Xi (0 < i < N).
Each particle has a velocity parameter Vi (0 < i < N).
It specifies that the length and the direction of Xi
should be modified during iteration. A fitness value
attached to each location represents how well the lo-
cation suits the optimization problem. The fitness
value can be calculated by a fitness function of the
optimization.

In this study, we used adaptive PSO with changing
inertia weight. The update equation for velocity with
inertial weight is described as follows:

vk+1
id = wvk

id + c1rk
1d(pbestk

id − xk
id)+ c2rk

2d(gbestk
d − xk

id)
(11)

where w is the inertia weight. vk
id is one component

of Vi (d donates the component number) at iteration
k. Similarly, xk

id is one component of Xi at iteration
k. pbesti (0 < i < N) and gbest are the personal best
position and the global best position at each iteration
respectively. c1 and c2 are acceleration factors. r1 and
r2 are random numbers uniformly distributed between
0 and 1. Note that each component of the velocity has
new random numbers. In order to prevent particles
from flying outside the searching space, the ampli-
tude of the velocity is constrained inside a spectrum
[−vmax

d , +vmax
d ].
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3.1 Fitness Function and Optimization
Process

For a specific passive walker, the mechanical param-
eters (length and mass distribution) are constant. To
control passive dynamic walking on uneven terrain,
we focus the control parameters on hip actuation P
and ankle compliance k. Then the two-dimensional
parameter space is (P, k). Here a set of parameters
stands for a particle of PSO. Since the walker will be
optimized with integration of stability and efficiency,
the fitness function is defined as follows:

σ = σs + γσe (12)

where σs and σe are the fitness value to assess the sta-
bility and efficiency of each set of parameters respec-
tively. γ is the tuning factor to change the importance
of the two characteristics.

There are several methods to evaluate the stabil-
ity of the passive dynamic walking. In this study,
the stability will be quantified by the modulus of the
Jacobian matrix of the mapping function as defined
in (Wisse et al., 2004). Here, we notate the maxi-
mal eigenvalue as λm, which represents the decreas-
ing speed of the deviation. The stability grades varies
for different sets of parameters even they all have a
stable fixed point. The smaller the λm is, the faster the
deviation decreases and the more stable the walker is.
The similar conclusion can be obtained when all sets
of parameters only have an unstable fixed point. The
larger the λm is, the more far from the stable state the
walker is. Then we define the fitness function of sta-
bility as the follows:

σs =
1

λm
(13)

Similar to (Collins et al. 2005) and (Wisse et al.,
2004), the energetic efficiency of walking can be eval-
uated by the specific resistance as follows:

Θ =
E

MgL
(14)

where E is the cost of energy. In this study, the energy
cost is generated only by the hip torque. M is the total
mass of the model. g is the acceleration of gravity. L
is the length of distance the robot passed. Then the
fitness function can be defined as follows:

σe =
1
Θ

=
Mgl

E
(15)

From (12), (13) and (15), we can obtain the whole
expression of the fitness function:

σ =
1

λm
+ γ

Mgl
E

(16)

Figure 3: The control scheme to overcome ground distur-
bance with optimized hip torque and ankle compliance.

Additionally, to evaluate the walking motion after
overcoming ground disturbance, we introduce an-
other expression of fitness function. We use further
walking distance d instead of the fitness efficiency σe.
Then the fitness function can be rewritten as:

σ =
1

λm
+ γd (17)

3.2 Gait Controller with Optimized
Parameters

After analyzing the effects of hip actuation and an-
kle compliance in the stability and adaptability of the
passive dynamic walker, we select P and k as the gait
control input. The output of the optimization simula-
tor Po(t) and ko(t) are added to the current actual hip
actuation Pa(t) and ankle compliance ka(t) (see Fig.
3).

This results in extra hip torque to move the swing
leg more forward and prevent tripping. The purpose
of the failure-detection block in Fig. 3 is to monitor
in simulations the foot contact and the knee locking
in order to detect whether walking failed. A failure
means that the robot fell either backward or forward
or that it started running (both feet leave contact with
ground). There is a active control counter module in
the diagram. It is used to count the times of applying
active control (increasing or decreasing P or k) during
one continuous walking. The output of this module
make the simulator change P or k. With the dynamic
model that adequately describing the real robot, an
adaptive optimizing control scheme can be done with-
out manually set to teach the robot and without the
robot damaging itself.

4 EXPERIMENTAL RESULTS

All the simulation experiments used the dynamic
model mentioned in Section II which was imple-
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Figure 4: Maximum ground disturbance with optimized hip
torque and ankle compliance that keep unchanged during
stable walking.

mented in MATLAB, using the parameter values
shown in Table 1. The numerical integration of the
second order differential EoMs uses the Runge-Kutta
method, which is similar to the simulation methods
mentioned in (Wisse et al., 2004).

4.1 Parameter Optimization

Based on the adaptive PSO with proper inertial weight
mentioned above, we optimized the hip torque (hip
actuation) and ankle compliance to achieve adaptive
walking with maximal allowable ground disturbance
of the model with parameter values in Table 1. The
testing scenario is a floor with one step down. The
height of the step is gradually chosen from the range
from 1mm to 20mm. The initial particles which rep-
resent the parameter set of P and k are randomly se-
lected from the corresponding points in 2(a) that will
finally achieve stable walking. During the walking
simulation of the dynamic model, the ground distur-
bance gradually increase. The optimization process
evaluates the maximum ground disturbance of the dy-
namic model with certain P and k. During the walk-
ing, the selected P and k keep constant to overcome
gradually increased ground disturbance. The opti-
mization finally record the maximum ground distur-
bance in each generation. The fitness function is (16).
Fig. 12 shows the results. It is clear that by apply-
ing the adaptive PSO, the optimization process can
quickly find the optimal parameter set. It also in-
dicated that with optimized hip actuation and ankle
torque, the passive dynamic walker can achieve stable
walking with no active control even if there is−11mm
ground disturbance.

4.2 Walking on Uneven Terrain with
Control

Starting from the optimized P and k with no active
control during walking simulations, we add the con-
trol scheme shown in Fig. 3 to the walking motion.
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Figure 5: Adaptive locomotion with active control on un-
even terrain. This result is obtained every 10 frames during
a continuous walking. (a) is the stick diagram. (b) and (c)
are the angular trajectories of the thigh and shank respec-
tively.

A preset ground disturbance occurs at known time
during the level walking. The active control counter
determines the times of active control to change P
and k. In this simulation, the ground disturbance
varies from −15mm to −25mm. The fitness function
of the optimization is (17). The counter first makes
the optimization simulator to actively change P and
k once when ground disturbance occurs. There was
no optimized set of P and k that can overcome the
−25mm step. Then the counter makes the simulator
to actively change P and k twice when ground distur-
bance occurs. The walker successfully achieved sta-
ble walking with −25mm disturbance (see stick dia-
gram shown in Fig. 5(a)). Fig. 5(b) and (c) show the
trajectories of hip and knee during the adaptive walk-
ing.

Note that the cyclic walking was initially actuated
by a relatively small hip torque. After one time of ac-
tive control (varying P and k), the hip torque increased
to move the swing leg more forward and prevent trip-
ping. Since there was a second time of active con-
trol, the trajectories of the swing thigh and the swing
shank transited to bigger limit cycles. Such optimized
P and k finally stabilized the walking motion after a
step down occurred.

Fig. 6 shows the optimization process of the
hip actuation and ankle compliance during the walk-
ing with two times of active control. We set that if
the walker can walk stably for enough time after the
ground disturbance, the walking motion is adaptive
on the uneven ground. Specifically, the distance is
the product of walking speed times 25 seconds. Fig.
6(a) demonstrates the results of further distance after
ground disturbance each generation. After four gen-

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

34



1 2 3 4 5 6 7 8 9
0

1

2

3

4

5

6

7

generation

fu
rt

h
er

 d
is

ta
n

ce
 (

m
)

(a)
17.6

17.8
18

18.2
18.4

18.6

14.5

15

15.5

16
0

1

2

3

4

5

6

7

hip torque (Nm)ankle compliance (Nm/rad)

fu
rt

h
er

 d
is

ta
n

ce
 (

m
)

(b)

Figure 6: Optimization of hip actuation and ankle compli-
ance. Both P and k vary during the continuous walking.
(a) is the results of further distance after ground disturbance
each generation. (b) is the results of selecting hip actuation
and ankle compliance during optimization.

erations, the walker can find optimized parameters to
overcome the step. Fig. 6(b) shows the process of
selecting P and k during the optimization. The ini-
tial hip torque is 5.5130Nm and ankle compliance is
12.2218Nm/rad. The two times of variance of P and
k are (18.0000Nm, 16.0000Nm/rad and (5.5000Nm,
15.4228Nm/rad) respectively.

Though there is no complex learning algorithm
in the control scheme, the walker can perform better
terrain adaptability comparing with other simulation
results (e.g. (Schuitema et al., 2005), (Wang et al.,
2006)).

4.3 Real Robot Experiments

To study natural and energy-efficient bipedal walking,
we designed and constructed a bipedal robot proto-
type, 1.2m in height and 20kg in weight. With the bi-
secting hip mechanism similar to (Wisse et al., 2007),
the prototype has five Degrees of Freedom (DOFs).
Two commercial motors are used in the hip joints to
perform hip actuation. Each leg consists of a thigh
and a shank interconnected through a passive knee
joint that has a locking mechanism. Springs are in-
stalled between the foot and the plate that is pushing
the leg up while it is rotated around the ankle. To pre-
vent foot-scuffing, we modified the foot with arc in
the front and the back-end. Specific mechanical pa-
rameters are shown in Table 1. In the experiment, by
using the proposed method, the robot tried to walk on
natural ground outdoor. The natural ground is not a
strict continuous level floor, where random irregular-
ity of the ground and slight slippery occurred. Fig. 7
shows the result.

The robot can achieve three-dimensional sta-
ble walking on natural ground with more than 10
steps. Comparing to the results of terrain adapt-
ability of other real robot experiments (e.g. two-
dimensional walkers (Wisse et al., 2005), (Ueno et al.,
2006)), the successful three-dimensional walking of
the robot prototype shows that the quasi-passive dy-

Figure 7: A sequence of photos captured during au-
tonomous walking of the robot prototype on natural ground.

namic walker with optimized hip actuation and ankle
compliance can perform stable walking with larger
ground disturbance.

5 CONCLUSIONS

In this paper, we have investigated how to control
passivity-based bipedal walkers to achieve stable lo-
comotion with terrain adaptability. Satisfactory re-
sults of simulations and real robot experiments in-
dicated that having the fixed mechanical parameters
during walking, the passivity-based walker can walk
on uneven terrain with larger ground disturbance by
optimized hip actuation and ankle compliance in view
of walking stability and efficiency. In the future, more
real robot experiments will be continued to overcome
more complex ground disturbance.
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AUTOMATIC APPROACH FOR RECTIFYING BUILDING 
FACADES FROM A SINGLE UNCALIBRATED IMAGE 
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Abstract: We describe a robust method for automatically rectifying the main facades of buildings from single images 
taken from short to medium distances. This utility is an important step in building recognition, 
photogrammetry and other 3D reconstruction applications. Our main contribution lies in a refinement 
technique for vanishing point estimation and building line grouping, since both significantly affect the 
location and warping of building facades. The method has been shown to work successfully on 96% of 
images from the Zubud-Zurich building database where images frequently contain occlusions, different 
illumination conditions and wide variations in viewpoint. 

1 INTRODUCTION 

The rectification of main building facades to their 
fronto-parallel view is of importance in building 
recognition, photogrammetry and other 3D 
reconstruction applications (Wang et al., 2005). It 
can simplify the extraction of metric information and 
recover the canonical shape of a building because 
the metric rectification allows the scene to be 
warped-back using a similarity transformation. In 
other words, the rectified view is almost free from 
perspective distortion. It should be noted that the 
rectification problem addressed here is different 
from image rectification for stereo vision, where the 
purpose is to match the epipolar projections of 
image pairs (Hartley, 1999). How to rectify a single 
uncalibrated image is a different challenge; and 
various approaches having been proposed and 
studied.  

As pointed out by Menudet et al. (2008), 
“camera self-calibration is intrinsically related to 
metric reconstruction”. Therefore, an important 
factor for rectification lies in obtaining accurate 
calibration parameters and inclusion of appropriate 
scene constraints. Menudet et al. (2008) described a 
new way of decomposing the scene-to-image 
homography, which allows a cost function to assess 
how close the rectification is to similarity. However, 
to obtain the calibration parameters, at least four 

images of the same scene were required. Using only 
a single image of a particular scene, Liebowits and 
Zisserman (1998) utilised some geometric 
constraints such as equal angles for rectification. 
Chen and Ip (2005) achieved rectification by using 
the vanishing line and an arbitrary circle extracted 
from the image to estimate the image of the absolute 
conic (IAC). In the context of rectifying building 
images, reliable geometric features such as parallel 
lines and orthogonal angles can be used as scene 
constraints (Hu, Sawyer and Herve, 2006; Robertson 
and Cipolla, 2004; David, 2008; Košecká and Zhang, 
2005). The estimation of the vanishing line is a 
major technique to recover images from perspective 
distortion. Hence, improving the accuracy and 
efficiency of computing these vanishing points is of 
foremost interest. Košecká and Zhang (2002) 
proposed a technique of applying the EM algorithm 
to detect vanishing points for images taken in 
man-made environments. The method achieved 
good accuracy with vanishing points being detected, 
on average, within 5 pixels of their true position. 
However, for building facade rectification, the 
following factors can adversely affect the success 
rate of detecting vanishing points. Firstly the images 
of the building can be taken in different illumination 
conditions and from different viewpoints. Secondly 
occlusion and scene clutter can obscure the building 
image. Finally, not all buildings have facades that 
are orthogonal to each other.  These issues have not 
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(d) (e) 

Figure 1: (a) Original Image (700×468 pixels) – Main Library of Sheffield University; (b) Line segments fitted to the 
connected edge points; (c) Line segments with length > 15 selected; (d) Histogram of line segment directions; (e) Separated 
groups of line segments associated with the three principal directions. 

been considered by existing methods for building 
rectification, and for this reason it is desirable to 
develop more robust methods that can handle these 
potential problems. 

In this paper, we first present a method based on 
Expectation-Maximisation (EM) algorithm for 
estimating the vanishing points of building images. 
Then, we show how to use the appropriate scene 
constraints appeared in the image to enable 
automatic rectification of the main building facades. 
The approach is described in Section 2. In Section 3, 
the results are presented and compared to Košecká 
and Zhang’s work (2002). Finally, we draw some 
conclusions. 

2 METHOD 

2.1 Line Segments Detection and Initial 
Grouping 

Lines, derived from local intensity edges, in building 
images contain significant and stable geometric 
information because the majority are aligned to the 
three principal axes. These three axes are associated 
with the 3D orthogonal real-world axes. Under 
perspective transformation, the parallel lines of 
buildings intersect at vanishing points in the image 
(though the actual vanishing points may be outside 
the area of the captured scene). Hence, first of all, 
we need to find those groups of lines that are 

associated with these vanishing directions. A 
conventional Canny edge detector was used to find 
edge strength and orientation followed by 
non-maximum suppression. Hysteresis thresholding 
was then used to further refine the recovered edges. 
We applied the edge-linking function (Kovesi, 
2000-2006) to the detected edges to label connected 
edge points. The linked points with a length under 
15 pixels were discarded since these lengths were 
determined experimentally to be inconsequential for 
our image sizes (typically 700×468 pixels). A 
line-fitting scheme was then utilised to form straight 
line segments from these linked edges. At this stage, 
a line segment list was produced, which contains the 
end point coordinates of all the computed line 
segments in the image coordinate frame. A typical 
example is shown in Fig. 1(b).  

In Fig. 1(b), we can easily see that most short 
line segments belong to the background or general 
scene clutter. The many short ones belonging to the 
building are also not reliable. Hence, the length of 
each segment was calculated and again ones longer 
than 15 pixels were selected. This small step also 
enables us to roughly segment the building region 
from the whole scene (Fig. 1(c)). The directions of 
all the lines were calculated in order to compute the 
histogram shown in Fig. 1(d). The top peaks which 
are at least five bins apart were selected after curve 
fitting to the histogram. The lines which have 
orientation within the range of +/-π/8 around a 
particular  peak  were included in the same group.
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(a)                     (b)                    (c) 

 
(d)                     (e)                    (f) 

Figure 2: (a) Building with occlusion; (b) Detected and initially grouped two sets of lines for image (a); (c) Refined line 
groups for (a); (d) Building with confusing line directions; (e) Two initial groups of lines for image (d) – left side of the 
image contain lines that do not belong to the expected vanishing direction; (f) Refined line groups of (d). 

The resultant three main groups are shown in Fig. 
1(e) as separate colours.  

For each group of line segments, we can now 
compute their initial vanishing point. In Fig. 1(e), 
each line segment is plotted by connecting their two 
end points x1 and x2. In a homogeneous form, 
x1 = (x1,y1,1) and x2 = (x2,y2,1). Under the 2D 
projective plane, the homogeneous line 
representation is obtained by: 
 

l = x1×x2                 (1) 
 

As mentioned above, under perspective 
transformations, parallel lines in the real-world 
coordinate frame intersect at vanishing points in the 
image plane. The two lines l1 and l2 intersect at the 
point v = l1×l2. Alternatively, the relationship 
between vanishing points and their associated lines 
can be expressed as vTl = 0. However, with so many 
pairs of lines available in each principal axis, we can 
produce many differing vanishing points. This 
requires us to solve the linear least square estimation 
problem: 

( )∑
=

n

i

T
iv

vl
1

2min              (2) 

where n is the number of lines. This formula (2) can 
be written as  
 

minv||Av||2                 (3) 
 

The rows of matrix A are the grouped lines with 
the same vanishing direction.  

Before solving the linear least square estimation 
problem, we need to normalise the image end-point 
coordinates since we are dealing with the case of an 
uncalibrated camera. More detailed information of 
normalisation can be found in Košecká and Zhang 
(2002). The initial vanishing point for each group 
was calculated by the closed form solution of (3), 
where the estimation of v was the eigenvector 
associated with the smallest eigenvalue of ATA. The 
initial grouping of lines and estimated vanishing 
points are accurate enough for the example image in 
Fig. 1(a). However, for images with occlusions or 
false groupings such as in Fig. 2(a) and (b), further 
refinement is necessary. For example, Fig. 2(a) 
shows a building with some occlusions. Its initial 
grouped lines (as shown in Fig. 2(b)) causes large 
errors in vanishing point detection. The building in 
Fig. 2(d) also contains lines that do not belong to the 
dominant vanishing directions but are still grouped. 

2.2 Further Refinement of Vanishing 
Points Locations based on EM 
Algorithm 

The refinement method is based on the Expectation 
Maximisation (EM) algorithm. We first compute the 
likelihood of line segments li belonging to each of 
the initially estimated vanishing points vk by the 
formula: 
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Figure 3: Flow chart of the refining process.

The upper half of the flow chart - Fig. 3 is 
mainly used for re-grouping lines and combining 
similar vanishing directions. The probabilities for 
each line corresponded to every vanishing direction 
were compared. The updated line groups were 
passed to the lower half of the algorithm when no 
lines are found to belong to other directions. The 
lower half eliminates lines with low probability for 
the direction they belong to so producing more 
accurate estimates of vanishing point locations. The 
iteration stops when line probabilities for each group 
are all above 0.1. In our experiments, t = 0.1 
normally is sufficient to give an accurate vanishing 
point. The effect of this refining process for Fig. 2(a) 
and (d) is shown in Fig.2(c) and (f).  

2.3 Automatic Rectification of Main 
Building Facades 

To automatically warp an image’s main building 
facades to the fronto-parallel view, we have to use 
the geometric information provided by the image, no 
external interaction should be required during the 
processing. We followed the approach described by 
Liebowitz and Zisserman (1998) as well as Hartley 
and Zisserman （2003). Here, we briefly summarize 
the method. The homography H which relates the 
points x in the image plane to x’ （homogeneous 
3-vector ）  in the real-world plane can be 
decomposed into three transformation matrices: H = 

Similarity * Affine * Projective.  
The first transformation is a pure projective 

transformation obtained with the vanishing line of 
the plane: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

321

010
001

lll
P              (5) 

where l1, l2 and l3 are the vector elements of the 
vanishing line l∞. Since the vanishing line is 
computed by the two vanishing points from their 
corresponding facade, the vanishing point 
corresponds to the vertical lines of the building 
normally need to be used twice. For images with 
three vanishing points, we decided the vertical 
vanishing point by exploiting the location of the 
coordinates of all vanishing points with respect to 
the image’s principal point. 

The affine transformation which enables the 
recovery of metric geometry is expressed as: 

⎟
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⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛ −
=

100
010
01

β
α

β

A              (6) 

where α and β are the two parameters involved in the 
transformation of circular points from the metric 
plane to the affine plane. When the metric geometry 
is restored it  includes  angles and length ratios of 
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(a)                                (b)                           (c) 

 
(d)                     (e)                    (f) 

Figure 4: (a) Building with facades not aligned with the three orthogonal axes; (b) Initial grouping for image (a); (c) 
Refined line groups for (b); (d) Image taken from a critical viewpoint; (e) Plenty of lines grouped falsely; (f) Refined line 
groups for (e).

non-parallel line segments. In order to determine α 
and β, two constraints for non-parallel line sets must 
be supplied. The constraints can be obtained from “a 
known angle between lines; Equality of two 
(unknown) angles; and a known length ratio” 
(Liebowitz and Zisserman, 1998). Each constraint 
produces a circle in the complex plane with α and β 
indeed its real and imaginary components. The value 
of α and β can be found at the intersection points of 
two circles. However, for the problem of building 
facade rectification, there is only one constraint that 
the detected line segments provide with high 
confidence — the right angle between the two sets 
of lines. Therefore, the parameter β is assumed to be 
1. This assumption is based on the fact that under 
affine transformations, the circular points with 
coordinates ( )Ti 0,,1 ± in the metric plane are 
mapped to ( )Ti 0,1,βα m . If no affine distortion 
occurred, the value of α and β is (0, 1)T.  

The last similarity transformation matrix is in the 
form of: 

⎟⎟
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⎝

⎛
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tsR
s  and ⎟⎟
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⎞
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−

=
θθ
θθ

cossin
sincos

R   (7) 

This final stage is used to: (i) adjust the image 
centre so that no coordinates of the image points has 
a negative value; (ii) rotate the line sets in order to 
make sure the majority of the lines in each group are 

aligned with the x and y axis directions; and (iii) 
scale the image up or down if the warped image size 
exceeds our desired value. 

3 DISCUSSION 

The approach proposed for building facade 
rectification was tested on the buildings images from 
the Zubud-Zurich buildings database (Shao and 
Gool, 2003). The method managed to rectify 96% of 
all the images tested. From this test, we found that 
the key to properly warp the building facades lies in 
the accuracy of the vanishing points and grouping of 
real-world parallel lines. The proposed refinement 
method was compared with Košecká and Zhang’s 
(2002) work on vanishing points detection. Our 
experiment shows following improvement in the 
context of rectifying building images:  
 
(1) Accuracy of Estimated Vanishing Points. 
Instead of assigning probability weights to each line 
for the Maximisation step described in [11], the lines 
with very low probability to the vanishing point of 
the associated group are eliminated or assigned to 
other groups. Therefore, lines which could degrade 
the estimate of vanishing point are reduced. From 
our experiments, the average deviation of vanishing 
points from its manually measured true position is 
five pixels, (the true  position was decided by using 
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Figure 5: Some example images with their associated warped facades. 

 

Figure 6: Deviation errors from being parallel of the projective warped lines (for first three building examples in Fig.5) – 
assessing vanishing point accuracy in each line set. 

ruler to extend major building lines and locating the 
intersection). 
 
(2) Better Grouping of Lines. Buildings can have 
facades which do not necessarily align with the three 
orthogonal axes as shown in Fig. 4(a). Images of 
buildings can also be taken from a critical viewpoint 
where false initial groupings occur (Fig. 4(d)). The 
problem of false grouping can also easily occur 
when the vanishing points’ initial position is decided 
by the intersection of lines with similar orientations. 
The refinement method solved this by iteratively 
adjusting the position of the vanishing points and 
line groupings.  
 
(3) Adaptable to Occlusion, Illumination and 
Viewpoint Change. These factors need to be 
considered when dealing with building images. Fig. 
5 shows some of the rectified building facades using 
the proposed method that have been successfully 
adapted. At the rectification stage, the accuracy of 
each vanishing point obtained with the final grouped 
line segments in each vanishing direction set can be 
also assessed by investigating parallel lines after 
applying the projective transformation P. In theory, 

the projective matrix P can recover the lines to 
affinity. This means that the line direction in each 
group should be the same. From the experiment, the 
average deviation error was 1.8%. Fig. 6 shows the 
plots of parallel deviation errors for the first three 
building example of Fig. 5. In addition, instead of 
directly applying computed projective, affine and 
similarity transformations to the original image, the 
three-stage transformations were only applied to 
grouped line sets. After the final transformation, 
three least-deviating (from parallel to x or y axis) 
line segments were selected for final image 
registration in order to reduce rectification distortion 
introduced by lines with large deviation errors. 

4 CONCLUSIONS 

In conclusion, our approach for building facade 
rectification is generally robust to occlusions, 
different illuminations, wide changes in viewpoint 
and different camera settings. The method could be 
improved further by analysing the peaks detected at 
the stage of curve fitting. For example, instead of 
selecting the highest two or three peaks for grouping, 
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minor peaks could also be included. Groups with 
similar initial estimates could be combined at the 
refinement stage. This kind of improvement can also 
enable rectification of a collection of buildings 
appeared in a single image.  
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Abstract: This paper presents a distributed strategy for the navigation of multiple autonomous robots. The proposed
planning scheme combines a decentralized receding horizonmotion planner, in which each robot computes its
own planned trajectory locally, with a fast navigation controller based on artificial potential fields and sliding
mode control technique. This algorithm solves the collision avoidance problem. It explicitly accounts for
computation time and is decentralized, making it suited forreal time applications. Simulation studies are
provided in order to show the effectiveness of the proposed approach.

1 INTRODUCTION

The research effort in multi-robots systems (MRS) re-
lies on the fact that multiple robots have the possibil-
ity to perform a mission more efficiently than a sin-
gle robot. Among all the topics of study in this field,
the issue of conflict resolution becomes an increas-
ingly important point. Many cooperative tasks such
as surveillance, search, rescue or area data acquisi-
tion need the robots to autonomously navigate with-
out collision.

Solving conflicts in MRS consists in introduc-
ing some coordination mechanisms in order to give
a coherence between the robot acts (Kuchar and
Yang, 2000). For motion planning, three coordination
mechanisms are identified:

• The Coordination by Adjustment, where each
robot adapts its behavior to achieve a common ob-
jective (Tomlin et al., 1998). However, most of the
planning algorithms are centralized, which often
limit their applicability in real systems.

• The Coordination by Leadership (or supervision)
where a hierarchical relationship exists between
robots (Das et al., 2002). Such an approach is easy
to implement. However, due to the lack of an ex-
plicit feedback from the followers to the leader,
the collision avoidance cannot be guaranteed if
followers are perturbed (during obstacle avoid-
ance for instance). Another disadvantage is that
the leader is a single point of failure.

• The Standardizationwhere procedures are prede-
fined to solve some particular interaction cases
(Pallatino et al., 2007). While this approach can
lead to straightforward proofs, it also tends to be
less flexible with respect to changing conditions.

Here, the problem of interest is the decentralized
navigation for autonomous robots through a coordi-
nation by adjustment. Each vehicle is modeled as
an unicycle with a limited sensing range in order
to capture the essential properties of a wide range
of vehicles. They are dynamically decoupled but
have common constraints that make some conflicts.
Indeed, each robot has to avoid collision with the
other entities. Furthermore, the proposed framework
allows moving (and static) obstacles to be avoided
since they can be modeled as non cooperative enti-
ties.

Motion planning consists in generating a
collision-free trajectory from the initial to the final
desired positions for a robot. Since the environment
is partially known and further explored in real
time, the computation of complete trajectories from
start until finish must be avoided. Therefore, the
trajectories have to be computed gradually over time
while the mission unfolds. It can be accomplished
using an online receding horizon planner (Mayne
et al., 2000), in which partial trajectories from an
initial state toward the goal are computed by solving
optimal control problems over a limited horizon.

Two strategies for motion planning in MRS
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are the centralized and decentralized (distributed)
approaches. Although the centralized one has been
used in different studies (see (Dunbar and Murray,
2002) for instance), its computation time which
scales exponentially with the number of robots, its
communication requirement and its lack of security
make it prohibitive. To overcome these limitations,
one can use a distributed strategy which results in be-
haviors closed to what is obtained with a centralized
approach. Recently, some decentralized receding
horizon planners have been proposed. In (Dunbar
and Murray, 2006), a distributed solution is provided
for the rigid formation stabilization problem.

In (Kuwata et al., 2006), the navigation problem is
solved through a coordination by leadership. Indeed,
the robots update their trajectory sequentially. In
(Defoort et al., 2007), a decentralized algorithm
based on a coordination by adjustment is proposed
to solve the navigation problem for MRS. However,
the large amount of information exchanged between
robots and the addition of several constraints make
this strategy prohibitive when the number of vehicles
increases.

One of other collision avoidance algorithm is
potential field method, where an artificial potential
function treats each robot as a charged particle
that repels all the other entities (Latombe, 1991;
De-Gennaro and Jadbabaie, 2006). However, most of
them are only based on relative position information
and do not consider coordination between coopera-
tive robots.

In this paper, we proposed a practical decentral-
ized scheme, based on a coordination by adjustment,
for real time navigation of large-scale MRS. As
illustrated in Fig. 1, the scheme consists of two
parallel processes:

• a distributed receding horizon planner, in which
each robot computes its own planned trajectory
locally, for the coordination between cooperative
robots,

• a reactive approach, which combines artificial po-
tential fields and sliding mode control technique,
for simultaneously tracking the planned trajectory
while avoiding collision with unexpected entities
(i.e. non cooperative entities).

The main advantages of the proposed strategy, espe-
cially for large-scale MRS, are the small amount of in-
formation exchanged between cooperative robots and
the robustness.

The outline of this paper is as follows. In Section
2, the problem setup is described. In Section 3, the
navigation algorithm is presented. Finally, numerical
results illustrate the effectiveness of the strategy.

RobotAn

Receding horizon

planner

planned trajectory

real control inputs

Reactive navigation

controller

planned velocity

of cooperative robots

actual position and velocity

Process 1

Process 2of non cooperative entities

actual position and velocity

(obstacles, moving objects)

Figure 1: Proposed navigation algorithm.

2 PROBLEM STATEMENT

2.1 Dynamic Model of the Robots

Each robotAn (n ∈ (1, . . . ,N) with N ∈ N), shown
in Fig. 2, is of unicycle-type. Its two fixed driving
wheels of radiusrn, separated by 2ρn, are indepen-
dently controlled by two actuators (DC motors) and
the passive wheel prevents the robot from tipping over
as it moves on a plane. Its configuration is given by:

ηηηn = [xn,yn,θn]
T

where(xn,yn) is the position of its mass centerCn and
θn is its orientation in the global frame.

yn

xn

θnY

Cn

j
Y
2ρn

�
� rn

Figure 2: Unicycle-type robot.

The dynamic model of robotAn is given as in (Do
et al., 2004):

η̇ηηn = J(ηηηn)zzzn (1)

Mnżzzn +Dnzzzn = τττn (2)

where

• Mn is a symmetric positive definite inertia matrix

• Dn is a symmetric damping matrix

• the transformation matrixJ(ηηηn) is

J(ηηηn) =
rn

2




cosθn cosθn
sinθn sinθn

ρ−1
n −ρ−1

n



 (3)
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• zzzn = [zr
n,z

l
n]

T wherezr
n, zl

n are the angular veloci-
ties of the right and left wheels. The relationship
betweenzzzn and the linear and angular velocities,
denotedvn, wn, is
[
zr
n

zl
n

]
= Bn

[
vn
wn

]
with Bn =

1
rn

[
1 ρn
1 −ρn

]
(4)

• τττn = [τr
n,τl

n]
T whereτr

n,τl
n are the control torques

applied to the wheels of the robot

Remark 1. System (1)-(2) is flat (see (Fliess et al.,
1995) for details about flatness) since all system vari-
ables can be differentially parameterized by xn, yn as
well as a finite number of their time derivatives. For
instance,θn, vn and wn can be expressed as

θn = arctan
ẏn

ẋn
, vn =

√
ẋ2

n + ẏ2
n, wn =

ÿnẋn− ẍnẏn

ẋ2
n + ẏ2

n

Remark 2. Speed uuun = [ẋn, ẏn]
T ofAn is restricted to

lie in a closed intervalSn

Sn =
{

uuun ∈ R
2 | ‖uuun‖ ≤ un,max

}
(5)

2.2 Assumptions and Control Objective

Assumption 1. The following assumptions are made:

• An knows its position pppn = [xn,yn]
T and its veloc-

ity uuun = [ẋn, ẏn]
T

• An has a physical safety area, which is centered
at Cn with a radius Rn, and has a circular com-
munication area which is also centered at Cn with
a radiusR̄n. Note thatR̄n is strictly larger than
Rn +Rj , j ∈ (1, . . . ,N), j 6= n

• An broadcasts (pppn,uuun) and receives(pppj ,uuu j)
broadcasted by other cooperative robotsA j , in its
communication area

• An can compute the relative position and velocity
(pppobsi ,uuuobsi ) of non cooperative entities within a
given sensing range

• At the initial time tini ≥ 0, each robot starts at a
location outside of the safety areas of other enti-
ties

The objective is to find the control inputsτττn for
each robotAn such that, under Assumption 1,

• An is stabilized toward its desired pointpppn,des, i.e.

lim
t→∞

‖pppn(t)− pppn,des‖ = 0 (6)

• collisions are avoided

• all computations are done on board in a decentral-
ized cooperative way

Remark 3. It should be noted that for collision avoid-
ance, one can distinguish two kinds of entities, i.e.

• cooperative robots which are involved in a de-
tected potential collision

• non cooperative entities which cannot cooperate
in the collision avoidance process. They represent
the moving objects and static obstacles.

3 DISTRIBUTED ALGORITHM

In order to solve the multi-robots navigation problem,
a decentralized algorithm combining two parallel pro-
cesses is proposed. First, a receding horizon planner,
in which each robot computes its own planned trajec-
tory locally, achieves middle-term objectives, i.e. co-
ordination between cooperative robots which are in-
volved in a detected potential collision. Then, a reac-
tive navigation controller is proposed to fulfill short-
term objectives, i.e. trajectory tracking while taking
into account non cooperative entities.

3.1 Conflicts and Collisions

Definition 1. (conflict) A conflict occurs between two
cooperative robotsAn andA j at time tk ∈ R

+ if they
are not in collision at tk, but at some future time, a
collision may occur.

The following proposition, based on the well-
known concept of velocity obstacle (Fiorini and
Shiller, 1998), is useful to check the presence of con-
flicts.

Proposition 1. Let us define for each pair (An,A j ),
the following variables depicted in Fig. 3:

βn j(tk) = arg(uuun(tk)−uuu j (tk))−arg(ppp j(tk)− pppn(tk))

αn j(tk) = arcsin
(

Rn+Rj

‖pppj (tk)−pppn(tk)‖

)

(7)
A necessary and sufficient condition for no conflict be-
tweenAn andA j at tk is:

|βn j(tk)| ≥ αn j(tk) (8)

Cn

Cj

un

u j

Rn +Rj

αn j
βn j

un−u j

Figure 3: Velocity obstacle concept.
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Definition 2. (conflict subset) For eachAn, the con-
flict subsetN n(tk) at time tk ∈ R

+ is the set of all co-
operative robots which are in the communication area
of An and in conflict withAn.

3.2 Receding Horizon Planner

The purpose of the distributed receding horizon plan-
ner is to decompose the overall problem into a family
of simple receding horizon planning problems which
are implemented in each robotAn.

In every problem, the same planning horizonTp ∈
R

+ and update periodTc ∈ R
+ (Tc < Tp) are used.

The receding horizon updates are

tk = tini +(k−1)Tc, k∈ N
∗ (9)

Remark 4. During the initialization step, that is to
say before robots move, we denote t0 = tini .

At each updatetk, robots in conflict exchange in-
formation about each others (position, velocity, . . . ).
Then, in parallel, every robotAn computes an antic-
ipated trajectory, denoted̂pppj(t, tk) and an anticipated
velocity ûuu j(t, tk), over the overall horizon, for allA j
belonging toN n(tk). These trajectories are obtained
without taking the collision avoidance constraint into
account. Therefore, by design, the anticipated trajec-
tory is the same in every receding horizon planning
problem in which it occurs. At last, in parallel, ev-
ery robotAn computes only its own planned trajec-
tory ppp∗n(t, tk) and planned velocityuuu∗n(t, tk), over the
planning horizonTp, in order to integrate the colli-
sion avoidance between cooperative robots. From the
planned trajectory and velocity associated to the plan-
ning horizonTp, only the part which corresponds to
the update horizonTc is stored.

Remark 5. Note that the first argument of ppp∗n, p̂ppn,
uuu∗n andûuun denotes time. The second argument is only
added to distinguish at which receding horizon update
the trajectory and velocity are computed.

The collection of distributed receding horizon
planning problems is formally defined as Problems 1-
2 for each robotAn.

Problem 1. For each robotAn and at any updatetk,
k∈ N:
Given: the actual positionspppn(tk), ppp j(tk) and the ac-
tual velocitiesuuun(tk), uuuj(tk) of robotAn and robotsA j
belonging toN n(tk), respectively.
Find: the anticipated trajectory and velocity pairs
(p̂ppi(t, tk), ûuui(t, tk)), ∀i ∈

{
i ∈ N | A i ∈ N n(tk)∪{An}

}

subject to the following constraints:





p̂ppi(tk, tk) = pppi(tk)
ûuui(tk, tk) = uuui(tk)
ûuui(t, tk) ∈ S i , ∀t ≥ tk

(10)

The anticipated trajectories are computed without
taking the collision avoidance constraint into account.
That is why, to integrate the path planning with local
collision avoidance, the following problem is solved.

Problem 2. For each robotAn and at any updatetk,
k∈ N:
Given: the anticipated pairs(p̂ppi(t, tk), ûuui(t, tk)), ∀i ∈{

i ∈ N | A i ∈ N n(tk)∪{An}
}

.
Find: the planned trajectory and velocity pairs
(ppp∗n(t, tk),uuu

∗
n(t, tk)) that minimizes

∫ tk+1+Tp

tk+1

(

an∑
j

Ûn j,rep(t)+‖ppp∗n(t,tk)− p̂ppn(t,tk)‖

)

dt

(11)
subject to the following constraints:





ppp∗n(tk+1,tk) = ppp∗n(tk+1,tk−1)
uuu∗n(tk+1,tk) = uuu∗n(tk+1,tk−1)
uuu∗n(t,tk) ∈ Sn, ∀t ∈

[
tk+1,tk+1 +Tp

] (12)

where

Ûn j,rep(t) =

{
0 if ρ̂n j(t) ≥ bn

1
2

(
1

ρ̂n j(t)
− 1

bn

)2
else

ρ̂n j(t) = ‖ppp∗n(t,tk)− p̂pp j(t,tk)‖− (Rn +Rj)
(13)

an andbn are strictly positive factors which can vary
among robots to reflect differences in aggressiveness
(an < 1, bn ≪ 1) and shyness (an > 1, bn ≫ 1).

One can note that the first part of cost (11) is de-
signed to enforce the collision avoidance between co-
operative robots. The cost term‖ppp∗n(t, tk)− p̂ppn(t, tk)‖
in (11) is a way of penalizing the deviation of the
planned trajectoryppp∗n(t, tk) from the anticipated tra-
jectory p̂ppn(t, tk), which is the trajectory that other
robots rely on. In previous work, this term was incor-
porated into the decentralized receding horizon plan-
ner as a constraint (Defoort et al., 2007). The formu-
lation presented here is an improvement over this past
formulation, since the penalty yields an optimization
problem that is much easier to solve.

Remark 6. One can note that constraints (12) which
guarantee the continuity of the planned trajectory and
velocity need ppp∗n(tk+1, tk−1) and uuu∗n(tk+1, tk−1) com-
puted in the previous step. Therefore, the proposed
planner is not able to reject external disturbances or
inherent discrepancies between the model and the real
process. However, it takes the real time constraint
into account. Indeed, each robot has a limited time
to plan its trajectory. The time allocated to make its
decision depends on its perception sensors, its com-
putation delays and is less than the update period Tc
(see Fig. 4).
The discussed claim for robustness in trajectory track-
ing will be achieved hereafter.
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tk tk+1

Anticipated trajectory

Planned trajectory

p∗n(t,tk−1)

p∗n(t,tk)

p∗n(t,tk)

Comput.

of

Comput.

of
p∗n(t,tk+1)

Figure 4: Implementation of the receding horizon planner.

Remark 7. A compromise must be done between re-
activity and computation time. Indeed, the planning
horizon must be sufficiently small in order to have
good enough results in terms of computation time.
However, it must be higher than the update period to
guarantee enough reactivity.

Remark 8. To numerically solve Problems 1-2, a
nonlinear trajectory generation algorithm (Defoort
et al., 2009) is applied. It is based on finding tra-
jectory curves in a lower dimensional space and pa-
rameterizing these curves by B-splines. A constrained
feasible sequential quadratic optimization algorithm
is used to find the B-splines coefficients that optimize
the performance objective while respecting the con-
straints.

3.3 Reactive Navigation Controller

Hereafter, a reactive approach, which combines arti-
ficial potential fields and sliding mode control tech-
nique, for simultaneously tracking the planned trajec-
tory while avoiding collision with unexpected entities
(i.e. non cooperative entities), is proposed.

Since the robot dynamics (1)-(2) is of strict feed-
back systems (see (Krstic et al., 1995) for details
about strict feedback systems) with respect to the
robot linear and angular velocities (i.e.vn andwn), a
backstepping procedure is used to design the control
input τττn. That is why the control design is divided
into two main steps.

3.3.1 Step 1 based on Artificial Potential Fields

Let us introduce the following notations:
{

θne = θn− γθn

vne = vn− γvn
(14)

whereγθn andγvn are auxiliary variables used to avoid
collisions. Replacing expressions (14) into the first
two equations of (1) and using (4) yield:

ṗppn =

[
cosγθn

sinγθn

]
γvn + ∆1n+ ∆2n (15)

with ∆1n = γvn

[
(cosθne−1)cosγθn −sinθnesinγθn

sinθnecosγθn +(cosθne−1)sinγθn

]

and∆2n = vne

[
cosθn
sinθn

]
.

The objective is to design the auxiliary variables
γvn and γθn such that robotAn robustly tracks its
planned trajectoryppp∗n while avoiding unexpected col-
lisions. Here, artificial potential functions are used in
order to design an attractive force between the robot
and its planned trajectory and a repulsive force to
avoid collisions.

In conventional potential field method (Latombe,
1991), the planned robot velocityuuu∗n is assumed to
be zero and the obstacle velocityuuuobsi is not consid-
ered. However, to make robotAn track the planned
trajectory among moving obstacles, velocitiesuuu∗n and
uuuobsi play key roles. This issue will be addressed
by extending the results given in (Huang, 2009).
Let us consider the conventional potential function
(Latombe, 1991):

Un = Un,att +Un,rep (16)

whereUn,att andUn,rep are, respectively, the attractive
potential defined to track the planned trajectoryppp∗n
and the repulsive potential related to collision avoid-
ance, specified as follows:

• The attractive potential is designed such that it
puts penalty on the tracking error and is equal to
zero when the robot is at its desired position, i.e.

Un,att =
1
2
‖pppn− ppp∗n‖

2 (17)

• The repulsive potential is designed such that it
equals to infinity when a collision occurs withAn
and decreases according to the relative distance
betweenAn and an obstacle, i.e.

Un,rep = cn∑
i

Uni,rep (18)

with

Uni,rep =

{
0 if ρni ≥ dn

1
2

(
1

ρni
− 1

dn

)2
else

(19)

where
ρni is the minimum distance between robotAn and
the obstaclei. cn anddn are strictly positive fac-
tors which have similar properties asan andbn.

Proposition 2. If the errorsθne and vne are asymptot-
ically stable,An robustly tracks its planned trajectory
ppp∗n while avoiding collisions using the auxiliary vari-
ables:

γvn =
[(‖uuu∗n‖cos(θ∗n−ψn)−cn ∑i ξni‖uuuobsi

‖cos(θobsi
−ψni)

+‖pppn− ppp∗n‖)
2 +‖uuu∗n‖

2 sin2(θ∗n− ψ̄n)]0.5

γθn = ψ̄n +arcsin
(
‖uuu∗n‖sin(θ∗n−ψ̄n)

γvn

) (20)
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with
θ∗n = arg(uuu∗n)
θobsi = arg(uuuobsi )
ψn = arg(ppp∗n− pppn)
ψni = arg(pppobsi − pppn)

ψ̄n = arctan
(

sinψn−cn ∑i ξni sinψni
cosψn−cn ∑i ξni cosψni

)

ξni =

{
0 if ρni ≥ dn(

1
ρni

− 1
dn

)
1

(ρni)
2

1
‖pppn−ppp∗

n‖
else

Proof. Let us differentiateUn with respect to time in
equation (16), i.e.:

U̇n = U̇n,att +U̇n,rep (21)

Substituting (20) into (21) yields after some geomet-
ric manipulations:

U̇n = ‖ppp∗n− pppn‖(‖uuu∗n‖cos(θ∗n−ψn)− γvn cos(γθn −ψn)

−cn ∑i ξni

(
‖uuuobsi

‖cos(θobsi
−ψni)+ γvn cos(γθn −ψni)

)
)

+

(
(pppn− ppp∗n)T −cn ∑i ξni

‖pppn−ppp∗n‖
‖pppn−pppobsi

‖
(pppn− pppobsi

)T
)

(∆1n +∆2n)

= ‖ppp∗n− pppn‖(‖uuu∗n‖cos(θ∗n−ψn)− γvn cos(γθn − ψ̄n)

−cn ∑i ξni

(
‖uuuobsi

‖cos(θobsi
−ψni)

)
)

+

(
(pppn− ppp∗n)T −cn ∑i ξni

‖pppn−ppp∗n‖
‖pppn−pppobsi

‖
(pppn− pppobsi

)T
)

(∆1n +∆2n)

= ‖ppp∗n− pppn‖(‖uuu∗n‖cos(θ∗n−ψn)−
√

γ2
vn −‖uuu∗n‖2 sin2(θ∗n− ψ̄n)

−cn ∑i ξni

(
‖uuuobsi

‖cos(θobsi
−ψni)

)
)

+

(
(pppn− ppp∗n)T −cn ∑i ξni

‖pppn−ppp∗n‖
‖pppn−pppobsi

‖
(pppn− pppobsi

)T
)

(∆1n +∆2n)

Assuming that the errorsθne andvne are asymptoti-
cally stable (i.e. ∆1n = ∆2n = 0), one can get from
(20):

U̇n ≤−‖ppp∗n− pppn‖
2 (22)

SinceUn ≥ 0 andU̇n ≤ 0, Un is bounded. That is
whyAn robustly tracks its planned trajectoryppp∗n while
avoiding collisions.

3.3.2 Step 2 based on Sliding Mode Technique

Now, the objective is to force the motion of robotAn
such that the errorsθne andvne are asymptotically sta-
ble. The proposed strategy is based on the so-called
second order sliding mode control (SMC) approach.
The SMC methodology (Utkin et al., 1999) is cho-
sen because it is a robust technique to control non-
linear systems operating under uncertainty conditions
(Fridman and Levant, 2002). Furthermore, second or-
der SMC can reduce the chattering phenomenon (high
frequency vibrations of the controlled system which
degrade the performances). Indeed, instead of influ-
encing the first sliding variable time derivative, the
signum function acts on its second time derivative.
This method can also achieve a better convergence
accuracy with respect to discrete sampling time than
conventional SMC (see (Fridman and Levant, 2002)
for a survey).

Let us apply to system (1)-(2) the following pre-
liminary feedback:

τ̄ττn = (MnBn)
−1 (τττn−Dnzzzn) (23)

whereτ̄ττn = [τ̄1n, τ̄2n]
T is the auxiliary control input.

Thus, system (1)-(2) can be expressed as follows:

η̇ηηn = J(ηηηn)Bn

[
vn
wn

]
(24)

[
v̇n
ẇn

]
= τ̄ττn (25)

Since the relative degree of system (24)-(25) with
respect to the sliding variablevne is only one, a dy-
namic extension is done before designing the control
(see (Isidori, 1989) for further details). Thus, an inte-
grator chain is added on the input variableτ̄1n.

There are several algorithms to ensure the finite
time stabilization of the sliding variablesθne andvne
towards the origin. Among them, the sampled twist-
ing algorithm (Fridman and Levant, 2002) has been
developed for systems with relative degree two. This
algorithm provides good convergence accuracy and
robustness properties. It does not require the knowl-
edge of the time derivative of the sliding variables and
takes into account some practical constraints such as
the sampling of the measurement and the control.

Proposition 3. Consider system (1)-(2). The errors
θne and vne are stable in finite time under the nonlin-
ear controller defined in (23) where

˙̄τ1n =

{
−λ1,M sign(θne) if θne∆θne > 0
−λ1,msign(θne) if θne∆θne ≤ 0

τ̄2n =

{
−λ2,M sign(vne) if vne∆vne > 0
−λ2,msign(vne) if vne∆vne ≤ 0

(26)

with

∆θne =

{
0 if k = 0
θne(kTs)−θne((k−1)Ts) else

∆vne =

{
0 if k = 0
vne(kTs)−vne((k−1)Ts) else

(27)
Ts is the sampling period, k∈ N is related to the time
of the process andλi,m, λi,M, i = 1,2 are positive con-
stants high enough to enforce the sliding motion.

Proof. It can be shown that this controller ensures
a finite time convergence of the trajectories onto
the manifold {vne = v̇ne = 0} and

{
θne = θ̇ne = 0

}

(see (Fridman and Levant, 2002) for further details).
Hence, the application of the control input (26) re-
sults in the robust finite time stabilization ofθne and
vne.

Remark 9. We would like to emphasize that although
not explicitly considered here the procedure based
on sliding mode control guarantees proper behavior
even in the presence of uncertainties in the mass and
inertia of the robots and additive disturbances to the
linear and angular velocities which constitute very re-
alistic assumptions.
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Once the sliding mode occurs on all the surfaces
(which happens in finite time), based on Proposition
2, the global control objectives, defined in Section
2.2, are fulfilled.

Some specific advantages of the proposed decentral-
ized algorithm are enumerated below:

• robustness with respect to uncertainties and dis-
turbances (sliding mode controller),

• reactivity (potential field functions),

• low communication bandwidth, i.e. small amount
of information is locally exchanged,

• reduction of deadlocks due to local minima in po-
tential field (anticipation and coordination mech-
anism through the receding horizon planner).

4 SIMULATION RESULTS

This section demonstrates the performance of the pro-
posed decentralized algorithm. The following simula-
tions showcase two different scenarios for which the
environment is partially known (i.e. the range of sen-
sors of each robot is of radius 1.5m).

The main parameters of the robots are:∀n, Rn =
0.25m, R̄n = 4m andun,max = 1m/s. For the decen-
tralized algorithm, the following parameters are used:
Tp = 3s, Tc = 0.5s, an = cn = 1, bn = 2, dn = 0.5,
λ1,M = λ2,M = 10,λ1,m = λ2,m = 1 andTs = 0.01s.

4.1 Scenario 1: Crossing

In this scenario, there are four robots (N = 4) start-
ing at ppp1(tini) = [5,0]T , ppp2(tini) = [15,0]T , ppp3(tini) =
[10,5]T andppp4(tini) = [10,−5]T respectively, with ve-
locities equal to zero. These robots must cross each
other in order to reach their desired configuration
ppp1,des= [15,0]T , ppp2,des= [5,0]T , ppp3,des= [10,−5]T

andppp4,des= [10,5]T . One can note that this problem
is not trivial due to its symmetry properties.

The simulation results are given in Fig. 5. One
can see that each robot modifies its trajectory in order
to avoid collision. Figure 5(b) depicts the evolution
of the distance between robots. Since it is higher than
0.5m, the collision avoidance is guaranteed.

4.2 Scenario 2: Reconfiguration with
Collision Avoidance

In this scenario, a swarm of five robots (N = 5) recon-
figures its geometric shape (from “linear” to “triangu-
lar”) while avoiding collisions with obstacles. The
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Figure 5: Four vehicles simulation: (a) Robot trajectories.
(b) Relative distances betweenA1 and other robots.

proposed decentralized controller has only a limited
knowledge of the obstacles (initially unknown). It
simply keeps the robots spaced out using the proposed
potential field technique. The five robots make deci-
sions in order to avoid collisions. One can note that
the number of potential conflicts is high.

One can see in Fig. 6 that under the proposed de-
centralized algorithm, the robots meet the objective
defined in Section 2.2. Note that the radius of obsta-
cles is increased by 0.25m (dotted lines around obsta-
cles) to take the size of robots into account.

5 CONCLUSIONS

A new distributed strategy for the navigation of mul-
tiple autonomous robots is presented. The pro-
posed scheme combines a decentralized receding
horizon motion planner to satisfy middle-term objec-
tives (coordination between cooperative robots) with
a fast navigation controller based on artificial poten-
tial fields and sliding mode control technique to sat-
isfy short-term objectives (collision avoidance and
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Figure 6: Collision avoidance of five robots.

trajectory tracking). The fact that there is no leader
increases the security and the robustness of the mis-
sions. Simulation studies are provided in order to
show the effectiveness of the proposed approach.

Experimental testing on WifiBot is under way. In
the future, it is planned to design real time observers
to estimate the relative velocities between robots.
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Abstract: This article studies the use of task partitioning as a way to reduce interference in a spatially constrained
harvesting task. Interference is one of the key problems in large cooperating groups. We present a simple
method to allocate individuals of a robotic swarm to a partitioned task, and show that task partitioning can
increase system performance by reducing sources of interference. The method is experimentally studied, both
in an environment with a narrow area and an environment without this constraint. The results are analyzed
and compared to the case in which task partitioning is not employed.

1 INTRODUCTION

In collective robotics, interference is a critical prob-
lem limiting the growth of a group: the time each
robot spends in non-task-relevant behaviors such as
obstacle avoidance increases when the density of indi-
viduals rises—see e.g., (Lerman and Galstyan, 2002).
The performance on tasks that suffer from physical
interference can typically be improved by spatial par-
titioning; for example, by keeping each robot in its
own “working area”. A known approach that uses this
rationale is the so called bucket-brigade (Fontán and
Matarić, 1996; Shell and Matarić, 2006). In this ap-
proach, robots hand over objects to robots working in
the following area, until the objects reach their des-
tination. As tasks usually cannot be partitioned ar-
bitrarily, this approach effectively limits the number
of robots that can be employed in the task. A pos-
sible solution to this problem, treating working areas
as non-exclusive, raises other problems: How should
individuals be allocated to tasks? How can such an al-
location help in limiting the amount of interference?

In this paper, we study how task partitioning can
help in reducing sources of interference. Additionally,
we show a simple way to achieve self-organized allo-
cation to such a task partition when using a robotic
swarm.

We use the foraging problem, one of the canon-
ical testbeds for collective robotics, as a base for
our studies. In our experiments, a swarm of homo-
geneous robots has to harvest prey objects from a

source area and transport them to a home area. In
this study, we limit ourselves to a harvesting task that
is pre-partitioned by the designer into two subtasks
with a sequential interdependency. We study a sim-
ple threshold-based model of self-organized alloca-
tion and focus on two questions: Under which en-
vironmental conditions is it advantageous to partition
the task? Can this partition reduce interference be-
tween group members? These questions are studied
in two experiments using a simulated robot swarm.

The paper is organized as follows. We first review
related works in Section 2. In Section 3 we explain the
task partitioning and the allocation method employed
in this study. Section 4 gives the methods used in the
experiments by describing the environments, the sim-
ulated robots, and the controller. In Section 5 the re-
sults of the experiments are given and discussed. Sec-
tion 6 draws some conclusions and discusses future
work.

2 RELATED WORK

Interference has long been acknowledged as being
one of the key issues in multi-robot cooperation
(Goldberg and Matarić, 2003). (Lerman and Gal-
styan, 2002) devised a mathematical model that al-
lows a quantification of the interference and its effect
on group performance. Probably, the most thorough
study was published by (Goldberg, 2001), who iden-
tified several types of multi-robot interactions. Gold-
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berg notes that one of the most common types of in-
terference is physical interference in a central area,
for example the nest. This kind of interference results
from resource conflicts, in this case physical space,
and can be arbitrated by either making sure that robots
stay in different areas all the time or by employing a
scheduling mechanism to ensure that robots use the
same space only at different times.

A simple method for reducing interference by us-
ing the first arbitration method mentioned is the so-
called bucket-brigade: robots are forced to stay in
exclusive working areas and to pass objects to the
following robot as soon as they cross the bound-
aries of their area (Fontán and Matarić, 1996; Shell
and Matarić, 2006). Recently, this has been ex-
tended to work with adaptive working areas by (Lein
and Vaughan, 2008). To the best of our knowledge,
current works concerned with bucket brigading only
studied the influence of interference due to obstacle
avoidance. Other sources of interference (e.g., ob-
ject manipulation) were never studied, although they
might have a critical impact on the performance of
any task partitioning approach. To quote (Shell and
Matarić, 2006): “If the cost of picking up or dropping
pucks is significant [. . . ], then bucket brigading may
not be suitable.”

Task allocation for multi-robot systems is a wide
field, which can be divided in intentional and self-
organized task allocation. Intentional task allocation
relies on negotiation and explicit communication to
create global allocations, whereas in self-organized
task allocation global allocations result from local,
stochastic decisions. A formal analysis and taxon-
omy that covers intentional task allocation has been
proposed by (Gerkey and Matarić, 2004). (Kalra
and Martinoli, 2006) recently compared the two best-
known approaches of intentional and self-organized
task allocation.

The field of self-organized task allocation is in
its early stages, as most studies tackle simple prob-
lems without task interdependencies. Studies in
self-organized task allocation are mostly based on
threshold-based approaches, taking inspiration from
division of labor in social insects. (Krieger and Bil-
leter, 2000) were among the first to propose threshold-
based approaches in multi-robot task allocation. (La-
bella et al., 2006) used threshold-based task alloca-
tion in a multi-foraging task. Similarly, (Campo and
Dorigo, 2007) used a notion of the group’s internal
energy to allocate individuals to a multi-foraging task.
Finally, (Liu et al., 2007) studied a multi-foraging task
while focusing on the influence of the use of different
social cues on the overall group performance.

3 TASK PARTITIONING
AND ALLOCATION

In this work, we study a collective foraging task. By
spatially partitioning the environment, the global for-
aging task is automatically partitioned into two sub-
tasks: 1) harvesting prey objects from a harvesting
area (source) and 2) transporting them to a home area
(nest). Robots working on the first subtask harvest
prey objects from the source and pass them to the
robots working on the second subtask, which store the
objects in the nest. These subtasks have a sequential
interdependency in the sense that they have to be per-
formed one after the other in order to complete the
global task once: delivering a prey object to the home
area.

Robots can decide to switch from one subtask to
the other, thus creating a task allocation problem: in-
dividual robots have to be allocated to subtasks and
different allocations yield different performance. As
a prey object has to be passed directly from one robot
to the other, a robot usually has to wait some time be-
fore passing a prey object to or receiving a prey object
from a robot working on the other subtask. This wait-
ing time can therefore give an indication of the alloca-
tion quality for the respective subtask: if the waiting
time is very long, there might not be enough robots al-
located to the other subtask. Thus, the robots can use
this waiting time to decide whether to switch subtask
or not. Ideally, the waiting time should be the same
for the two subtasks in order for the system to reach a
stable state and deliver optimal performance.

Our robots exploit a simple threshold-based model
to decide when to switch task: when the waiting time
tw is higher than a threshold Θ, a robot switches its
subtask. The robot’s waiting time is a function of the
average time the robots working in the other subtask
need to complete their task. The task-completion time
of a robot depends on two factors: 1) round-trip-time
(i.e., distance to travel) and 2) time lost due to interfer-
ence. Thus, the robot’s threshold Θ is a function of the
round-trip-time and the interference of the robots in
the other subtask. Therefore, the optimal task switch-
ing threshold depends on the task (i.e., time to harvest
a prey object) and the environment (i.e., distance be-
tween the source and the nest). As the parameters
of the environment are not pre-programmed into the
robots, determining the optimal threshold can be a
complex problem. In this work, we limit ourselves
to a simple method for setting this threshold: at the
start of the experiment, each robot draws a random
threshold that is used as its task switching threshold
throughout the experiment.

In the following, we study the properties of this
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simple self-organized task allocation strategy, com-
pare this strategy to a strategy without task partition-
ing, and analyze how it can help to reduce interfer-
ence. We refer to the two strategies as partitioned and
non-partitioned, respectively.

4 METHODS

This section describes the environments in which the
experiments are carried out, the simulated robots, and
the robot’s controller. Additionally, we describe how
we run the experiments and we introduce some met-
rics that we use to evaluate the properties of the sys-
tem.

4.1 Environments

We study task allocation in two different environ-
ments. In these two environments, the nest is marked
by a light source that can be perceived by all robots,
thus providing directional information. The environ-
ment is spatially partitioned in two parts: the source
is located on the left and the nest is located on the
right side of the arena. We refer to the two sides
of the arena as harvest area and store area, respec-
tively. The exchange zone is located between these
two areas. Robots working on the left side, called
harvesters, gather prey objects in the source and move
them to the exchange zone, where they pass them to
the robots working on the other side. These are re-
ferred to as storers: their role is to transport prey
objects to the nest and store them there. The nest,
the source, and the exchange zone can be detected
through environmental cues (ground color).

At time t = 0, the robots are randomly placed
in the harvest area. The experiments run for tmax =
18,000 time steps (a simulated time of one hour, with
a time step length of 200ms). The experiments are run
in two different arenas (see Figure 1). The first arena
(Figure 1a) is 4.125m long with a width of 1.6m at
the source and exchange zone, whereas the nest is
0.4m wide. The exchange zone is located 3.125m
away from the source. This arena is characterized by
the presence of an area, critical for the task, in which
high interference between robots can be expected (the
nest). Thus, this arena is referred to as the narrow-
nest environment.

The second arena (Figure 1b) has a rectangular
shape: it is 3.75m long and 1.6m wide. Here as well
the exchange zone is located 3.125m from the source.
The arena shape does not suggest the presence of any
zone where interference can be higher than in other

Figure 1: Depiction of (a) the narrow-nest environment
used in the first experiment and (b) the wide-nest environ-
ment used in the second experiment. The gray stripes are
the source (left), and the nest (right), each 0.25m deep. The
black stripe is the exchange zone, that is 0.5m deep. The
light source is marked with “L”.

places. This arena is referred to as the wide-nest en-
vironment.

The area of both arenas is 6m2, 5m2 for the har-
vest area and 1m2 for the store area. The overall area
is the same in the two arenas, so that the same group
size results in the same robot density. Thus, results
are comparable across the two environments.

4.2 Simulation

The experiments are carried out in a custom simula-
tion environment that models geometries and func-
tional properties of simple objects and robots. Our
robots’ model is purely kinematic. Prey objects are
simulated as an attribute a robot can posses and not as
physical entities. Although the experiments are con-
ducted in simulation only, the simulated robots have
a real counterpart: the swarm-bot robotic platform
(Mondada et al., 2004). The platform consists of a
number of mobile autonomous robots called s-bots,
which have been used for several studies, mainly in
swarm intelligence and collective robotics—see for
instance (Groß et al., 2006) and (Nouyan et al., 2008).
The simulated s-bots are of round shape, with a diam-
eter of 0.116m. Each of them is equipped with 16
infrared proximity sensors, used to perceive obstacles
up to a distance of 0.15m. Eight ambient light sensors
can be used to perceive light gradients up to a distance
of 5.0m. The robots are equipped with 4 ground sen-
sors used to perceive nest, source and exchange zone.
A 8 LEDs ring is used to signal when a prey object
is carried. An omnidirectional camera allows the per-

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

54



ception of LEDs in a circle of radius 0.6m surround-
ing the robot. A uniform noise of 10% is added to all
sensor readings at each simulation step. The robots
can move at a maximum speed of 0.1 m/s by means of
a differential drive system.

4.3 Controller

All the robots share the same, hand coded, finite state
machine controller depicted in Figure 2. The con-
troller consists of two parts, each corresponding to a
possible subtask a robot can perform. Gray states re-
fer to the harvest subtask, white states to the store
subtask. Since all the robots start in the harvest
area, their controller is initially set to perform anti-
phototaxis. In this way they will reach the source,
where they can start retrieving prey objects. The be-
havior of each robot is a function of the task it is per-
forming. Harvesters not carrying a prey object move
towards the source, where they can find prey. Har-
vesters carrying a prey object, move to the exchange
zone and wait for a free storer. Upon arrival of such
a storer, the harvester passes the prey object to it.
Storers carrying a prey object move towards the nest,
where they can deposit the object. Storers not car-
rying a prey object head to the exchange zone and
search for a harvester with a prey object. Robots can
detect other robots carrying a prey on the basis of the
color of their LED ring. While moving, each robot
avoids obstacles (walls and other robots).

Task switches can occur: a harvester carrying a
prey object can decide to become a storer, and a storer
not carrying a prey object can decide to become a har-
vester. As mentioned before, robots switch task de-
pending on an internal threshold Θ, representing the
maximum amount of control cycles they can spend in
the transfer zone waiting to pass (harvesters) or re-
ceive (storers) a prey object. If a robot remains in the
transfer zone longer than its threshold without pass-
ing or receiving prey objects (tw > Θ), it switches its
task. The optimal threshold value is not trivial to de-
termine. In the work presented here, we use a sim-
ple method to set the threshold Θ: at the beginning
of the experiment, each robot draws a random thresh-
old, sampled uniformly in the interval [0,1000]. We
chose this method because it is independent of the en-
vironment and does not rely on complex approxima-
tion techniques. The threshold value does not change
during the experiment. In case of the non-partitioned
strategy, the threshold is set to Θ = 0, causing the
robots to switch subtask immediately as soon as they
reach the exchange zone.

Figure 2: Simplified state diagram of the controller of the
robots. Gray states belong to the harvest task, white states
to the store task. The obstacle avoidance state has been
omitted for clarity, as it is applicable in all states of the
robot. tw is the time spent in the exchange zone and Θ is
the threshold.

4.4 Experiments

The goal of the experiments is to investigate whether
task partitioning can reduce interference in task-
critical zones, and how to allocate a robotic swarm to
partitions. As pointed out by (Lerman and Galstyan,
2002), interference is related to the number of indi-
viduals in the system. Additionally, the physical in-
terference between robots is also a function of the en-
vironment the robots act in. The higher the group size,
the higher the density, resulting in a higher amount of
physical interference. Thus, in order to study interfer-
ence in our experiments, we increase the size of the
group in each of the two environments shown in Fig-
ure 1, while using both strategies (non-partitioned and
partitioned). We study the performance of the system
when the group size N ranges in the interval [1,40].
We run 50 repetitions for each value of N and each
experimental settin.

4.5 Metrics

In order to quantify the influence of interference, we
measure the group performance P by the number of
prey objects collected by the swarm at the end of the
experiment (tmax = 1 hour). From the group perfor-
mance measure we can derive the individual efficiency
as follows:

Ieff = P/N, (1)

where N is the size of the group. Individual efficiency
can help to understand the effect of interference on
the performance.

In order to measure the influence of environmen-
tal features on the interference, we define an inter-
ference measure taking inspiration from (Rosenfeld
et al., 2005). In their work, interference is measured

INTERFERENCE REDUCTION THROUGH TASK PARTITIONING IN A ROBOTIC SWARM  - Or: "Don't you Step
on My Blue Suede Shoes!"

55



0 10 20 30 40

0
10

0
20

0
30

0
40

0

P
re

y 
ob

je
ct

s 
re

tr
ie

ve
d 

(P
)

● non−partitioned
partitioned

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

● ●
● ● ●

● ● ●
● ●

● ●
●

●
●

● ●
●

●

● ●
●

0
10

20
30

40
50

Number of robots (N)

P
re

y 
ob

je
ct

s 
re

tr
ie

ve
d

by
 in

di
vi

du
al

 r
ob

ot
 

(I
e

ff
)

● ●
●

● ● ● ● ● ● ● ●
●

●

●

●

●
● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

Figure 3: (a) Performance P and (b) individual efficiency Ieff for increasing number of robots in the narrow-nest environment.
The black continuous line refers to the case of no task partitioning, the black dashed line to the case of partitioning. Gray
lines indicate the 95% confidence interval on the expected value.

as the time spent performing actions not strictly re-
lated to the task, but rather lost due to negative inter-
actions with the environment (e.g., obstacle avoidance
maneuvers). By registering the number of collisions
for each area of the arena, we can draw conclusions
about where physical interferences happen most of-
ten. We measure interference through the state of the
controller: in our case a robot is experiencing inter-
ference each time its controller perceives an obstacle.

In case of a partitioned task, there is another
source of inefficiency that adds to interference: the
time lost in the exchange zone. We define the strat-
egy cost C as the sum of time lost because of physical
interference and time lost in the exchange zone:

C = Tint +Tpart, (2)

where Tint is the amount of time steps during which
the controller perceives an obstacle, and Tpart is the
total amount of time steps spent in prey passing
maneuvers. By using this metric, the cost of the
non-partitioned strategy is purely due to interference
(Tpart = 0), while in case of the partitioned strategy,
prey passing costs add to interference costs. In a way,
passing a prey object produces another kind of inter-
ference in the system. The strategy cost captures this
effect, thus allowing for a comparison of strategies.

5 RESULTS AND DISCUSSION

The graphs in Figures 3a and 4 show the perfor-
mance P for different group sizes in the narrow-nest
and wide-nest environment respectively. Figure 3b
shows the individual efficiency Ieff of the robots in
the narrow-nest environment. Black curves are the
average computed over the 50 repetitions of each set-
ting, gray curves indicate the 95% confidence inter-
val on the expected value. The performance graph
in Figure 3a shows that the partitioned strategy im-
proves performance in the narrow-nest environment.
The graph shows that the non-partitioned strategy per-
forms better than the partitioned strategy for small
group sizes (up to N = 13 robots). However, increas-
ing the group size makes the non-partitioned strategy
collapse: the number of gathered prey objects drops
dramatically for groups larger than 13. The individual
efficiency graph (Figure 3b) can explain the behavior
of the system. The robots employing the partitioned
strategy are less efficient, for small group sizes, than
those performing the non-partitioned strategy. How-
ever, the addition of more individuals affects the ef-
ficiency of the non-partitioned group in a more dra-
matic way. At a certain point, the drop in efficiency
becomes very steep for the non-partitioned strategy.
On the other hand, the partitioned strategy scales bet-
ter: individual efficiency drops smoothly. This ex-
plains why a group using the partitioned strategy per-
forms better: it can benefit from the work of more
individuals and therefore collects more prey objects.
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strategy, where only physical interference through colli-
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These considerations do not hold in the wide-nest en-
vironment. The performance graph in Figure 4 shows
that the non-partitioned strategy performs better than
the partitioned strategy for group sizes N < 33. In

both the environments, independently of the strat-
egy used to accomplish the task, the system collapses
when the area is saturated by the swarm.

Figure 5 shows the effect on the cost of increas-
ing the number of robots in the narrow-nest environ-
ment. The graph compares the cost C of each of the
two strategies for different group sizes. In case of the
partitioned strategy (Figure 5a), the graph shows each
component of the cost (Tint and Tpart). Clearly, task
partitioning has the effect of reducing the cost due
to interference but has the disadvantage of increasing
the cost due to time lost. The probability of two or
more robots encountering each other increases with
the robot density. Although this determines a higher
interference cost (i.e., Tint), it decreases the cost due to
lower waiting time (i.e., Tpart) in the case of the parti-
tioned strategy. Partitioning performs better when the
gain from interference reduction is greater than the
loss of performance due to partitioning inefficiencies.
These considerations hold in the narrow-nest environ-
ment, where the likelihood of physical interference in
a task-critical zone is very high. In the wide-nest en-
vironment, interference in the nest is as likely as inter-
ference in the exchange zone. Thus, it is not benefi-
cial to pay the cost of waiting and the non-partitioned
strategy performs better for any group size.

The mechanism by which partitioning reduces in-
terference costs can be deduced by comparing the in-
terference graphs in Figure 6. The graphs show the
number of times that physical interference (as de-
fined in Section 4.5) was registered in each region
of the narrow-nest environment. The total area was
discretized in squares of 1cm2. Figure 6 shows the
results obtained with 18 robots, in the case of the
non-partitioned strategy (Figure 6a) and in the case
of the partitioned strategy (Figure 6b). The graphs
show that the use of the non-partitioned strategy leads
to high interference in the nest, which becomes con-
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gested. Partitioning the task reduces the robot den-
sity in the nest, thus spreading the interference more
uniformly across the arena. In addition, the overall
interference diminishes because the exchange zone is
wider: the robots have more freedom of movement
and collide less often. Although the graphs show only
data collected with 18 robots, experiments with dif-
ferent group sizes produced similar results.

6 CONCLUSIONS AND FUTURE
WORK

Interference can be an issue when working with
swarms of robots. In this work, we used task parti-
tioning and allocation to reduce interference between
robots sharing the same physical space. We manu-
ally partitioned the environment and employed a sim-
ple self-organized strategy for allocating individuals
to subtasks. Results show that a partitioning strategy
improves performance in a constrained environment.
Additionally, we identified cases in which partition-
ing is not advantageous and a non-partitioned strategy
should be used. The proposed strategy is fairly simple
and far from being an optimal solution, nevertheless
we improved the performance of the swarm when in-
terference was costly.

Future work will concern the identification of the
optimal allocation in the studied environments as well
as the development and study of a strategy that can
find this optimal allocation in a self-organized and
adaptive way. In addition, the interference metric pro-
posed in Section 4.5 could be used by the robots to
decide whether to partition the task. In this way, we
could achieve even better performance, since parti-

tioning would be employed only when strictly needed.
Finally, the goal is to validate the system using the
real robots.
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Abstract: Estimating a robot’s reachable workspace is a fundamental problem in robotics. For simple kinematic chains
within an empty environment this computation can be relatively straightforward. For mobile kinematic struc-
tures and cluttered environments, the problem becomes more challenging. An efficient probabilistic method
for workspace estimation is developed by applying a hierarchical strategy and developing extensions to a prob-
abilistic motion planner. Rather than treating each of the degrees of freedom (DOFs) ‘equally’, a hierarchical
representation is used to maximize the volume of the robot’s workspace that is identified as reachable for each
probe of the environment. Experiments with a simulated mobile manipulator demonstrate that the hierarchi-
cal approach is an effective alternative to the use of an estimation process based on the use of a traditional
probabilistic planner.

1 INTRODUCTION

The reachable workspace Wreach is defined as the
volume or space within which all the points can
be reached by a reference point of the mechanism,
for example, the centre of the end-effector (Kumar,
1980). Reachable workspace estimation is a fun-
damental problem in robotics as workspace proper-
ties can represent important criteria in the evalua-
tion and design of mechanical manipulators (Lenar-
cic and Umek, 1994; Badescu and Mavroidis, 2004),
robots (Zacharias et al., 2007) and environmental lay-
outs (Yang et al., 2008). The determination of Wreach
involves a considerable amount of numerical calcula-
tions, which increases with the number of degrees of
freedom of the mechanism and the complexity of the
environment.

For kinematic chains within an empty environ-
ment the computation of Wreach can be relatively
straightforward. For mobile kinematic structures in
the presence of obstacles, the problem becomes more
challenging. Notably, estimating the Wreach for a mo-
bile robot can be expressed in terms of the ability
of the device to plan motions within its environment.
Motion planning emerged as a crucial and productive
research area in robotics in the late 1960’s (Latombe,
1991) and its applications in real world problems con-
tinue to attract researchers from all over the world.

In basic motion planning (Latombe, 1991), given

a robot A and a static workspace W containing a set
of obstacles, the objective is to determine a collision-
free motion between the specified start and goal for
A . A configuration c of A is a specification of the
position and orientation of A in W . A configuration
c is said to be free if A positioned at c does not col-
lide with any obstacles in W . The free configuration
space C f ree is defined as the set of all free configura-
tions of A . The motion planning problem is therefore
formulated as computing a path in C f ree between two
given configurations.

A complete solution to the motion planning prob-
lem is known to be exponential to the robot’s degree
of freedom (DOF) (Canny, 1988). As a consequence
a number of heuristic approaches to path planning
have been developed. The main difference between
the probabilistic approaches and earlier complete ap-
proaches is that the probabilistic approaches do not
attempt to construct an exact representation of C f ree.
Rather they create a simplified graph that approxi-
mately “covers” C f ree and captures its connectivity in
reasonable time. The Probabilistic Roadmap Method
(PRM) (Horsch et al., 1994; Kavraki et al., 1996) is a
popular heuristic motion planner. The algorithm first
constructs a roadmap by connecting randomly sam-
pled collision free configurations and then answers
multiple queries by attempting to connect them to the
roadmap.

In estimating a robot’s workspace it is important to
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Figure 1: (a) A consists of Abase and Aarm that has two links L1 and L2 connected by revolute joints. The configuration of A
is written as (x,y,θ,φ1,φ2). (b) Representations of the hierarchical occupancy of A are shown in different colors. The body
itself also has occupancy constraints but these are not shown.

observe that some DOFs are likely to be more impor-
tant than others in terms of their effect on how much
of the workspace is reachable. In addition, it may
be possible to construct subspaces of the workspace
defined by arbitrary configurations of certain com-
binations of joints. Motivated by these observations
we explore the use of a hierarchical structure of the
DOFs of the kinematic device to establish the en-
tire Wreach. In this hierarchy we order the DOFs of
the robot in terms of their predefined “importance”.
Then we consider corresponding sub-versions of the
kinematic structure in which sub-versional joints are
considered over their range of motion. Each of these
sub-versions defines a reachability subspace that can
be established as being reachable with a single probe
into the robot’s workspace. This hierarchical search
mechanism can be used to enhance the probabilistic
algorithms for reachable workspace estimation.

This paper is structured as follows. Section 2
reviews existing algorithms for reachable workspace
estimation. Section 3 outlines our hierarchical ap-
proach. Section 4 includes comparison results from
applying the hierarchical approach and basic PRM to
a simulated mobile manipulator. Finally Section 5
summarizes the work and provides possible directions
for future research.

2 RELATED WORK

Although a range of techniques exist for reachable
workspace estimation (Badescu and Mavroidis, 2004;
Hsu and Kohli, 1987; Zacharias et al., 2007) most
existing approaches consider the problem for robotic

manipulators and do not consider arbitrary obstacles
in the environment. Robotic manipulators are fixed at
one end and this assumption provides certain efficien-
cies for reachable workspace estimation. For exam-
ple, one straightforward method to compute Wreach
is to take planer sections of the workspace defined
by the joint angles that make up the kinematic struc-
ture and determine the contour of the section in the
plane. Rotating and translating this plane based on
other joints in the chain yields the three-dimensional
workspace (Morecki and Knapczyk, 1999).

A numerical approach calculates the exact Wreach
by tracing boundary surfaces of a workspace (Kumar,
1980). In this approach, an imaginary force is applied
to the reference point at the end-effector in order to
achieve the maximum extension in the direction of the
applied force. The manipulator reaches its maximum
extension when the force’s line of action intersects all
joint axes of rotational joints and is perpendicular to
all joint axes of prismatic joints. The drawback of
this algorithm is its exponential time complexity and
that it only deals with manipulators that have ideal
joints (without limits). A more efficient system was
later developed for computing Wreach for manipula-
tors with joint limits (Alameldin et al., 1990). The
system decomposed the problem into two subprob-
lems: workspace point generation by direct kinematic
based techniques and surface computation by extract-
ing the workspace contours utilizing a subset of the
points generated in the first module.

Much work has been done on capturing workspace
properties for interesting kinematic structures such as
human arms (Lenarcic and Umek, 1994; Zacharias
et al., 2007) and reconfigurable robotic arms (Bade-
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Figure 2: Construction of R . Upper row shows the generation and classification of one node. The rank of a node cr is calcu-
lated by checking the hierarchical occupancy representation of A . The lower row shows the hierarchical PRM in operation.
The coverage and connectivity of R increases as more nodes are added.

scu and Mavroidis, 2004). Lenaric and Umek devel-
oped a simplified kinematic model to represent human
arm motion. Wreach was determined by calculating
the reference point on the wrist for all combinations
of values of joint coordinates inside the given ranges.
Another approach presented by Zacharias et al. dis-
cretizes the workspace into equally sized small cubes.
Into each cube a sphere is inscribed and sample points
on the sphere are examined using inverse kinematics.
The percentage of the points on the sphere that are
reachable is used to represent its level of reachability.

The structure of Wreach for a given device can be
very complex. Existing methods aim at capturing the
exact shape and volume of Wreach and they involve
a considerable amount of numerical, time-consuming
calculations. It can be expensive to compute exact
Wreach for a mobile robot in a cluttered environment.
In this paper we develop a probabilistic algorithm to
give a proper estimation for Wreach for an arbitrary
mobile device operating in a known and cluttered en-
vironment.

3 HIERARCHICAL REACHABLE
WORKSPACE ESTIMATION

For a robot A moving in the workspace W , the
robot’s degrees of freedom (DOFs) are the mini-
mum set of independent displacements/orientations
that specify A’s complete position and orientation in
W . Thus a configuration c of A with n DOFs can be

specified as a set of n parameters, say j1, ..., jn, and
theoretically there can be O(n2) different orderings of
the joints. First we define an ordering of the DOFs
such that more important DOFs have a lower index.
Although there can be many definitions according to
the nature of the problem, here we define the impor-
tance of a DOF by its effect on the volume of A’s oc-
cupation in W . This importance weight is expressed
more formally below.

For a point a in A , let Pa : C →W be the mapping
that calculates the position of point a in W when A is
placed at configuration c. Depending on the position
of a in A , Pa is a function of c′ ⊆ c. We say that a is
determined by a DOF ji if ji ∈ c′. Now we can define
a weight function of a DOF ji in terms of the volume
of A in W determined by it:

Defn 1: w( ji) =| {a ∈ A | a is determined by ji} |.
A DOF jx is more important than jy if w( jx) >

w( jy). Therefore we can write the configuration c as
a vector of length n in a decreasing order of their im-
portance, say c = ( j1, j2, ... jn), i.e. for i = 1,2, ...n−
1,w( ji)≥ w( ji+1).

Take the 5-DOF mobile manipulator shown in
Figure 1 as an example. x and y determines the en-
tire robot, and θ determines all the portions except
the rotation center of the mobile base (assume the mo-
bile robot can rotate around its center). φ1 determines
links L1 and L2. φ2 determines link L2. Therefore,
w(x) = w(y) > w(θ) > w(φ1) > w(φ2), and the or-
dered configuration can be written as (x,y,θ,φ1,φ2)
(or (y,x,θ,φ1,φ2)).
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Given an ordering of the DOFs, we seek a hier-
archical representation within which certain joint an-
gles are ‘free’ and can assume arbitrary values within
some previously defined domain. Let the domain of
ji be Di, cr = ( j1, j2, ... jr) is a subset of D1×D2×
...Dn, given by {∀xr+1 ∈ Dr+1,xr+2 ∈ Dr+2, ...xn ∈
Dn | ( j1, j2, .. jr,xr+1,xr+2, ...xn)}. That is cr is the set
of possible configurations with joints 1...r having spe-
cific values but joints r+1...n being free. This hierar-
chical concept applies to general kinematic structures
in the domain of motion planning.

Algorithm 1: Node selection.

1: nodeFound ← f alse
2: while ¬nodeFound do
3: c← a randomly chosen configuration in C
4: for k ← 1 to n do
5: if V (ck) then
6: nodeFound ← true
7: break
8: end if
9: end for

10: end while
11: N ← N∪{ck}

In order to integrate the above hierarchy into the
workspace estimation process, we first perform two
types of analysis to the hierarchical representations:
occupation analysis and reachability analysis. Define
the occupied area OAc(cr) of cr as the union of the
occupied volume in W of every element in cr, and
the reachable area RAc(cr) of cr as the union of the
reachable points of every element in cr. Under the
hierarchy nodes with lower r occupy and reach larger
workspace than those with higher r. To be precise, we
have these two lemmas:

Lemma 1. ∀i, j ∈ [0,n], i < j =⇒ OAc(ci) ⊇
OAc(c j). For some configuration of A , the occupied
workspace of the lower hierarchy is the superset of
that of the higher hierarchy.

Lemma 2. ∀i, j ∈ [0,n], i < j =⇒ RAc(ci) ⊇
RAc(c j). For some configuration of A , the reachable
workspace of the lower hierarchy is the superset of
that of the higher hierarchy.

In addition, let V (c) be the function that returns
true iff A is collision free when it is at configuration c.
Similarly, V (cr) returns true iff every element in cr is
valid, i.e. OAc(cr) does not collide with any obstacle
in the environment. Therefore, we have the following
lemma:

Lemma 3. ∀i, j ∈ [0,n], i < j∧V (ci) =⇒ V (c j).
For some configuration of A , that its lower hierarchi-
cal representation is free implies the higher hierarchi-
cal representation is free, too.

Hierarchical representations of both the reachabil-
ity and occupancy can be very complex shapes de-
pending on the kinematics of the robot. In practice
the computation of the exact hierarchical represen-
tations is unnecessary. Conservative representations
of these complex shapes can provide significant com-
putational savings and this computation can be done
prior to the execution of the motion planner. This
needs to be done only once for each DOF of the robot,
independent of the robot’s configuration.

Algorithm 2: Connect(ar1 ,br2).

1: τ← the edge candidate returned by the local path
locator

2: Discretize τ into a list of configurations τ′ =
(c1,c2, ...,cm)

3: rcurrent ←MAX(r1,r2)
4: for all ci ∈ τ′ do
5: for k ← rcurrent to n do
6: if V (ck

i ) then
7: rcurrent ← k
8: break
9: else

10: exit and report failure
11: end if
12: end for
13: end for
14: E ← E ∪{(a,b)rcurrent}

To establish the general representation of OA(cr)
and RA(cr), we fix the first r DOFs and take all pos-
sible values of the remaining DOFs to construct the
hierarchical body. Note that RA(cr) defines a sub-
space in the robot’s workspace that is reachable by
some unique configuration within cr, and that for any
two configurations within cr there exists a continuous
path between them.

As an example, consider the mobile manipulator
A shown in Fig. 1(a), let D1 = [xmin,xmax], D2 =
[ymin,ymax], D3 = [−π,π), D4 = [−π,π), and D5 =
[−π,π). Fig 1(b) shows the hierarchical representa-
tion of A from level 5 down to 2, indicated by color.
For simplicity we used ideal ranges [−π,π) for the
rotational joints of A .

The hierarchy can be integrated into workspace
estimation using probabilistic planners such as PRM.
We describe below the main steps involved in the con-
struction of a hierarchical roadmap R for efficient
reachable workspace estimation. Nodes with large
reachable areas are preferred (they establish more of
the environment as being reachable for each calcula-
tion). So for each configuration c, we look for the
minimum value rmin such that V (crmin) is true, and we
call rmin the rank of c. The procedure described in
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Figure 3: The estimation of the 3D reachable workspace Wreach (green area) shown in different vertical and horizontal layers
of top and front views.

the pseudocode below finds a random configuration
and establishes its most general representation in the
hierarchy.

In the “for” loop from Line 4 to Line 9, the al-
gorithm computes the rank of the node by checking
collisions of the hierarchical representations of the
robot’s occupancy. Once the minimal valid hierarchi-
cal node is established the configuration together with
the computed rank is added to the set of nodes N (Line
11).

Whenever a new hierarchical node is found, we
select a number of candidate nodes from the current
set N and try to connect the new node to each of them.
In addition to the connection computation performed
by the traditional local planner, the rank of the edge
should be established. For an edge e we look for
the minimum hierarchy rmin such that V (ermin) is true
along the edge.

The hierarchical node interconnection is built
upon a local path locator and a hierarchy establisher.
The local path locator returns an edge candidate, i.e. a
local path that A can follow from one configuration to
another. Then the hierarchy establisher checks if the
edge candidate is collision free and meanwhile estab-
lishes the edge’s most general representation in the hi-
erarchy. The process of establishing the hierarchical
node interconnection is outlined in Algorithm 2.

In line 3, the hierarchy r is initialized to be the
maximum value of the ends of the edge. There is an
obvious lemma according to the definition of the hi-
erarchical edge connecting two nodes ar1 and br2 :

Lemma 4: V (er) = true =⇒ r ≥ r1 ∧ r ≥ r2, i.e.
the rank of an edge is not less than the rank of ei-
ther end node of the edge. Algorithm 2 searches over
the sequence of configurations on the edge for ver-
ification and hierarchy establishment. This general
approach is straightforward to implement. Note that
the hierarchy is established through the validation of
the configurations. Similarly, to apply this strategy

Figure 4: Experimental setup. (a) The mobile manipula-
tor is placed in a simple 3D environment; (b) The mobile
manipulator is placed in an apartment-like environment.

to other probabilistic motion planners it can be done
when samples are checked for collision.

After the hierarchical roadmap R is built, Wreach
can be computed from the connected component of
R that contains the initial configuration of A through
mapping function RA.

4 EXPERIMENTAL VALIDATION

We conducted experiments of our algorithm on the
simulated 5-DOF mobile manipulator A shown in
Fig. 1. First we provide an example that illustrates
the hierarchical strategy described in the previous sec-
tion. Fig. 2 provides details of the execution of the
hierarchical PRM on this example. Initially R con-
tains only one node that represents the initial config-
uration of A . The rank of each randomly generated
node is determined by looking for the most general
occupancy representation of A that does not collide
with any obstacles. Similarly the rank of each edge
is determined by looking for the most general occu-
pancy representation of A along the edge that does
not collide with any obstacles. The top row of Fig. 2
shows tests for a randomly generated node. c2 and c3

generate collisions while c4 does not, so this specific
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Figure 5: Experimental result for the environment shown in
4(a). The graph shows a comparison of workspace volume
computed from hierarchical PRM and repetitive PRM sam-
pling. Each data point plots the average of ten experiments.
Standard deviations are plotted.
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Figure 6: Experimental result for the environment shown in
4(b). The graph shows a comparison of workspace volume
computed from hierarchical PRM and repetitive PRM sam-
pling. Each data point plots the average of ten experiments.
Standard deviations are plotted.

node is classified as c4. The construction of R is in-
cremental. The lower row shows incremental changes
in R . As more nodes are added both coverage and
connectivity of R increases.

The connected component of the constructed R
can be mapped to W such that Wreach is obtained.
We use uniform cell decomposition to represent W .
Fig. 3 shows the estimated Wreach in different layers
for the environment given in Fig. 4(a).

Fig. 5 and Fig. 6 show comparisons of the effec-
tiveness of the hierarchical PRM and random sam-
pling using repetitive PRM for reachable workspace

Figure 7: Comparison of the average running time of the
construction of traditional roadmaps and the hierarchical
ones. Averages are for 20 trials. Standard deviations are
shown.

estimation on the environments shown in Fig. 4 (a)
and (b) respectively. The x-axis represents the num-
ber of samples used in the estimation. The y-axis
represents the percentage of the estimated Wreach
(the true Wreach of the robot was computed by brute
force search). Because randomness is involved, the
workspace volume for ten independent runs for each
case were averaged. Standard deviations are also plot-
ted. Both graphs show that the hierarchical approach
is more effective than repetitive PRM sampling for
reachable workspace estimation.

Finally we evaluate the time efficiency of our hi-
erarchical approach. Figure 7 shows the comparison
of the running time of the roadmap construction in
the basic PRM and the hierarchical approach for the
model given in 4(b). Because randomness is involved,
running times for 20 independent runs for each case
were averaged. The hierarchical PRM performed rea-
sonably well in these experiments. As can be seen
from the results, creating a hierarchical roadmap takes
less time than creating a traditional roadmap. This is
because the hierarchical PRM saves time in collision
checking in easy regions.

5 SUMMARY AND FUTURE
WORK

A hierarchical approach was presented for adapt-
ing probabilistic motion planners for reachable
workspace estimation. Unlike traditional probabilis-
tic motion planners that treat each DOF equally,
we order the DOF’s of the kinematic structure and
consider a hierarchical approach to the planning
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task. Considering the characteristic of the reach-
able workspace estimation problem, this hierarchy
exploration improves the planning process through
two critical computations: occupational analysis and
reachability analysis. Validation of configurations be-
gins by doing fast tests on simple occupational rep-
resentations and only progresses to more accurate
(and more expensive) evaluations as necessary. Be-
cause randomness is involved it is hardly possible
to estimate the entire reachable workspace from the
probabilistic roadmap within reasonable time. How-
ever, by iteratively computing the maximal reachable
workspace from each node and edge our hierarchical
motion planner can be more effective in the computa-
tion process than the traditional ones.

The hierarchical workspace estimation algorithm
is especially useful for mobile robots in environments
with obstacles. Experiments were conducted on a
simulated 5-DOF mobile manipulator in two 3D en-
vironments. Experiments show that the hierarchical
approach can be an effective and efficient alternative
to the repetitive PRM for reachable workspace esti-
mation.

Our current hierarchical algorithm uses the
coarse-to-fine hierarchical nature in the process of es-
timating the workspace. The hierarchical character-
istic might also be employed in other aspects of mo-
tion planners. For example, one heuristic would be
to let the established hierarchy lead the sampling pro-
cess toward the boundaries of obstacles, i.e. to sample
more densely near nodes with higher hierarchy labels
than those with lower hierarchy labels.

We can also imagine a more sophisticated defini-
tion of reachable workspace which might involve es-
tablishing the number of configurations from which
the kinematic structure can reach a given location.
This might provide insights into different levels of
reachability. A space for where there exists many
reachable configurations should probably be consid-
ered more reachable than one with just a few.

ACKNOWLEDGEMENTS

The financial support of NSERC Canada is gratefully
acknowledged.

REFERENCES

Alameldin, T., Badler, N. I., and Sobh, T. (1990). An adap-
tive and efficient system for computing the 3-d reach-
able workspace. In IEEE International Conference on
Systems Engineering, pages 503–506.

Badescu, M. and Mavroidis, C. (2004). New perfor-
mance indices and workspace analysis of reconfig-
urable hyper-redundant robotic arms. The Interna-
tional Journal of Robotics Research, 23:643–659.

Canny, J. F. (1988). The Complexity of Robot Motion Plan-
ning. MIT Press, Cambridge, MA.

Horsch, T., Schwarz, F., and Tolle, H. (1994). Motion plan-
ning for many degrees of freedom – random reflec-
tions at c-space obstacles. In Proceedings of IEEE In-
ternational Conference on Robotics and Automation
(ICRA ’94), pages 3318–3323.

Hsu, M.-S. and Kohli, D. (1987). Boundary surfaces and ac-
cessibility regions for regional structures of manipula-
tors. Mechanism and Machine Theory, 22:277–289.

Kavraki, L. E., Svestka, P., Latombe, J.-C., and Overmars,
M. (1996). Probabilistic roadmaps for path plan-
ning in high dimensional configuration spaces. IEEE
Transactions on Robotics and Automation, 12(4):566–
580.

Kumar, A. (1980). Characterization of Manipulator Geom-
etry. PhD thesis, University of Houston.

Latombe, J.-C. (1991). Robot Motion Planning. Cluwer.

Lenarcic, J. and Umek, A. (1994). Simple model of hu-
man arm reachable workspace. IEEE Transactions on
Systems, Man and Cybernetics, 24(8):1239–1246.

Morecki, A. and Knapczyk, J. (1999). Basics of Robotics:
Theory and Components of Manipulators and Robots.
SpringerWienNewYork.

Yang, J., Dymond, P., and Jenkin, M. (2008). Accessibility
assessment via workspace estimation. International
Journal of Smart Home, 3:73–90.

Zacharias, F., Borst, C., and Hirzinger, G. (2007). Captur-
ing robot workspace structure: representing robot ca-
pabilities. In Proceedings of IEEE/RSJ International
Conference on Intelligent Robots and Systems, pages
3229–3236.

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

66



AN ADAPTIVE CLASSIFIER DESIGN  
FOR ACCURATE SPEECH DATA CLASSIFICATION 

Omid Dehzangi, Ehsan Younessian 
Nanyang Technological University, Singapore 

dehzangi@pmail.ntu.edu.sg, ehsa0001@ntu.edu.sg 

Fariborz Hosseini Fard 
SoundBuzz PTE LTD, Subsidiary of Motorola Inc., Singapore 

cbfn87@motorola.com 

Keywords: Nearest neighbor, Linear discriminant analysis, Adaptive distance measure, Weight learning algorithm. 

Abstract: In this paper, an adaptive approach to designing accurate classifiers using Nearest Neighbor (NN) and 
Linear Discriminant Analysis (LDA) is proposed. A novel NN rule with an adaptive distance measure is 
proposed to classify input patterns. An iterative learning algorithm is employed to incorporate a local weight 
to the Euclidean distance measure that attempts to minimize the number of misclassified patterns in the 
training set. In case of data sets with highly overlapped classes, this may cause the classifier to increase its 
complexity and overfit. As a solution, LDA is considered as a popular feature extraction technique that aims 
at creating a feature space that best discriminates the data distributions and reduces overlaps between 
different classes of data. In this paper, an improved variation of LDA (im-LDA) is investigated which aims 
to moderate the effect of outlier classes. The proposed classifier design is evaluated by 6 standard data sets 
from UCI ML repository and eventually by TIMIT data set for framewise classification of speech data. The 
results show the effectiveness of the designed classifier using im-LDA with the proposed ad-NN method. 

1 INTRODUCTION 

The NN classifier is one of the oldest and the most 
successful methods of non-parametric pattern 
classification (Cover and Hart, 1998). However, it 
has some weaknesses in cases that patterns of 
different classes have overlap in some regions in the 
feature space. It also considers all the stored 
instances the same for classification, but the 
instances are different in being representative of 
their typical classes.  

The performance of the NN classifier depends 
crucially on how to choose a suitable distance 
metric. Many methods have been developed to 
locally adapt the distance metrics such as the 
flexible metric method proposed in (Friedman, 
1994), the discriminant adaptive method in (Hasti 
and Tibshirani, 1996) and the adaptive metric 
method in (Domeniconi et al., 2002). The common 
idea underlying these methods is that they estimate 
feature relevance locally at each query pattern. This 
leads to a weighted metric for computing the 
similarity between the query patterns and training 

data. In (Wang et. al., 2007), a simple locally 
adaptive distance measure is proposed that uses a 
heuristic measure to specify the weight of each 
training instance. The method we propose in this 
paper uses a locally adaptive metric to improve the 
performance of the basic NN classifier. An iterative 
learning algorithm is employed to incorporate a local 
weight to the Euclidean distance measure that 
attempts to minimize the number of misclassified 
patterns in the training set. In case of data sets with 
highly overlapped classes, examples in the 
overlapping area are considered to be noisy as for 
learning these examples. the learning algorithm 
would be in contradiction with other training 
examples or would need to increase its complexity 
in order to accommodate them. Learning these 
difficult examples may lead the algorithm to be 
unable to generalize well. 

As a solution to this problem, linear discriminant 
analysis (LDA) is considered as one of the most 
traditional methods to find a linear feature 
transformation method, which maximizes the ratio 
of between-class scatter and the within-class scatter. 
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The earliest of such methods, Fisher's Linear 
Discriminant Analysis (LDA) (Fisher, 1936), tries to 
find a linear combination of input variables that best 
discriminates between different class distributions 
and is still a powerful technique for feature 
extraction to reduce overlaps between different 
classes of data (Duda and Hart, 2001). However, 
LDA does not take into account the conjunctions 
between different pairs of classes in a multi-class 
problem (Loog et al., 2001). In such cases, if one or 
more classes are far away from others (i.e. outlier 
classes), there is no need to maximize their between-
class scatter covariances in the transformed space. 
Thus, they do not contribute in the estimation of the 
uniform between-class covariance (Jarchi and 
Boostani, 2006). In this paper, an improved version 
of LDA is investigated that redefines the between-
class scatter matrix by integrating a simple weight 
into it. In the transformed feature space, different 
classes of data have lower degrees of overlap with 
one another. Then, our proposed ad-NN classifier 
can be applied to the input patterns in the new space 
with lesser risk of overfiting. In order to assess our 
method, combination of the im-LDA and the ad-NN 
are applied on eight UCI ML driven data sets. The 
proposed classifier design is also applied on TIMIT 
speech data set, attempting to classify huge amount 
of speech frames with 60 different phoneme classes. 

2 ADAPTIVE DISTANCE USING 
WEIGHTED INSTANCES  

The nearest neighbour classifier assigns label of a 
test pattern according to the class label of its nearest 
training instance. To introduce the weighted version 
of NN rule, here, the notation of basic NN rule is 
briefly described. Assume that classification of 
patterns in an m-dimensional space is under 
investigation. Having a set of training instances 
{(Xi,Ck)}, where Xi, i=1,…,n are training feature 
vectors and Ck ,k=1,…,M are the labels. NN rule 
finds the nearest neighbor of a new test pattern X 
using a distance function and assigns X to Cw (the 
class label of the winner class). The Euclidean 
distance have been conventionally used to measure 
the distance between X and Y: 

2

=1
d( , ) = ( - )i i

i

m
X Y x y∑  (1) 

In the first step, the distance as a dissimilarity 
measure between query pattern X and the jth instance 

Xj is changed to a similarity measure. This is done 
by a linear conversion as follows: 

( , )  = 1 - d( , ) / j jX X X X mμ  (2) 

where, m is the maximum distance which can ever 
occur Between two training instances in the whole 
training set, since the data is normalized in the range 
of [0, 1] in the first place. As a result, instead of 
finding minimum distance pattern to X, we search 
for instance Xj such that μ(X,Xj) is maximized. This 
can be interpreted as normalizing the distance from 
[ m , 0] to a real number in the interval [0, 1]. Now, 
we can introduce the weighted nearest neighbor rule. 
The pattern is classified according to consequent 
class of the winner instance Xwin. The winner 
instance is specified using: 
 

{ }
= 1,..., 

 = argmax  ( , ) . j j
n

win X X wμ
j  

 (3) 

where wj is the weight assigned to the  jth instance by 
the learning algorithm which is introduced in section 
4. 

2.1 Instance Weighting Algorithm 

For an M-class problem, assume that n labeled 
patterns {Xi, i=1,2,…,n} are available from various 
classes.  In this section, we propose an algorithm to 
learn the weight of each pattern using other labeled 
training instances. The calculated weight is optimal 
in the sense that it maximizes the classification rate 
of the classifier on the training data. At the 
beginning, a weight of one is assigned to each 
pattern in the whole training set (i.e. wk=1, k=1,..., 
n).  

In the following, the weight of each instance is 
specified assuming that the weights of all other 
training instances are given and fixed. The weight wk 
of instance k with class label of Q can be found as 
follows. First, the problem is considered a 2-class 
problem of class Q as positive “p” and class Q as 
negative “n”. The wk is set to zero (i.e., instance Xk 
does not contribute in classification decision). Given 
current weights of all other training instances and a 
training set of P positive and N negative labeled 
patterns, the decision results of the weighted 
instance NN classifier described in section 3 can be 
grouped into four categories: true positives (TPs) 
denoting samples correctly labelled as positives; 
false positives (FPs) denoting negative samples 
incorrectly labeled as positives; true negatives (TNs) 
denoting samples correctly labeled as negatives; and 
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false negatives (FNs) denoting positive samples 
incorrectly labeled as negatives. 

Training patterns of class Q which are classified 
correctly with the current values of instance weights 
are removed from the training set. These patterns 
will be classified correctly regardless of the value of 
wk. Similarly, training patterns of class Q  which are 
misclassified with the current assigned weights are 
also removed from the training set. These patterns 
will be misclassified regardless of the value of wk. 
For each training pattern left in the training set (i.e. 
instances in TN and FN), a score is calculated using 
the following measure: 

max{ ( , ). | 1, 2,..., n,  }
( )

( , )
t j j

t
t k

X X w j j t
S x

X X
μ

μ
= ≠

=  (4) 

where μ(Xi,Xj) represents the similarity of patterns Xi  
and Xj calculated using (2).  

Those instances that have Xk as their nearest 
neighbor are called associates of Xk. It can be shown 
that Xt is an associate of Xk, if  S(Xt) is less than wk. 
We have, 

( ) ( , ) ( ) ( , )k t k t k t t kw S X w X X S X X Xμ μ> ⇒ ⋅ > ⋅  (5) 

From (4) we have, 

. ( , ) max{ ( , ). | 1,...,  , }k t k t j jw X X X X w j n j t kμ μ> = ≠  (6) 

From (3) and (6), it is concluded that Xk is the 
winner instance to classify Xt. Given the weighted 
instance NN classifier introduced in previous 
section, associate set of instance Xk can be defined 
fomally as, 

{ }
_ ( , )

| 1,..., ( )
k k

t k t

Associate set X w
X t n t k w S X

=

= ≠ >
 (7) 

By altering wk,  the associate set of Xk is changed 
that cause modification in classification error rate of 
the classifier. Our aim is to determine wk such that 
the error-rate of the classifier on training set is 
minimized given that the weights of all other 
training instances are given and fixed. We define an 
accuracy measure as, 

TP FPAccuracy = −  (8) 

We try to find a proper wk such that associate set 
of Xk includes more FN instances which need to be 
classified as “p” and exclude more TN instances 
which are the instances of class “n”. The optimal 
weight of the instance Xk is calculated by 
maximizing Accuracy measure assuming that the 
weights of all other instances are given and fixed. To 
do this, the set of patterns Xt are ranked in ascending 

order of their scores. We define a threshold 
initialized with zero. Then, assuming that Xt and Xt+1 
are two successive patterns in the ranked list, a 
threshold is computed as, 

th = (Score(Xt) + Score(Xt+1))/2 (9) 

 The threshold is then altered from the least score 
to the greatest and associated accuracy of the 
classifier with respect to the each threshold is 
measured. The value of the best threshold (i.e. 
leading to the best accuracy) is simply used as the 
weight of the instance Xk. The proposed instance 
weighting mechanism assigns a weight to each 
instance attempting to better discriminate between 
the patterns of the same class and patterns of all 
other classes. The search for the best combination of 
instance weights is conducted by optimizing each 
instance in turn assuming that the order of the 
instances to be optimized is fixed. 

3 OVERVIEW OF LDA 

The proposed algorithm in section 2.1 to learn the 
weight of each instance attempts to minimize the 
classification error in the training data. In case of 
data sets with highly overlapped classes, examples 
in the overlapping area are considered to be noisy as 
for learning these examples. Learning these difficult 
examples may lead the algorithm to be unable to 
generalize well. The goal of LDA is to find an 
optimal linear transformation of input feature 
vectors such that the class separability in the new 
space is maximized. In order to find an optimal 
linear discrimination transform, Fisher (Fisher, 
1936) proposed a criterion that maximizes the ratio 
of between-class to within-class scatter matrices. 
The aim is to look for a linear discriminant 
transform LDAw , 

,{ }argmaxLDA ij
w

w ϕ=  
(10) 

where, ijϕ is the Fisher criterion that is determined 
as follows: 

TW S WB
ij TW S Ww
ϕ =

 
(11) 

where SB is between-class scatter matrix and SW is 
within-class scatter matrix. Columns of LDAw  are 
eigenvectors corresponding to the (C-1) largest 
eigenvalues of 1

w BS S− . Now, each sample X in data 
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set can be transformed to a new space by 
multiplying to the matrix LDAw : 

.T
LDAY w X=  (12) 

Y is a new transformed sample corresponds to X. 

3.1 The Improved LDA Method 

By Projection of data in a lower dimensional space, 
LDA can also reduce the computation complexity 
caused by redundant information in the data which is 
useful for solving classification problems. However, 
LDA has some weaknesses. LDA considers all the 
classes the same to calculate between-class scatter 
matrix. If one or more classes are outliers, there is 
no need to maximize their between-class scatter 
covariance in the transformed space. Therefore, 
different weights should be integrated in the 
covariance estimation procedure. The aim in the 
weighted version of LDA is to alleviate the role of 
an outlier class. This is done by redefining between-
class scatter matrix. 

Assume that we use the between-class scatter 
matrix definition that is based on (Loog et al., 2001): 

1

1 1
( )( )C C T

B i j i j i ji j i
S P P μ μ μ μ−

= = +
= − −∑ ∑  (13) 

where, C is the number of classes, pi is a prior 
probability for class i and pj is a prior probability for 
class j, iμ is the mean of training samples of class i. 

Incorporating a weight 1 ijϕ into between-class 
scatter matrix leads to a new formula: 

1

2 1 1

1 1 ( )( )C C T
B ij i j i j i ji j i

S N N
N

ϕ μ μ μ μ−

= = +
= − −∑ ∑

 

 (14) 

where, ijϕ  is Fisher discrimination value of the 
resulting LDAw  that is determined in (11), N is the 
number of training samples, Ni and Nj are the 
number of training samples of class i and j, 
respectively. By incorporating this weight, the 
farther the classes are from each other, the less their 
contribution is in the between class scatter matrix 
calculation. 

4 EXPERIMENTAL RESULTS  

In order to evaluate the performance of the designed 
classifier, two sets of experiments have been 
conducted. 
 
 

4.1 Experiments using Standard Data 

First, a number of standard data sets are used which 
derived from UCI ML repository (Merz and 
Murphy, 1996). Some statistics of the data sets are 
shown in Table 1. 

Table 1: Statistics of the data sets used in our experiments. 

Data set 
# of 
attributes 

# of 
patterns 

# of 
Classes 

Pima 8 768 2 
Wine 13 178 3 
Hepatitis 19 155 2 
Image Seg. 15 210 7 
Balance 4 625 3 
Heart Clev. 13 303 5 

To evaluate the classification accuracy on the 
data sets, the average result of ten trials of ten-fold 
cross validation is reported. Results, which are 
shown in the Table 2, illustrate that our proposed 
method is led to the best performance on all the data 
sets compared to basic combinations. 

Table 2: Error rates of combination of LDA and NN along 
with our proposed method on 6 UCI ML data sets. 

As it can be seen in Table 2, im-LDA 
outperforms LDA in multi-class data sets. This 
shows the effectiveness of the weight incorporated 
in the definition of between-class scatter matrix. 
Table 2 also shows that in the transformed feature 
space using im-LDA where different classes of data 
have lower degrees of overlap, ad-NN with adaptive 
local distance measure clearly improves the 
generalization ability of the basic NN. 

4.2 Experiments using Real Data 

In this section, we validate the proposed method on 
the TIMIT corpus (Garofolo, 1988) because of its 
high-quality phone labels. All results reported are 
framewise classification error rates for TIMIT 
complete test set (the 1344 si and sx sentences). The 

Data set Basic  
NN 

LDA+ 
Basic 
NN 

Im-
LDA+ 

Basic NN 

Im-
LDA+ 
ad-NN 

Pima 29.06 25.96 25.54 22.47 
Wine 5.09 3.23 2.88 2.32 
Hepatitis 19.87 14.47 14.33 12.89 
Image 
Seg. 8.63 7.48 6.21 5.32 

Balance 18.69 17.51 15.67 14.19 
Heart 
Clev 

20.75 19.26 16.92 15.29 

Ave. error 17.02 14.65 13.59 12.08 
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speech waveforms are parameterized by a standard 
Mel-Frequency Cepstral Coefficient (MFCC) front 
end. The cepstral analysis uses a 25 msec Hamming 
window with a frame shift of 10 msec. Each input 
pattern Xi consists of the current frame of 12 MFCCs 
and energy plus delta and acceleration coefficients, 
and two context frames on each side, making a total 
of (13 + 13 + 13) * 5 = 195 components. This 
formulation was arrived at by experimentation with 
varying numbers of context frames left and right of 
the frame being classified. The training set has about 
1.1 million frames and the test set has about 400 
thousand frames. Each frame has an associated 1-of-
60 phonetic label derived from the TIMIT label files. 

Due to the large number of training data and 
large number of classes, TIMIT data set seems to be 
a suitable task to evaluate our proposed classifier. In 
Table 3, framewise classification error rates on the 
TIMIT test set using our classifier is compared to the 
existing methods.   

Table 3: Framewise phoneme classification error rate on 
TIMIT test set. 

Classifier Error Rate 
Recurrent Neural Nets (Schuster, 1997)  34.7% 
Bidirectional LSTM (Graves, 2005)  29.8% 
im-LDA + ad-NN  28.7% 

The results show that the proposed classifier 
design outperforms previous works in classification 
of speech frames on TIMIT task. 

5 CONCLUSIONS 

In this paper, a novel classifier design based on 
combination of an improved version of LDA and an 
adaptive distance NN was presented. LDA, as a 
preprocessing step, was used to transform input data 
to a new feature space in which different classes of 
data has lower degrees of overlap. In the 
classification step, a novel learning algorithm was 
used to assign a weight to each stored instance, 
which was then contributed in the distance measure, 
with the goal of improvement in generalization 
ability of the basic NN. In this way, different weighs 
were given to the transformed samples based on a 
learning scheme which optimized the weights 
according to the classification error rate. Our 
proposed method was evaluated by various UCI ML 
data sets. Results showed that the proposed method 
improves the generalization ability of basic NN. By 
using TIMIT speech data set, the effectiveness of 

our approach in real problems like speech data 
classification was also proved. 

REFERENCES 

Cover, T.M., Hart, P.E., 1967. Nearest Neighbor Pattern 
Classification. IEEE Transaction on Information 
Theory 13, 21-27. 

Friedman, J., 1994. Flexible metric nearest neighbor 
classification. Technical Report 113, Stanford 
University Statistics Department. 

Hastie, T., Tibshirani, R., 1996. Discriminant adaptive 
nearest neighbor classification. IEEE Transactions on  
Pattern Analysis and Machine Intelligence, 18: 607-
615. 

Domeniconi, C., Peng, J., Gunopulos, D., 2002. Locally 
adaptive metric nearest neighbor classification. IEEE 
Transactions on  Pattern Analysis and Machine 
Intelligence, 24: 1281-1285. 

Wang, J., Neskovic, P., Cooper, L.N., 2007. Improving 
nearest neighbor rule with a simple adaptive distance 
measure. Pattern Recogition Letters, 28: 207-213. 

Fisher, R.A., 1936. The Use of Multiple Measurements in 
Taxonomic Problems, Annals of Eugenics,  7:179-188. 

Duda, R.O., Hart, P.E., Stork, D., 2001. Pattern 
Classification 2nd Edition. Wiley, New York. 

Loog, M., Duin, R.P.W., Haeb-Umbach, R., 2001. 
Multiclass linear dimension reduction by weighted 
pairwise fisher criteria, IEEE Transactions on  Pattern 
Analysis and Machine Intelligence,  23: 762-766. 

Jarchi, D., Boostani, R., 2006. A New Weighted LDA 
Method in Comparison to Some Versions of LDA, 
Transaction on Engineering and Computational 
Technology, 18: 18-45. 

Garofolo, J.S., 1988. Getting started with the DARPA 
TIMIT CD-ROM: An acoustic phonetic continuous 
speech database, National Institute of Standards and 
Technology (NIST), Gaithersburgh, MD. 

Merz, C.J., Murphy, P.M., 1996. UCIRepository of 
Machine Learning Databases. Irvine, CA: University 
of California Irvine, Department of information and 
Computer Science. Internet: 
http://www.ics.uci.edu/~mlearn/MLRepository.html 

Schuster, M., Paliwal, K.K., 1997. Bidirectional recurrent 
neural networks. IEEE Transactions on Signal 
Processing, 45: 2673-2681. 

Graves, A., Schmidhuber, J., 2005. Framewise Phoneme 
Classification with Bidirectional LSTM and Other 
Neural Network Architectures. International Joint 
Conference on Neural Networks. 

AN ADAPTIVE CLASSIFIER DESIGN  FOR ACCURATE SPEECH DATA CLASSIFICATION

71



THREEDIMENSIONAL TRACKING USING OBJECT DEFOCUS
In Twodimensional Scanning Electron Microscope Images

Christian Dahmen
Division Microrobotics and Control Engineering, University of Oldenburg, Oldenburg, Germany

christian.dahmen@uni-oldenburg.de

Keywords: Image processing, Object tracking, Depth estimation, Focus analysis.

Abstract: This paper proposes a tracking algorithm for the extraction of threedimensional position data from SEM im-
ages. An algorithm based on active contours with region-based minimization is chosen as basis for twodi-
mensional tracking. This algorithm is then augmented by the incorporation of defocus analysis to estimate
the out-of-focus displacement of the object. To solve the ambiguity of the out-of-focus displacement, the
astigmatism of the SEM images is used. The separate calculation of variances for the rows and columns of
the image enables a successful direction estimation. With the information on the direction, the out-of-focus
displacement and the working distance of the acquired image, the distance of the object to the electron gun can
be calculated. In combination with the twodimensional part of the tracking, a full threedimensional coordinate
set is generated. The approach is tested and evaluated using a positioning setup and the principal feasibility is
shown.

1 INTRODUCTION

The SEM has been widely used as a imaging tool
for the automated handling of micro- and nanoscale
objects (see e.g. (Fatikow, 2007)). While there
have been many manipulations executed manually,
and with the necessary experience these manipula-
tions have a high success rate, fully automated han-
dling and manipulation of micro- or even nanoscale
objects in the SEM still is very rarely encountered.
The problems which have to be solved are manifold
and not easy to handle. Integrated sensors in the actu-
ators or the setup may deliver some information about
the positions of end-effectors and tools, and enable
estimates about the position of objects to be manip-
ulated. The real actual position information of ob-
jects or tools though is difficult to recover from this
data, because of various factors like thermal drift, play
or object interactions on the nanoscale. A specific
requirement for non-teleoperated processes is there-
fore the need for sensor feedback generation based
on SEM images. The SEM is the only sensor which
may deliver an overview over the whole scene, en-
abling the extraction of the positions of most or all
objects engaged in the manipulation. Only the SEM
determines these positions in a common coordinate
system, which makes it possible to evaluate relative
distances between the objects. One problem which is

crucial for the success of any automation approach is
the missing information about the position of objects
in z-direction, which means orthogonal to the image
plane. An example image illustrating the problem is
shown in figure 1.

Figure 1: A screenshot showing two objects having differ-
ent z-positions. One object is a silicon nanowire, the other
a deformed STM tip. The distance between the objects in
z-direction is not immediately visible.

72



2 STATE OF THE ART

Different algorithms have been described in the lit-
erature extracting the twodimensional position of ob-
jects from SEM images for automation purposes. The
performance of these algorithms is good, making
first simple automation scenarios possible. The ap-
proaches used for twodimensional tracking on SEM
images and their possible extensions to 3D-tracking
will be summarized in the following.

One of the first and most simple approaches used
template matching as the basis of the algorithm (Siev-
ers and Fatikow, 2006). A template image is extracted
or loaded which contains the object to be tracked. The
template image is then cross-correlated with a search
area in the input image. The maximum value of the re-
sulting array is in the place where the template is most
likely to be found. Due to the use of cross correlation,
this approach is very robust against additive noise,
which is an advantage especially for fast scanned
SEM images. Problems of this approach are that the
algorithm is sensitive against certain changes in the
object appearance which may occur during handling
processes. Examples for these appearance changes
are rotation of the object, scaling of the object due to
magnification changes and partial occlusion by other
objects in the setup. Removing these weaknesses for
this method comes with increased computational ef-
fort so that a fast enough calculation is not always
possible. Extraction of the z-position is not featured
and cannot easily be added.

If instead of a template image a CAD model of
the object is available, it is possible to use rigid body
models to track the object in the SEM image (Kra-
tochvil et al., 2007). The implementation uses mea-
surement lines orthogonal to the model edges and
tries to fit the model to visible edges in the image.
Model edges which should be invisible are identified
and not used for the pose estimation. Though edge de-
tection is difficult in noisy SEM images, the approach
yields good results using advanced techniques for dis-
carding or outweighting false edges and through the
high number of measurement lines used. When three-
dimensional CAD-models are used, it is possible to
recover the threedimensional pose including in-plane
and out-of-plane rotations, except the z-position. The
extension for true threedimensional tracking relies on
a model of the SEM image projection to yield the z-
component of the position. This seems to be working
for low magnifications.

Another possibility is the use of active contours
or snakes (for details about this concept see (Blake
and Isard, 2000)), which do not rely on much pre-
existing knowledge about the object. Active contours

are parametrized curves in twodimensional space, that
means in the image plane. After coarse initialization
the contour is evolving to segment the object from the
scene. The contours are coupled with an energy func-
tion dependent on their shape or appearance, and on
the image data. This energy function is being mini-
mized by moving contour points or the contour as a
whole. The part dependent on the contour is called
internal energy, the part dependent on the image data
is the external energy. In the original formulation,
the external energy function was defined to be depen-
dent on the distance of the contour from edges in the
image, as explained in (Kass et al., 1988). For the
use with noisy SEM images, a region-based approach
(see (Sievers, 2006) and (Sievers, 2007)) has shown
to be useful. The external energy function here is de-
pendent on the region statistics and the noise charac-
teristics of the imaging source. The goal is to max-
imize the compound probability of the enclosed re-
gion. This approach has proven to be very robust to
additive noise, and is inherently robust against scaling
and rotation. If the contour minimization is restricted
to the euclidean transform space, robustness against
partial occlusion is added. Due to the model-free na-
ture of this approach, threedimensional tracking is not
immediately possible, but the coupling with focus-
based methods is principally possible and shows first
promising results in the SEM.

In this paper, the last tracking approach is taken
as a basis, and extended to use defocus analysis for
depth estimation. The extracted information is only
the z-position of the tracked object, without any struc-
tural information about the object. For the recovery of
threedimensional structure of objects, different meth-
ods may be used (see e.g. (Fernandez et al., 2006) or
(Jähnisch and Fatikow, 2007)).

3 PRINCIPLE

The principle of the twodimensional tracking has
been explained already in (Sievers, 2006). The impor-
tant aspect is that the active contour algorithm does
not only deliver the position information of the ob-
ject, but at the same time calculates a segmentation
of the object from the rest of the scene. This enables
further analysis of the enclosed object.

Due to the working principle of the SEM, only a
certain range around the set working distance is de-
picted sharp. Though this range is quite big in com-
parison to optical microscopes, defocusing is still evi-
dent, as can be seen in figure 2. The defocusing in the
SEM has been used already in (Eichhorn et al., 2008)
to determine the z-position of objects by generating
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a sharpness curve over a certain working distance
range. One drawback is the amount of time needed
to obtain this image sequence and therefore also the
disability to monitor dynamic processes. But by ana-
lyzing the sharpness of the object which is of interest,
it is also possible to directly conclude to the out-of-
focus displacement of the object, as has been recently
demonstrated for the SEM in (Dahmen, 2008).

Figure 2: Comparison of object in focus and out of focus.

The sharpness measure used here is the grey-level
variance

σ
2(I,A(C)) =

1
NA(C)

∑
p∈C

I(p)− Ī(A(C)) (1)

with

Ī(A(C)) =
1

NA(C)
∑

p∈A(C)
I(p)), (2)

and C the contour, A(C) the enclosed area and I
the image.

For the object enclosed by the contour this means

σ
2(I(WD),A(C)) = Max⇒ z(Ob ject) = WD (3)

with the working distance WD and the z-position
of the Object enclosed by the contour z(Ob ject).

One problem which persists after this analysis still
is that the out-of-focus displacement turns out to be
ambiguous. Two possibilities exist for the solution of
this problem, one assuming that the object is nearer
than the working distance, the other assuming that
the object is further away. This is a situation which
is not optimal for automation purposes. Though in
some cases the correct solution may be determined
by the setup and context knowledge, it is desirable to
determine the solution without additional information
apart from the image. For this case, a normally unde-
sired effect in SEM imaging may be taken advantage
of.

During normal use of the SEM, astigmatism is
something that is being diminished or removed by
astigmatism correction. Astigmatism in the SEM
leads to blurry images for the user. An important
property of astigmatism is that the sharpness is direc-
tion dependent. The focal points are different for two
perpendicular directions, as can be seen in figure 3. If
we name the two perpendicular directions w0 and w1:

WDW0 6= WDW1 (4)

Figure 3: Astigmatism in the SEM, left and right slightly
out of focus, middle focused.

To take advantage of this, we calculate addition-
ally to the grey level variance of the image the grey
level variance of the rows and columns separately by
using

σ
2
x(I,A(C)) = ∑

y

1
NA(C)(y)

∑
p(x,y)∈C

I(p)− Ī(A(C),y)

(5)
with

Ī(A(C),y) =
1

NA(C)(y)
∑

p(x,y)∈A(C)
I(p)) (6)

and

σ
2
y(I,A(C)) = ∑

x

1
NA(C)(x)

∑
p(x,y)∈C

I(p)− Ī(A(C),x)

(7)
with

Ī(A(C),x) =
1

NA(C)(x)
∑

p(x,y)∈A(C)
I(p)) (8)

and C the contour, A(C) the enclosed area and I the
image.

The two values are normalized to their maximum,
which is determined during the initialization phase
(see section 4):

σ̂
2
y(I,A(C)) =

σ2
y(I,A(C))

max(σ2
y(I,A(C)))

(9)

and

σ̂
2
x(I,A(C)) =

σ2
x(I,A(C))

max(σ2
x(I,A(C)))

(10)

In this case we expect a working distance sweep
to generate two slightly displaced curves like depicted
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in figure 4, under the assumption that the object in the
image has suitable structure.

With the two curves having slightly displaced
maxima, we can estimate from the ratio of the two
values

r =
σ̂2

x(I,A(C))
σ̂2

y(I,A(C))
(11)

to which side the out-of-focus displacement occurs.

Figure 4: Expected curves for the different sharpness mea-
sures.

4 THE ALGORITHM

The twodimensional base algorithm is similar to the
active contour algorithm described in section 2. The
principle is depicted in figure 5. Important is that af-

Figure 5: The basic tracking algorithm for the twodimen-
sional part.

ter an initial free minimization, the tracker does only
translate and rotate the contour as a whole. This
is necessary to enable the out-of-focus estimator to
work, because else the enclosed area may change.
The same is valid for scaling, which is therefore dis-
abled in the algorithm. In order to enable continuous

threedimensional tracking, the algorithm has to be ini-
tialized like shown in figure 6. An initial working dis-
tance sweep is carried out to acquire the characteris-
tic curve of the tracked object. During this sweep, the
twodimensional tracking has to be enabled already.
After this, certain calculations and optimizations are
carried out on the acquired curves, e.g. it is made sure
that the curves are monotonic in sections. After the
data has been processed, the tracker can track contin-
uously until either object changes or imaging changes
require a reinitialization.

Figure 6: The initialization steps for the threedimensional
tracking.

The threedimensional tracking itself consists of
the twodimensional tracking algorithm, augmented
with a sharpness calculation component, an out-of-
focus displacement estimator and a direction estima-
tor, like shown in figure 7. The active contour tracker
delivers the twodimensional position and the segmen-
tation of the object. This segmentation is then used
to mask the original image. From the masked image,
the object sharpness is calculated using variance cal-
culation and the directional sharpness measures men-
tioned in the last section.

The variance value is used to estimate the out-of-
focus displacement by comparison with the data ac-
quired during initialization.

The directional sharpness values are used to es-
timate on which sidelobe of the initially acquired
sharpness curve the object is in the actual image. Af-
ter this is known, the information about the displace-
ment value and the displacement direction is com-
bined with the working distance at which the current
image was captured. The result is the estimated work-
ing distance at which the object is placed. This is then
joined with the position information from the twodi-
mensional tracking to generate a complete coordinate
set.

5 EXPERIMENTS

For the evaluation of the algorithm, the performance
has been tested in a setup inside the SEM. Target ob-
ject was a chessboard pattern as seen in figure 8. This
chessboard pattern has been put on a stub which is
mounted to a XYZ positioning setup using piezo slip-
stick actuated axes with internal position sensors. For
the experiment, the internal sensors of the axes were
read out and the acquired data joined with the track-
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Figure 7: The complete 3D tracking algorithm in the initial-
ized state.

ing data. During the experiment the axes were moved
in closed loop mode using the internal sensors. The
movement was in a pattern to verify the algorithm per-
formance. All measurements have been executed at a
magnification of 800x and a scanspeed of 5 (frame av-
eraging of 25 frames) on a LEO scanning electron mi-
croscope. The twodimensional pattern of the move-
ment has a size of 21µm times 39µm. The pattern
has been repeated at the z-axis positions of 0.17mm,
0.256mm and 0.32mm.

6 RESULTS

The first result was the generation of the expected
curves from figure 4. The result can be seen in fig-
ure 9. The shift of the variance calculated in rows and
columns separately is clearly visible, which enables
the algorithm to work in the anticipated way, estimat-
ing the direction of the defocusing.

As can be seen in figure 10, the movement pat-
tern used incorporated movement along each axis as
well as in diagonal. Also visible is the distortion of
the shape in comparison to the acquired sensor val-
ues. The reason for this was determined in additional
tests to be a decalibrated sensor of one of the axes.
This sensor did not deliver the correct position value,
resulting in the closed loop control positioning to a
wrong real axis position.

In figure 11 and figure 12 this gets more obvious.
While the tracking position in figure 12 closely fol-
lows the sensor information, this is not the case in fig-
ure 11. Apart from the decalibrated sensor it can be

Figure 8: The structure used for the experiment, a chess-
board pattern mounted on a XYZ positioning setup. Visible
is the active contour tracking and segmenting one chess-
board block.
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Figure 9: Measured curves for the variance and the variance
calculated in rows and columns separately.

stated that the twodimensional tracking is working.
In order to verify the tracking, the experiment was

repeated with a working and calibrated y-axis. The
twodimensional tracking can be seen in figure 13. The
shape of the movement is correct and the tracking is
working and stable.

Figure 14 shows the determined z-Position from
the tracking algorithm. Visible is that there is a certain
systematic error in the tracked position, as the calcu-
lated values deviate from the expected values. The
set working distance of the SEM is in the middle of
the working distance range shown in figure 14, at the
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Figure 10: Tracked X-Y position of the chessboard pattern.
The distorted shape and deviations are due to a decalibrated
actuated axis for the y-direction.
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Figure 11: The tracked and set y-position over time.
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Figure 12: The tracked and set x-position over time.

value 0.28. The problem which occurs here is that the
algorithm is most accurate not in the point of maxi-
mal focus, but within a certain range on the sidelobes
of the sharpness curve. As can be seen in figure 9,
the sharpness curve is relatively flat around the max-
imum. In this interval around the maximum, small
changes in detected sharpness, which may also oc-
cur due to time variant behavior of the SEM imaging
process or due to certain changes in the surrounding
setup, will result in large errors in the estimated out-
of-focus displacement. This explains also not only
the big deviation from the axis set value, but also the
large amount of variation during the movement on the
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Figure 13: Tracked X-Y position of the chessboard pattern
in the repeated measurement.
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Figure 14: The tracked z-position over time.

same z-position. So it has to be stated that the opti-
mal working condition for this algorithm is a slightly
defocused image.

In figure 15 the tracking result can be seen in three
dimensions. The movement pattern is qualitatively
visible, though the tracking in z-direction is not as
good as in the image plane. Still the goal of the algo-
rithm design has been reached, an estimate has been
calculated for the z-position of the object which is
principally useable.
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xis

Y  A x i sX  A x i s

Figure 15: The tracked movement in 3D.
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7 SUMMARY

In this paper a threedimensional tracking algorithm
for the tracking of objects in the SEM has been pre-
sented. The algorithm takes advantage of the image
defocusing which is evident when objects leave the
focal plane. A twodimensional tracking algorithm
based on active contours with a region-based mini-
mization has been taken as the base algorithm. Added
extensions include the segmentation of the object and
the consecutive sharpness calculation. Additionally
the variance of the rows and columns is calculated
separately for determining the direction of the defo-
cusing. This enables the analysis of the sharpness in
different directions. If the image contains astigma-
tism, it is possible to estimate if the image focal plane
lies in front of or behind the object. Experiments
have shown that this approach is working and after
an initialization phase qualitatively delivers a three-
dimensional position information. The z-position still
contains a systematic error, which is most influential
around the best focused point. This error has to be
diminished by further analysis and change and op-
timization of the implementation. Overall the feasi-
bility of this threedimensional tracking algorithm has
been shown.
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Abstract: This paper describes an approach to depth detection in scanning electron microscope images which aims at the
automation of nanohandling procedures. It incorporates simultaneous tracking of an object in a stereo image
pair, generated using a self-built magnetic lens for tilting the electron beam. Object depth is concluded from
the object displacement. The tracking procedure is based on the active contours method, adjusted by a region
based energy function. An automatic contour initialization is presented that makes use of edge detection. All
methods described have been implemented and tested extensively in the designated automation environment.
The approach is found to provide very accurate depth estimates even at a small level of magnification.

1 INTRODUCTION

The Scanning Electron Microscope (SEM) is widely
used as imaging modality for the handling of micro-
and nanoscale objects. Its special properties like fast
scanning speed and flexible magnification within a
great magnification range make it a very powerful
tool for this application. While teleoperated manipu-
lation of nanoscale objects has been shown already in
different scenarios, automated setups requiring mini-
mal user interactions to achieve a nanomanipulation
goal are still of current research interest. Problematic
for the processes is the lack of information concern-
ing tools and workpieces. Though in most cases axes
and actuators may deliver information about their po-
sition, the real position of the end-effectors is not
known exactly. The factors which contribute to this
are e.g. thermal drift and play, which may have effects
in the order of magnitude of the nanoscale manipu-
lation setups. These problems have been solved or
diminished by applying image processing algorithms,
specifically object tracking algorithms like in (Kra-
tochvil et al., 2007) or (Sievers and Fatikow, 2006),
to obtain a position information at least in the image
plane. A problem which still persists is the miss-
ing depth information of the imaged objects. The
SEM is only able to deliver two-dimensional images
which even exhibit a great depth of field, so that even
for teleoperated manipulation, a certain experience is
needed.

Figure 1: Overview of the proposed depth estimation algo-
rithm.

In order to obtain depth information, different ap-
proaches are used throughout the literature. Example
methods are depth from focus, depth from motion and
depth from stereo. In this paper we base our work
on the depth from stereo approach. Specifically we
present an approach for depth recovery using tracking
data from a stereo image pair.

One problem in depth from stereo approaches is
the solution of the correspondence problem. Differ-
ent methods exist to determine correspondencies, e.g.
pixel-based methods. Due to the slow calculation
of pixel-wise correspondences and the high amount
of ambiguity inherent in the solution, feature based
methods promise better performance. Due to the fact
that in most cases the objects of interest have to be
tracked anyways to determine their position in the im-
age plane, it is reasonable to make use of this fact also
for depth estimation. Tracking the object in parallel
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in a stereo image pair means that the correspondency
problem is principally solved for the object.

The overall algorithm design can be seen in fig-
ure 1. In order to enable an automatic extraction of
the z-position and the position in the image plane, we
developed a recognition algorithm able to detect the
objects used in our experiments and deliver the neces-
sary initialization data for the tracking algorithm. The
tracking algorithm is split into separate algorithms for
each stereo pair image. The tracker for the left im-
age is in the first place minimized freely to segment
the object from the background. The contour data is
then duplicated to the right image tracker, which uses
just restricted transformations to determine the posi-
tion of the object in the right image. Both position
informations are fed to a depth estimation algorithm,
which analyzes the displacement of the two tracked
positions and determines the distance of the object.

2 ALGORITHM INITIALIZATION

A common drawback of active contour based ap-
proaches is the necessity for manual algorithm ini-
tialization. Usually a graphical user interface (GUI)
is used to present a dialog where the user is asked to
draw an initial estimate of the object’s shape. Instead
we choose another approach which allows automatic
initialization of the active contour. The proposed
method is based on the very popular edge detection
method of Canny (Gonzalez and Woods, 2008) and
an initial estimate of the object size. In the following
we will give a brief overview of Canny edge detection
and then show how it can be applied to our problem.

To reduce the effect of high frequency noise usu-
ally a Gaussian low-pass filter is applied to the input
image before edge detection. The main advantages
of the Gaussian low-pass are the efficient computabil-
ity and the good stopband attenuation (Forsyth and
Ponce, 2002). The convolution kernel is:

Gσ (x,y) =
1

2πσ2 exp

(
−
(
x2 + y2

)
2σ2

)
(1)

The actual contour detection algorithm consists of
the following steps:
1. Determination of edge points - A measure of im-

age gradient G in the direction of the image coor-
dinate axes x,y is needed. The Sobel- and Prewitt
operator (Jaehne, 1991) are two examples of first-
order derivative approximation filters. From the
filter responses Gx,Gy the local gradient magni-
tude g(x,y) and orientation α(x,y) are computed:

g(x,y) =
√

G2
x +G2

y (2)

α(x,y) = tan−1 (Gy/Gx) (3)
Edge points are obtained by finding the local max-
ima of g(x,y) in the direction of α(x,y).

2. Nonmaximal suppression - The prior step pro-
duces ridges along image edges that are not yet
necessarily a thin line. Nonmaximal suppression
removes pixels that are not on the top of the ridge
and leaves a thin line.

3. Hysteresis thresholding - Two threshold values T1
and T2, with T1 < T2 are used to remove edges
of low strength. Initially, all edge pixels where
g(x,y) < T1 are removed. The next step removes
all remaining pixels with T1 < g(x,y) < T2 that
are not 8-connected to an edge segment with
g(x,y) < T2. This procedure is depicted in
figure 2.

x

δI
δx

T
1

T
2

Figure 2: Hysteresis thresholding as used in Canny edge
detection, illustrated by a one-dimensional signal I. Only
connected line segments with derivative values higher than
T1 and at least one segment higher than T2 survive this step.

The methods as described above have been ap-
plied to a sample SEM image taken from the automa-
tion sequence (figure 3). The Sobel operator has been
chosen as edge emphasizing filter. It can be seen from
the result of the Canny edge detection that is not only
sensitive to the target object but also to background
structure. For retrieving the actual object shape that
is used to initialize the active contour we incorporate
three further steps:
4. Binary dilation - Lines in the binary edge image

are thickened to close gaps in the outer object hull.
For this operation a structuring element is needed
which is another binary image. A binary approxi-
mation of a circular disk is a common choice.

5. Contour retrieval - The dilated image is inspected
for contours which are point sequences that en-
close 8-connected binary objects. Only outer con-
tours which are not wrapped by a larger contour
are taken into account.
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Figure 3: Processing steps: the initial image (top) after
Gaussian filtering (middle) and Canny edge detection (bot-
tom).

6. Size thresholding - From the outer object contours
the enclosed area and thus the object mass can be
derived directly. In this particular problem set-
ting the object in demand is the largest object in
the image scene. Also the physical dimensions
are well-known. All but the largest object are
dropped.

These processing steps have been applied to the
output of the edge detection and the results can be
seen in figure 4. The dilated image (top) points out
and connects the image edges. Outer contours are de-
tected and the enclosed regions are filled (middle im-
age, overlaid with the original image). Finally small
objects are removed from the image scene (bottom).
The object boundary pixels are output of the initial-
ization procedure and input to the active contour al-
gorithm.

Figure 4: Binary dilation with a circular structuring element
is applied (top). After region growing (middle), objects
which do not meet the expected size are removed (bottom).

3 OBJECT TRACKING

In order for generating input data for the depth esti-
mation, a tracking algorithm is used to track the po-
sition of the object not only in one image, but sepa-
rately in the two stereo images. The tracking algo-
rithm is based on active contours (for details on this
concept see (Kass et al., 1988) and (Blake and Isard,
2000)). Active contours are curves in the image plane
which segment the image into two regions, one en-
closed by the contour and one surrounding the con-
tour. The enclosed segment is the tracked object, the
surrounding segment the rest of the scene. For deter-
mining the segmentation, active contours exhibit an
energy function. This energy function is dependent
on certain properties of the contour, like length, com-
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pactness etc., and on properties of the image data, like
edges.

Though the original formulation of the active con-
tours like described in (Kass et al., 1988) depends on
edges for the energy function, it turned out that an en-
ergy function derived from image region statistics is
more robust for SEM images (for details see (Sievers,
2006) and (Sievers, 2007)). Especially this is the case
with very noisy images. The energy function used
here is defined as

E(C) = Eint(C)+Eext(C) (4)

with

Eint(C) =
L3

A
(5)

with L the length of the contour, A the area enclosed
by the contour and

Eext(C) = Na f

(
1

Na
∑
x∈a

x

)
+Nb f

(
1

Nb
∑
x∈b

x

)
(6)

with
f (z) =−zln(z) (7)

with a and b being the two regions in which the con-
tour segments the image.

The original algorithm has been used already for
the tracking of objects in SEM images. Important
in comparison to microscope is that the algorithm
has to be as robust as possible against certain effects
which may occur in SEM images, especially in SEM
nanomanipulations setups. It has shown to be robust
against:

• noise - due to fast SEM image acquisition during
manipulation

• partial occlusion - due to complex manipulation
setups

• grey level fluctuations - due to charge accumula-
tion and discharging effects in the SEM chamber

The implementation is fast enough to track objects in
SEM images with relatively high framerates. For the
initial minimization, the contour points are handled
individually, resulting in a deforming contour which
fits itself to the object. After the initial minimization
of the contour, the transformation for the subsequent
steps is restricted to euclidean transforms. This en-
ables the left image tracker to transfer the contour
points to the right image tracker, and is also the rea-
son for the robustness against occlusion. The transfer
and duplication of the contour leads to the same ob-
ject being tracked in both stereo images.

The steps executed in the minimization of the
whole contour are the following, executed in order:

1. Minimization by translation in X

2. Minimization by translation in Y

3. Minimization by rotation

In the original algorithm (described in (Sievers,
2007)), additional minimization by scaling was exe-
cuted, which is not used here due to coherency issues.
When adding the scaling minimization, the tracking
gets slightly more unstable, and a independent mini-
mization on the two separate images may lead to in-
coherent states of the tracker, e.g. different scaling
factors for the two images.

The modifications made to the algorithm mainly
deal with the duplication of the tracker for stereo
tracking. The left image tracker is extended with a
component duplicating the contour like shown in fig-
ure 5, the right image tracker does not need an own
free minimization of the contour, but is initialized by
the left image tracker with the contour data as shown
in figure 6.

Figure 5: The tracking algorithm for the left image.

Figure 6: The tracking algorithm for the right image.

The active contour tracker itself is robust enough
to track the objects in the experiment, though some
parameter tuning was necessary due to the inhomoge-
neous appearance of the objects.

4 DEPTH ESTIMATION

Many modern applications use the well known ad-
vantages of SEMs. These applications often require
knowledge of the exact position of involved objects
or topographic information of a specimen. There-
fore, measurements for all 3 dimensions are required.
This requirement exceeds the possibilities of standard
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SEMs, because they are only capable of delivering 2-
dimensional images of a scene. Typical applications
are grabbing and assembling processes such as the
manipulation of carbon nanotubes (CNT).

There are different approaches to obtain 3-
dimensional measurements in scanning electron mi-
croscopy. Beside tactile sensors and laser-based mea-
suring methods, focus-based methods are popular in
image processing. Due to problems with the standard
methods over the last years stereoscopy-based meth-
ods in SEM applications gained in importance. The
advantage of stereoscopy techniques is the ability to
display dynamic processes in real time in contrast to
focus-based methods which need to acquire a series
of images for depth calculation.

The application of the stereoscopy principle in the
SEM is similar to the application in the macro world.
Different z-positions lead to different displacements
between the two stereo images. This displacement
leads to z-position dependent disparities of the cor-
responding points. The disparity is used to calculate
the original z-position. The angular displacement be-
tween the two views is also called vergence angle (fig-
ure 7).

Figure 7: The principle of stereoscopy using the example of
human vision.

The stereoscopy approach consists of two main
parts: the stereo image acquisition and the stereo anal-
ysis. Different methods to acquire stereo images ex-
ist. Research currently follows the three following ap-
proaches:

• Dual-beam scanning electron microscope

• Specimen table tilting

• SEM beam deflection

The first two approaches have some disadvan-
tages. Dual-beam scanning microscopes are very ex-
pensive and far away from being the standard in most
SEM environments. A standard specimen table is al-
ready able to perform the required shift and tilt move-
ments for the second method, but the experimental

setup of many applications is not compatible with the
tilting of the specimen table, e.g. setups for manipula-
tion processes with mobile robots. These are core rea-
sons why our group follows the approach of electron
beam deflection (see also in (Jahnisch and Fatikow,
2007)). The beam is deflected by two units:

• Internal SEM beam shift unit

• External self-built-magnetic lens

The advantage of this setup is the easy integration
of the system into standard SEMs.

Figure 8: a) An image of the integrated external magnetic
lens in the SEM vacuum chamber. b) A sketch of the prin-
ciple of electron beam deflection and the control system of
the stereo image acquisition in the SEM.

To acquire stereo images, special software was
written to synchronize the SEM beam shift control
and the external magnetic lens. Figure 8 shows the
principle and control flow of the stereo image acqui-
sition. The disadvantage and main difference of stere-
oscopy in the SEM to macro world stereoscopy is the
small vergence angle due to technical limits imposed
by the construction of the acquisition system. This is
one of the reasons why there are special requirements
to the stereo image analysis in the SEM. The main
challenge of the analysis is to solve the correspon-
dence problem. The solution is derived by finding the
corresponding points or objects in the stereo image
pair.

Currently there are just a few analysis methods
to solve correspondence in the scanning electron mi-
croscopy. The algorithm used in our vision feedback
group (see (Jahnisch and Fatikow, 2007)) is based on
the human visual cortex and is able to calculate dis-
parities without any previous knowledge of the speci-
men. This procedure is a pixel-based correspondence
solving algorithm. On the one hand this method is
very versatile, but on the other hand the algorithm
needs almost noise free stereo input images and a very
long computation time to create reliable disparities.
Current research is looking for new methods to cal-
culate the correspondence in SEM stereo images with
the following features:

• Fast calculation for real-time applications

• High noise robustness
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• High reliability and accuracy for automation ap-
plications

Feature-based correspondence analysis is interest-
ing due to its flexibility. Therefore, common methods
for image tracking, recognition and classification are
reviewed with respect to their capability of calculating
correspondence under SEM-specific conditions. Due
to the experience with the application of active con-
tours (see section 3) in SEM applications, their high
noise robustness and the fast calculation time after an
initialization step, they are a promising candidate for
correspondence analysis. The principle is to initialize
the active contour based tracking algorithm on one of
the two stereo images and use the derived contour to
initialize the tracking algorithm on the other stereo
image. Due to the small vergence angle and the small
acquisition time difference of a stereo image pair the
correspondence between objects can be solved.

Figure 9: a) Shows the red green image of the stereo image
pair. b) Preprocessed left image with active contour. c)
Preprocessed right image with active contour initialized by
the right image contour.

In the following step, the center points and the
orientations of both contours are used to calculate
the disparity and to calculate the angle difference be-
tween the contours. This difference reflects the z posi-
tion and orientation of the specimen. To validate this
new procedure, a series of stereo images with differ-
ent z-positions of a specimen in the SEM were taken.
The following two diagrams show two series of mea-
surement with different SEM scan speeds.

Figure 10 shows a series of small z-differences
with their corresponding disparities. Due to the
small magnification of 60x the resolution of the
stereo images is insufficient to detect disparities to z-
displacements of a few µm. That is the reason for the
noise with small displacements. Thanks to the fea-
tures of SEMs and the scalability of the active con-
tours algorithm, the disparity calculation of small z-
displacement is still possible in high magnifications.

This new feature-based correspondence problem
is just limited by the resolution and the vergence an-
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Figure 10: Graph shows small z-displacements with corre-
sponding disparities.
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Figure 11: Graph shows z-displacements in the range of 0,5
to 4 mm with corresponding disparities.

gle. Recently, the algorithm was tested with CNTs
using a magnification of 1000x with the ability to de-
tect z displacement in the single-digit µm domain. In
the future, it is planned to build a new SEM scan gen-
erator to increase the stereo image resolution and to
build new lens systems to get a higher vergence an-
gle.

5 SUMMARY

In this paper, we have shown a new approach for
depth estimation using SEM images. The use of a
duplicated two-dimensional tracking algorithm gener-
ates data which can be used to determine depth. The
algorithm is initialized and then duplicates the con-
tour information to process both images from a stereo
image pair. The displacements detected are a mea-
sure of depth. The results of this algorithm are very
promising and further effort will be made to improve
the approach. Even with the results obtained already,
the featured algorithm shows to be a promising tool
for the automation of nanohandling processes. With
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magnifications as low as 60x which has been used
in this experiment, depth differences in the order of
50µm can be detected.
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Abstract: The environment representation is essential for driving assistance. However, the performances achieved in 
complex environments are still unsatisfactory regarding the accuracy, confidence and real time capabilities. 
This paper presents a real-time 2.5D environment representation model, for driving scenarios, based on 
object delimiters extraction from a 3D occupancy grid obtained from dense stereo. We propose two 
approaches to extract the polyline delimiters: an improved contour tracing called 3A Tracing and a polyline 
extraction method through the occupancy grid radial scanning. The advantages and drawbacks for each of 
these methods have been discussed. 

1 INTRODUCTION 

In the context of in-vehicle navigation systems, the 
environment perception and its convenient 
representation is an important requirement (Pijpers, 
2007). The process of environment representation 
building has to be accurate and characterized by a 
low computational cost. 

Usually, the Driving Assistance Applications 
detect the objects through 2D or 3D points grouping 
processes. The detected objects are represented by 
geometric primitives such as 2D bounding boxes 
(Dellaert, 1997) or 3D cuboids (Nedevschi, 2007). 
As an alternative approach, the objects may be 
represented by polylines. One of the advantages of 
the polyline based objects representation is the close 
approximation of the object contour by the 
polygonal model while having a number of vertices 
as small as possible. In the same time the polyline 
could inherit the type, position and height properties 
of the associated object.    

The polyline object representation may lead to 
the creation of subsequent algorithms that are 
computationally fast due to the fact that only a small 
subset of points is employed.  

The road feature identification through the object 
delimiters detection can be used in the unstructured 
environments as an alternative solution to the lane 
detection algorithms. 

The object delimiters extraction is studied in 
some areas like mobile robots (Harati, 2007; Magin, 
1994; Joshi, 2002; Laviers, 2004; Veeck, 2004), or 
autonomous vehicle systems (Kolski, 2006; 
Madhavan, 2002; Goncalves, 2007). The polyline 
representation is very common in many algorithms, 
such as localization and mapping (Joshi, 2002; 
Laviers, 2004; Veeck, 2004; Madhavan, 2002), 
contour tracking (Prakash, 2007) and path planning 
(Madhavan, 2002). 

The polyline extraction methods differ by the 
nature of the information as well as by the sensors 
used for data acquisition process. Current systems 
use laser (Harati, 2007; Veeck, 2004; Kolski, 2006; 
Madhavan, 2002), sonar (Goncalves, 2007; Laviers, 
2004) or vision sensors (Goncalves, 2007). 

Two main directions can be distinguished for the 
delimiters extraction: 

 The contour processing of already detected 
objects from the scene (Gonzales, 2002); 
 The radial scanning of the environment. This 
method is common for the systems based on 
sonar or laser sensors (Harati, 2007; Kolski, 
2006). 

A method for map representation as a set of line 
segments or polylines is described in (Laviers, 
2004). An occupancy grid is created here from sonar 
information. The data is converted to a list of 
vertices using the Douglas Peucker line reduction 
algorithm. 
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In (Veeck, 2004) a method that learns sets of 
polylines from laser range information is presented. 
The polylines are iteratively optimized using the 
Bayesian Information Criterion. 

The polyline representation was chosen in 
(Madhavan, 2002) for terrain-aided localization of 
autonomous vehicle. The new range data obtained 
from the sensor are integrated into the polyline map 
by attaching line segments to the end of the polyline 
as the vehicle moves gradually along the tunnel. 

In this paper we present and evaluate several 
methods for real-time environment representation by 
extracting object delimiters from the traffic scenes 
using a Dense Stereovision System (Nedevschi, 
2007). The delimiters detection is based on 
processing the information provided by a 3D 
classified occupancy grid obtained from the raw 
dense stereo information. One of the problems in 
representing the environment through the occupancy 
grid is a large volume of data. Therefore we propose 
a more compact 2.5D model by representing the 
environment as a set of polylines with associated 
height features. We present two approaches to 
extract object delimiters: 

 The 3A Tracing. The classical algorithm for 
contour tracing is improved by developing a 
new method named 3A Tracing Algorithm; 
 The radial scanning of the occupancy grid. 
We have developed a Border Scanning method 
that is able to detect delimiters of complex 
objects taking into account the nature of 
information from the traffic scene (curb, object, 
and road). 

A polyline map is generated as the result of the 
delimiters extraction process. Each polyline element 
inherits the type (object, curb), position and height 
properties of the associated objects from the 
occupancy grid. 

In the next section, we describe the proposed 
Delimiters Extraction architecture. The delimiters 
detection approaches are presented in section 3. 
Experimental results are given in section 4, and 
section 5 concludes the paper with final remarks. 

2 PROPOSED ARCHITECTURE 

Our delimiters detection approaches have been 
conceived for an urban driving assistance system. 
We extended our Dense Stereo-Based Object 
Recognition System (DESBOR) by developing an 
Object Delimiters Detection component. A detailed 
description about the DESBOR system is presented 
in (Nedevschi, 2007).  

The Object Delimiters Detection system 
architecture consists in the following modules (see 
Figure 1): 

 

 
Figure 1: System Architecture. 

TYZX Hardware Stereo Machine. The 3D 
reconstruction is performed by the “TYZX” 
hardware board (Woodill, 2004). 

Reconstructed 3D Points. The reconstructed 3D 
points are used for the occupancy grid generation. 

 

 
Figure 2: The Occupancy Grid (c) is computed from the 
Elevation Map (b) of a scene (a). The occupancy grid cells 
are roughly classified (blue – road, yellow – traffic isle, 
red – obstacles). 

Occupancy Grid Computation. The occupancy 
grid (see Figure 2.c) represents a description of the 
scene, computed from the raw dense stereo 
information represented as a digital elevation map 
(see Figure 2.b). The occupancy grid cells are 
classified into road, traffic isle and object cells. A 
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detailed description about the occupancy grid 
computation is presented in (Oniga, 2007). 

Object Delimiters Detection. The Object 
Delimiters detection uses the occupancy grid results 
as the input and generates a set of unstructured 
polygons approximated with the objects contour. 
The delimiters can be extracted from the occupancy 
grid through both 3A Tracing and Border Scanning 
algorithms. 

Object Delimiters Detection Output. A polyline 
map is generated as the result of delimiters 
extraction process. For each polyline element we 
keep the following information: a list of vertices, the 
delimiter type (object, curb), and the height of the 
object for which we apply the polyline extraction. 
 

 
Figure 3: The car coordinate system. 

It must be noted that the car coordinate system 
coincide with the world coordinate system having its 
origin on the ground in front of the car (see Figure 
3). The position and orientation of the stereo 
cameras are determined by the absolute extrinsic 
parameters (Marita, 2006). 

3 OBJECT DELIMITERS 
EXTRACTION APPROACHES 

A set of steps have been identified for the delimiters 
extraction: 
 
Step 1: Object Labeling. In this step each object 
from the occupancy grid is labeled with a unique 
identifier. 
 
Step 2: The Contour Extraction. We compute the 
contours of the non-drivable blobs (objects, traffic 
isles) from the occupancy grid. Each contour point 
will represent a single cell in the grid map. 
 
Step 3: The Polygonal Approximation. Given a 
curve C we will find a polygon that closely 
approximates C while having as small a number of 
vertices as possible. 

Next, we will present several algorithms 
developed by us for delimiters extraction. All these 
methods have in common the 1st and 3rd step. The 2nd 
step is different in each case. We have used two 
main approaches for the contour extraction: 

 
1) The Contour Tracing for a Given Object. Once 
an object cell has been identified, contour tracing is 
performed starting from this point, adding each 
traversed cell to the current contour. In this paper we 
present an improved version of contour tracing, the 
3A Tracing Algorithm. 
 
2) The Border Scanning. A radial scanning is 
performed with a given radial step, traversing the 
interest zone and accumulating the contour points at 
the same time. The main difference of this approach 
is that we scan only the visible parts from the ego-
car position. Two main improvements of the Border 
Scanning method are discussed: the Border 
Scanning using a variable step, and the Combined 
Border Scanning, taking into account the occupancy 
grid blob’s nature (traffic isles, obstacles). 

3.1 The 3A Tracing Algorithm 

The classical contour tracing algorithm collects the 
contour points of an object by traversing the object 
boundary. 
 

 
Figure 4: Contour tracing of the care points (b) from the 
scene (a). There are cases when two polygonal segments 
can intersect each other (c), after the polygonal 
approximation of the car contour. 
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A disadvantage of the classical algorithm is that 
there are cases when the same delimiter point can be 
passed many times. This may lead to the incorrect 
representation, after the contour approximation step 
(see Figure 4). 

To avoid this problem we have developed an 
extended contour tracing algorithm named 3A 
Tracing. In this method we use two stacks, Stack A 
and Stack B. The name 3A Tracing comes from the 
next three main phases (see Figure 5): 

 
Phase 1: Accumulation. The tracing is made 
analogue to the Contour Tracing algorithm. All 
accumulated points are pushed onto the stack A. The 
traversed points are marked with a flag in order to 
know whether they were traversed or not at least one 
time. Once we found a terminal point (from which 
the tracing is made in the inverse sense) we pass to 
the 2nd phase of the algorithm. 
 
Phase 2: Adjustment. In this phase the tracing 
continues in the inverse sense by extracting already 
passed points (drawn with light green) from the 
Stack A, and pushing them onto the Stack B. The 
Adjustment is repeated until we reach a contour 
point that has not passed yet. Once the new contour 
point is found we pass to the 3rd phase of the 
algorithm. 
 
Phase 3: Approximation. Polygonal approximation 
is applied to each of the two stacks. After the 
polygonal approximation process the two stacks will 
be cleared and the algorithm is repeated from the 
Phase 1. 
 

The algorithm stops when the start point is 
reached once again. 

 

 
Figure 5: 3A Tracing Algorithm. In the Accumulation 
phase, all traversed points are pushed onto the Stack A. In 
the Adjustment stage, the already passed points are 
extracted form the Stack A and pushed onto the Stack B. 
Polygonal approximation is applied in the last step of 
algorithm. 

Although the 3A Tracing algorithm eliminates 
some particular cases in which two polygonal 

segments may intersect, like in the Contour Tracing, 
it works only on the connected components. 
Therefore this method does not take into account the 
cases of more complex objects, when a single 
obstacle is represented as many disjoint 
patches.Therefore we have elaborated an extraction 
method through the radial scanning of the Elevation 
Map. 

3.2 The Border Scanner Algorithm 

The Border Scanner algorithm performs a radial 
scanning with a given radial step. The scanning axis 
moves in the radial direction, having a fixed center 
at the Ego Car position. The scanning process is 
made into the limits of Q_from and Q_to angles, 
thus only the interest area are scanned, where the 
delimiters can be detected (see Figure 6). Having a 
radial axis with a Qrad slope, Q_from < Qrad < 
Q_to, we try to find the nearest point from the Ego 
Car situated on this axis. In this way, all subsequent 
points will be accumulated into a Contour List, 
moving the scanning axis in the radial direction. At 
each radial step we verify that a new object has been 
reached. If a new label has been found then the 
polygonal approximation on the Contour List points 
is performed. The list will be cleared, and the 
algorithm will be continued finding a new polygon. 
 

 
Figure 6: Border Scanning on the Occupancy Grid Points. 
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Advantages. The obtained results are more close to 
the real obstacle delimiters from the scene. The 
problem of the complex objects presented in the case 
of Contour Tracing algorithms is eliminated. 
Therefore many disjoint patches that belong to the 
same object can be enveloped by a single delimiter. 
 
Disadvantages. A little obstacle (noise present in 
the occupancy grid) can occlude a great part from 
the scene, if this obstacle is too near to the Ego-Car. 
The scanning is influenced by the presence of such 
false obstacles. 

3.2.1 The Border Scanning Algorithm using 
Variable Step 

Having a constant radial step, the detected pixel 
density will decrease with the depth distance. The 
distance between two consecutive detected pixels is 
greater at the far depths. The idea is that some 
important information about the delimiters can be 
lost at the far distances. 

A good solution is to use a scanning method with 
a variable step, thus the radial step should be 
adapted with the distance. 

 

 
Figure 7: Radial angle estimation for the next step in the 
Variable Step Border Scanning approach. 

If we have a point P1(x1, z1) of a given object and 
a radial axis containing the point P1 with a radial 
angle Qk

rad at the k step, then we estimate the radial 
angle at the k+1 step (see Figure 7): 
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rad −−

−
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Where:   
 x1, z1 are the coordinates of the P1 point;; 
 xStart, zStart  are the ego-car point coordinates. 
 d is considered the distance between any two 

adjacent points. 
However, there are situations when no object 

point can be reached on the current scanning axis. 
Therefore we cannot estimate the radial angle for the 
next step, because we don’t know the distance of the 
current object point from the Ego-Car. In this case, 
like in the simple Border Scanning method, we use a 
fixed step, until a new object point will be found. 

3.2.2 The Combined Border Scanning 

We know that the occupancy grid cells are classified 
into obstacles (cars, pedestrians etc.) or traffic isles 
(road-parallel patches). If we take into account only 
the first nearest point from the car, many relevant 
objects delimiters may be omitted. For example, the 
first obstacle from the car can be a curb. In this case, 
we are interested not only in the curb delimiters but 
also in the delimiters above the curb or behind the 
curb. Therefore we extended our Border Scanning 
algorithm by developing a method that takes into 
consideration the obstacle’s nature making a 
decision based on two types of information “What 
have we found?” and “What we have to find?”. The 
algorithm consists in two passes: one for the object 
delimiters detection, and second for the traffic isles 
delimiters detection. 

In the Table 1 is presented the returned result 
when we want to find a delimiter taking in account 
the point type we have found. 

Table 1: The Combined Border Scanning method. The 
result is returned, taking into consideration the found point 
type. 

Delimiter’s type 
we want to find 

Point Type we 
have found 

Returned result 

OBJECT OBJECT FOUND 
CURB OBJECT NOT FOUND 
CURB CURB FOUND 

4 EXPERIMENTAL RESULTS 

For the experimental results we have tested a set of 
15 scenarios from the urban traffic environment 
using a 2.66GHz Intel Core 2 Duo Computer with 
2GB of RAM. 

Figure 8 shows a comparative result between the 
Contour Tracing and 3A Tracing algorithms, using 
an approximation error of two points. One can notice 
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that the polygonal segment intersection in the case 
of classical contour tracing algorithm (see Figure 
8.b) was eliminated by applying the 3A Tracing 
algorithm (see Figure 8.c). 

 

 
Figure 8: Delimiters detection through the Contour 
Tracing algorithm (b) and 3A Tracing algorithm (c). The 
detection is performed on the occupancy grid computed 
from the scene (a). 

The difference between the result of delimiters 
detection in the case of Simple border Scanner and 
Combined Border Scanner algorithms is presented in 
the Figure 9. It can be observed that in the case of 
Combined Border Scanner (see Figure 9.b) the side 
fence’s delimiter is detected in spite of his position 
behind the curb (Figure 9.c). 

 

 
Figure 9: Border scanning of a scene (a). The side fence’s 
delimiters are missed in the case of the Simple Border 
Scanning (b) and have been detected in the case of the 
Combined Border Scanning algorithm (c). 

In the Table 2 the results from the Variable Step 
Border Scanner and Fixed Step Border Scanner are 
computed for the same driving scene. It can be 
observed that the number of detected points is 
greater in the case of Variable Step Border Scanner 
algorithm, thereby 11466 points, which means 28 
detected points per frame in comparison with 22 

detected points per frame in the case of Fixed Step 
Border Scanner algorithm. 

Table 2: Fixed Step Border Scanner vs. Variable Step 
Border Scanner. 

 Fixed Step 
Border Scanner 

Variable Step 
Border 
Scanner 

Number of Frames 406 406 
Detected points 9058 11466 

The radial step (radians) 0.01 variable 
Points per Frames 22 28 

Average processing 
time per frame 4 ms 5 ms 

 
The average extraction time using the 3A 

Tracing algorithm is about 0.7ms per frame and 
depends on the angular resolution in the case of 
Border Scanner approach.  

 

 
Figure 10: The processing time vs. the radial step size. 

Figure 10 shows how the radial step size 
variation affects the system response time using the 
Combined Border Scanning approach. 

Figure 11 is a diagram that shows the impact of 
radial step size on delimiters detection rate using the 
border scanner method. We can observe that, with a 
higher radial step size we obtain an increase in 
processing time while the detection rate decreases. 
The solution is a tradeoff between the system 
processing time and detection rate.  

Figure 12 presents results for various traffic 
scenes using the Combined Border Scanning 
method. For the border scanning algorithm with a 
radial step of 0.01 radians the average processing 
time is about 5ms and the delimiters detection rate is 
98.66%. 

 

 

REAL TIME OBJECT DELIMITERS EXTRACTION FOR ENVIRONMENT REPRESENTATION IN DRIVING
SCENARIOS

91



 

 
Figure 11: The detection rate vs. the radial step size. 

5 CONCLUSIONS 

In this paper we present and evaluate several 
methods for real-time environment representation 
through the object delimiter extraction and 
characterization from dense stereovision images. 
The delimiters detection is based on processing the 
information provided by a 3D classified occupancy 
grid obtained from the raw dense stereo information. 
The result is a more compact 2.5D model for 
representing the environment, as a set of polylines. 
Each polyline element inherits the type (object, 
curb), position and height properties of the 
associated object from the occupancy grid.  

We have developed an improved Contour 
Tracing method named 3A Tracing algorithm that 
eliminates the situation when two polygonal 
segments can intersect each other.  

Another approach presented in this paper is the 
polyline extraction through the radial scanning of the 
occupancy grid. Although the tracing approach is 
more computationally-efficient, the results provided 
by the Border Scanner algorithm are more 
appropriate for detecting the real obstacle delimiters 
from the scene. The algorithm is able to extract only 
the visible area from the ego-vehicle since the 
occluded points do not offer relevant information. 
Using the Border Scanner algorithm, our system is 
fast and achieves a high rate of detection: 98.66%. 
 
 

 

 

 

 

 

 

 
Figure 12: Object delimiters detection through the 
Combined Border Scanning algorithm for various traffic 
scenes. The delimiters are projected onto the Left Image 
and are represented as grids labeled as Traffic Isles 
(orange) or Objects (light green). The grid height is the 
same as the enveloped object by the current delimiter. 
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Abstract: This paper presents a feasibility study of a vision-based autonomous approach and landing for an aircraft using
a direct visual tracking method. Auto-landing systems based on theInstrument Landing System(ILS) have
already proven their importance through decades but general aviation stills without cost-effective solutions
for such conditions. However, vision-based systems have shown to have the adequate characteristics for the
positioning relatively to the landing runway. In the present paper, rather than points, lines or other features
susceptible of extraction and matching errors, dense information is tracked in the sequence of captured images
using anEfficient Second-Order Minimization(ESM) method. Robust under arbitrary illumination changes
and with real-time capability, the proposed visual trackersuits all conditions to use images from standard
CCD/CMOS toInfrared (IR) and radar imagery sensors. An optimal control design isthen proposed using the
homography matrix as visual information in two distinct approaches: reconstructing the position and attitude
(pose) of the aircraft from the visual signals and applying the visual signals directly into the control loop. To
demonstrate the proposed concept, simulation results under realistic atmospheric disturbances are presented.

1 INTRODUCTION

Approach and landing are known to be the most de-
manding flight phase in fixed-wing flight operations.
Due to the altitudes involved in flight and the con-
sequent nonexisting depth perception, pilots must in-
terpret position, attitude and distance to the runway
using only two-dimensional cues like perspective, an-
gular size and movement of the runway. At the same
time, all six degrees of freedom of the aircraft must be
controlled and coordinated in order to meet and track
the correct glidepath till the touchdown.

In poor visibility conditions and degraded visual
references, landing aids must be considered. TheIn-
strument Landing System(ILS) is widely used in most
of the international airports around the world allow-
ing pilots to establish on the approach and follow the
ILS, in autopilot or not, until the decision height is
reached. At this point, the pilot must have visual con-
tact with the runway to continue the approach and
proceed to the flare manoeuvre or, if it is not the

case, to abort. This procedure has proven its relia-
bility through decades but landing aids systems that
require onboard equipment are still not cost-effective
for most of the general airports. However, in the
last years, theEnhanced Visual Systems(EVS) based
on Infrared (IR) allowed the capability to proceed to
non-precision approaches and obstacle detection for
all weather conditions. The vision-based control sys-
tem proposed in the present paper intends then to take
advantage of these emergent vision sensors in order to
allow precision approaches and autonomous landing.

The intention of using vision systems for au-
tonomous landings or simply estimate the aircraft po-
sition and attitude (pose) is not new. Flight tests of
a vision-based autonomous landing relying on fea-
ture points on the runway were already referred by
(Dickmanns and Schell, 1992) whilst (Chatterji et al.,
1998) present a feasibility study on pose determina-
tion for an aircraft night landing based on a model
of the Approach Lighting System(ALS). Many oth-
ers have followed in using vision-based control on
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fixed/rotary wings aircrafts, and even airships, in sev-
eral goals since autonomous aerial refueling ((Kim-
mett et al., 2002), (Mati et al., 2006)), stabiliza-
tion with respect to a target ((Hamel and Mahony,
2002), (Azinheira et al., 2002)), linear structures
following ((Silveira et al., 2003), (Rives and Azin-
heira, 2004), (Mahony and Hamel, 2005)) and, obvi-
ously, automatic landing ((Sharp et al., 2002), (Rives
and Azinheira, 2002), (Proctor and Johnson, 2004),
(Bourquardez and Chaumette, 2007a), (Bourquardez
and Chaumette, 2007b)). In these problems, differ-
ent types of visual features were considered including
geometric model of the target, points, corners of the
runway, binormalized Plucker coordinates, the three
parallel lines of the runway (at left, center and right
sides) and the two parallel lines of the runway along
with the horizon line and the vanishing point. Due to
the standard geometry of the landing runway and the
decoupling capabilities, the last two approaches have
been preferred in problems of autonomous landing.

In contrast with feature extraction methods, direct
or dense methods are known by their accuracy be-
cause all the information in the image is used with-
out intermediate processes, reducing then the sources
of errors. The usual disadvantage of such method is
the computational consuming of the sum-of-squared-
differences minimization due to the computation of
the Hessian matrix. TheEfficient Second-order Mini-
mization(ESM) (Malis, 2004) (Behimane and Malis,
2004) (Malis, 2007) method does not require the
computation of the Hessian matrix maintaining how-
ever the high convergence rate characteristic of the
second-order minimizations as the Newton method.
Robust under arbitrary illumination changes (Silveira
and Malis, 2007) and with real-time capability, the
ESM suits all the requirements to use images from
the common CCD/CMOS to IR sensors.

In vision-based or visual servoing problems, a pla-
nar scene plays an important role since it simplifies
the computation of the projective transformation be-
tween two images of the scene: the planar homogra-
phy. The Euclidean homography, computed with the
knowledge of the calibration matrix of the imagery
sensor, is here considered as the visual signal to use
into the control loop in two distinct schemes. The
position-based visual servoing(PBVS) uses the re-
covered pose of the aircraft from the estimated projec-
tive transformation whilst theimage-based visual ser-
voing (IBVS) uses the visual signal directly into the
control loop by means of the interaction matrix. The
controller gains, from standard output error LQR de-
sign with a PI structure, are common for both schemes
whose results will be then compared with a sensor-
based scheme where precise measures are considered.

The present paper is organized as follows: In the
Section 2, some useful notations in computer vision
are presented, using as example the rigid-body motion
equation, along with an introduction of the consid-
ered frames and a description of the aircraft dynamics
and the pinhole camera models. In the same section,
the two-view geometry is introduced as the basis for
the IBVS control law. The PBVS and IBVS control
laws are then presented in the Section 3 as well as the
optimal controller design. The results are shown in
Section 4 while the final conclusions are presented in
Section 5.

2 THEORETICAL BACKGROUND

2.1 Notations

The rigid-body motion of the frameb with respect to
framea by aRb ∈ SO(3) andatb ∈ R3, the rotation
matrix and the translation vector respectively, can be
expressed as

aX = aRb
bX + atb (1)

where,aX ∈ R3 denotes the coordinates of a 3D point
in the frameaor, in a similar manner, in homogeneous
coordinates as

aX = aTb
bX =

[
aRb

atb
0 1

][
bX
1

]
(2)

where,aTb ∈ SE(3), 0 denotes a matrix of zeros with
the appropriate dimensions andaX ∈ R4 are the ho-
mogeneous coordinates of the pointaX. In the same
way, the Coriolis theorem applied to 3D points can
also be expressed in homogenous coordinates, as a re-
sult of the derivative of the rigid-body motion relation
in Eq. (2),

aẊ = aṪb
bX = aṪb

aT−1
b

aX = (3)

=

[
ω̂ v
0 0

]
aX = aV̂ab

aX , aV̂ab ∈ R
4×4

where, the angular velocity tensor̂ω ∈ R3×3 is the
skew-symmetric matrix of the angular velocity vec-
tor ω such thatω×X = ω̂X and the vectoraVab =

[v,ω]⊤ ∈ R6 denotes the velocity screw and indicates
the velocity of the frameb moving relative toa and
viewed from the framea. Also important in the
present paper is the definition of stacked matrix, de-
noted by the superscript ”s ”, where each column is
rearranged into a single column vector.

2.2 Aircraft Dynamic Model

Let F0 be the earth frame, also called NED for North-
East-Down, whose origin coincides with the desirable
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touchdown point in the runway. The latter, unless ex-
plicitly indicated and without loss of generality, will
be considered aligned with North. The aircraft lin-
ear velocityv = [u,v,w] ∈ R3, as well as its angular
velocity ω = [p,q, r] ∈ R3, is expressed in the air-
craft body frameFc whose origin is at the center of
gravity whereu is defined towards the aircraft nose,
v towards the right wing andw downwards. The at-
titude, or orientation, of the aircraft with respect to
the earth frameF0 is stated in terms of Euler angles
Φ = [φ,θ,ψ] ⊂ R2, the roll, pitch and yaw angles re-
spectively.

The aircraft motion in atmospheric flight is usu-
ally deduced using Newton’s second law and con-
sidering the motion of the aircraft in the earth frame
F0, assumed as an inertial frame, under the influence
of forces and torques due to gravity, propulsion and
aerodynamics. As mentioned above, both linear and
angular velocities of the aircraft are expressed in the
body frameFb as well as for the considered forces and
moments. As a consequence, the Coriolis theorem
must be invoked and the kinematic equations appear
naturally relating the angular velocity rateω with the
time derivative of the Euler angleṡΦ = R−1ω and the
instantaneous linear velocityv with the time deriva-

tive of the NED position
[
Ṅ, Ė,Ḋ

]⊤
= S⊤v.

In order to simplify the controller design, it is
common to linearize the non-linear model around an
given equilibrium flight condition, usually a func-
tion of airspeedV0 and altitudeh0. This equilib-
rium or trim flight is frequently chosen to be a steady
wings-level flight, without presence of wind distur-
bances, also justified here since non-straight landing
approaches are not considered in the present paper.
The resultant linear model is then function of the per-
turbation in the state vectorx and in the input vector
u as

[
ẋv
ẋh

]
=

[
Av 0
0 Ah

][
xv
xh

]
+

[
Bv
Bh

][
uv
uh

]

(4)
describing the dynamics of the two resultant decou-
pled, lateral and longitudinal, motions. The longitu-
dinal, or vertical, state vector isxv = [u,w,q,θ]⊤ ∈R4

and the respective input vectoruv = [δE,δT ]⊤ ∈ R2

(elevator and throttle) while, in the lateral case, the
state vector isxh = [v, p, r,φ]⊤ ∈ R4 and the respec-
tive input vectoruh = [δA,δR]⊤ ∈ R2 (ailerons and
rudder). Because the equilibrium flight condition is
slowly varying for manoeuvres as the landing phase,
the linearized model in Eq. (4) can then be considered
constant along all the glidepath.

2.3 Pinhole Camera Model

The onboard camera frameFc, rigidly attached to the
aircraft, has its origin at the center of projection of
the camera, also called pinhole. The corresponding z-
axis, perpendicular to the image plane, lies on the op-
tical axis while the x- and y- axis are defined towards
right and down, respectively. Note that the camera
frameFc is not in agreement with those usually de-
fined in flight mechanics.

Let us consider a 3D pointP whose coordinates in
the camera frameFc arecX = [X,Y,Z]⊤. This point
is perspectively projected onto the normalized image
planeIm ∈ R2, distant one-meter from the center of
projection, at the pointm = [x,y,1]⊤ ∈ R2 such that

m =
1
Z

cX. (5)

Note that, computing the projected pointm know-
ing coordinatesX of the 3D point is a straightforward
problems but the inverse is not true becauseZ is one
of the unknowns. As a consequence, the coordinates
of the pointX could only be computed up to a scale
factor, resulting on the so-called lost of depth percep-
tion.

When a digital camera is considered, the same
point P is projected onto the image planeI , whose
distance to the center of projection is defined by the
focal lengthf ∈ R+, at the pixelp = [px, py,1] ⊂ R3

as
p = Km (6)

where,K ∈R3×3 is the camera intrinsical parameters,
or calibration matrix, defined as follows

K =




fx f s px0

0 fy py0

0 0 1


 (7)

The coordinatesp0 = [px0, py0,1]⊤ ∈ R3 define the
principal point, corresponding to the intersection be-
tween the image plane and the optical axis. The pa-
rameters, zero for most of the cameras, is the skew
factor which characterizes the affine pixel distortion
and, finally, fx and fy are the focal lengths in the both
directions such that whenfx = fy the camera sensor
presents square pixels.

2.4 Two-views Geometry

Let us consider a 3D pointP whose coordinatescX in
the current camera frame are related with those0X in
the earth frame by the rigid-body motion in Eq. (1) of
Fc with respect toF0 as

cX = cR0
0X + ct0. (8)
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Figure 1: Perspective projection induced by a plane.

Let us now consider a second camera frame denoted
reference camera frameF∗ in which the coordinates
of the same pointP , in a similar manner as before,
are

∗X = ∗R0
0X + ∗t0. (9)

By using Eq. (8) and Eq. (9), it is possible to relate the
coordinates of the same pointP between referenceF∗
and currentFc camera frames as

cX = cR0
∗R⊤

0
∗X + ct0−

cR0
∗R⊤

0
∗t0 = (10)

= cR∗
∗X + ct∗

However, considering thatP lies on a planeΠ, the
plane equation applied to the coordinates of the same
point in the reference camera frame gives us

∗n⊤∗X = d∗ ⇔
1
d∗

∗n⊤∗X = 1 (11)

where, ∗n⊤ = [n1,n2,n3]
⊤ ∈ R3 is the unit normal

vector of the planeΠ with respect toF∗ andd∗ ∈ R+

the distance from the planeΠ to the optical center of
same frame. Thus, substituting Eq. (11) into Eq. (10)
results on

cX =

(
cR∗ +

1
d∗

ct∗∗n⊤

)
∗X = cH∗

∗X (12)

where,cH∗ ∈ R3×3 is the so-called Euclidean homog-
raphy matrix. Applying the perspective projection
from Eq. (5) along with the Eq. (6) into the planar
homography mapping defined in Eq. (12), the rela-
tion between pixels coordinatesp and ∗p illustrated
in Figure 1 is obtained as follows

cp ∝ K cH∗K−1∗p ∝ cG∗
∗p (13)

where,G∈R3×3 is the projective homography matrix
and ”∝ ” denotes proportionality.

3 VISION-BASED AUTONOMOUS
APPROACH AND LANDING

3.1 Visual Tracking

The visual tracking is achieved by directly estimat-
ing the projective transformation between the image

taken from the airborne camera and a given reference
image. The reference images are then the key to re-
late the motion of the aircraftFb, through its airborne
cameraFc, with respect to the earth frameF0. For
the PBVS scheme, it is the known pose of the refer-
ence camera with respect to the earth frame that will
allows us to reconstruct the aircraft position with re-
spect to the same frame. What concerns the IBVS,
where the aim is to reach a certain configuration ex-
pressed in terms of the considered feature, the path
planning is then an implicity need of such scheme.
For example, if lines are considered as features, the
path planning is defined as a function of the parame-
ters which define those lines. In the present case, the
path planning shall be defined by images because it is
the dense information that is used in order to estimate
the projective homographycG∗.

3.2 Visual Servoing

3.2.1 Linear Controller

The standard LQR optimal control technique was
chosen for the controller design, based on the lin-
earized models of both longitudinal and lateral mo-
tions in Eq. (4). Since not all the states are expected
to be driven to zero but to a given reference, the con-
trol law is more conveniently expressed as an opti-
mal output error feedback. The objective of the fol-
lowing vision-based control approaches is then to ex-
press the respective control laws as a function of the
visual information, which is directly or indirectly re-
lated with the pose of the aircraft. As a consequence,
the pose state vectorP = [n,e,d,φ,θ,ψ]⊤ ∈ R6, in
agreement to the type of vision-based control ap-
proach, is given differently from the velocity screw
V = [u,v,w, p,q, r]⊤ ∈ R6, which could be provided
from an existentInertial Navigation System(INS) or
from some filtering method based on the estimated
pose. Thus, the following vision-based control laws
are more correctly expressed as

u = −kP(P−P∗)−kV(V −V∗) (14)

where,kP andkV are the controller gains relative to
the pose and velocity states, respectively.

3.2.2 Position-based Visual Servoing

In the position-based, or 3D, visual servoing (PBVS)
the control law is expressed in the Cartesian space
and, as a consequence, the visual information com-
puted into the form of planar homography is used to
reconstruct explicitly the pose (position and attitude).
The airborne camera will be then considered as only
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another sensor that provides a measure of the aircraft
pose.

In the same way that, knowing the relative pose
between the two cameras,R and t, and the planar
scene parameters,n andd, it is possible to compute
the planar homography matrixH it is also possible to
recover the pose from the decomposition of the esti-
mated projective homographyG, with the additional
knowledge of the calibration matrixK . The decom-
position ofH can be performed by singular value de-
composition (Faugeras, 1993) or, more recently, by an
analytical method (Vargas and Malis, 2007). These
methods result into four different solutions but only
two are physically admissible. The knowledge of the
normal vectorn, which defines the planar sceneΠ,
allows us then to choose the correct solution.

Therefore, from the decomposition of the esti-
mated Euclidean homography

cH̃∗ = K−1cG̃∗K , (15)

bothcR̃∗ andc̃t∗/d∗ are recovered being respectively,
the rotation matrix and normalized translation vector.
With the knowledge of the distanced∗, it is then pos-
sible to compute the estimated rigid-body relation of
the aircraft frameFb with respect to the inertial one
F0 as

0T̃b = 0T∗

(
bTc

cT̃∗

)−1
=

[
0R̃b

0̃tb
0 1

]
(16)

where,bTc corresponds to the pose of the airborne
camera frameFc with respect to the aircraft body
frameFb and0T∗ to the pose of the reference camera
frameF∗ with respect to the earth frameF0. Finally,
without further considerations, the estimated poseP̃
obtained from0R̃b and 0̃tb could then be applied to
the control law in Eq. (17) as

u = −kP(P̃−P∗)−kV(V −V∗) (17)

3.2.3 Image-based Visual Servoing

In the image-based, or 2D, visual servoing (IBVS)
the control law is expressed directly in the image
space. Then, in contrast with the previous approach,
the IBVS does not need the explicit aircraft pose rel-
ative to the earth frame. Instead, the estimated planar
homographỹH is used directly into the control law
as some kind of pose information such that reach-
ing a certain reference configurationH∗ the aircraft
presents the intended pose. This is the reason why an
IBVS scheme needs implicitly for path planning ex-
pressed in terms of the considered features.

In IBVS schemes, an important definition is that
of interaction matrix which is the responsible to relate

the time derivative of the visual signal vectors∈ Rk

with the camera velocity screwcVc∗ ∈ R6 as

ṡ= Ls
cVc∗ (18)

where,Ls ∈ Rk×6 is the interaction matrix, or the fea-
ture jacobian. Let us consider, for a moment, that
the visual signal vectors is a matrix and equal to the
Euclidean homography matrixcH∗, the visual feature
considered in the present paper. Thus, the time deriva-
tive of s, admitting the vector∗n/d∗ as slowly vary-
ing, is

ṡ= cḢ∗ = cṘ∗ +
1
d∗

cṫ∗∗n⊤ (19)

Now, it is known that bothcṘ∗ andcṫ∗ are related with
the velocity screwcVc∗, which could be determined
using Eq. (3), as follows

cV̂c∗ = cṪ∗
cT−1

∗ = (20)

=

[
cṘ∗

cR⊤
∗

cṫ∗− cṘ∗
cR⊤

∗
ct∗

0 1

]

from where,cṘ∗ = cω̂ cR∗ andcṫ∗ = cv+ cω̂ ct∗. By
using such results back in Eq. (19) results on

cḢ∗ = cω̂
(

cR∗ +
1
d∗

ct∗∗n⊤

)
+

1
d∗

cv∗n⊤ =

= cω̂ cH∗ +
1
d∗

cv∗n⊤ (21)

Hereafter, in order to obtain the visual signal vector,
the stacked version of the homography matrixcḢs

∗
must be considered and, as a result, the interaction
matrix is given by

ṡ= cḢs
∗ =




I(3)∗n1/d∗ −cĤ∗1

I(3)∗n2/d∗ −cĤ∗2

I(3)∗n3/d∗ −cĤ∗3







cv

cω


 (22)

where, I(3) is the 3× 3 identity matrix andH i is
the ith column of the matrix as well asni is the
ith element of the vector. Note that,̂ωH is the ex-
ternal product ofω with all the columns ofH and
ω×H1 = −H1×ω = −Ĥ1ω.

However, the velocity screw in Eq. (18), as well
as in Eq. (22), denotes the velocity of the reference
frameF∗ with respect to the airborne camera frame
Fc and viewed fromFc which is not in agreement
with the aircraft velocity screw that must be applied
into the control law in Eq. (17). Instead, the veloc-
ity screw shall be expressed with respect to the refer-
ence camera frameF∗ and viewed from aircraft body
frameFb, where the control law is effectively applied.
In this manner, and knowing that the velocity tensor
cV̂c∗ is a skew-symmetric matrix, then

cV̂c∗ = −cV̂⊤
c∗ = −cV̂∗c (23)
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Now, assuming the airborne camera frameFc rigidly
attached to the aircraft body frameFb, to change the
velocity screw from the aircraft body to the airborne
camera frame, the adjoint map must be applied as

cV̂ = bT−1
c

bV̂bTc = (24)

=

[
bR⊤

c
bω̂bRc

bR⊤
c

bv+ bR⊤
c

bω̂btc
0 0

]

from where,bR⊤
c

bω̂bRc = b̂R⊤
c

bω and bR⊤
c

bω̂btc =

−bR⊤
c

b̂tc
cω and, as a result, the following velocity

transformationcWb ∈ R6×6 is obtained

cV = cWb
bV =

[
bR⊤

c −bR⊤
c

b̂tc

0 bR⊤
c

][
bv
bω

]
(25)

Using the Eq. (25) into the Eq. (22) along with the
result from Eq. (23) results as follows

ṡ= cḢs
∗ = −Ls

cWb
bV∗c (26)

Finally, let us consider the linearized version of the
previous result as

s−s∗ = cHs
∗−H∗s = −Ls

cWb
bW0 (P−P∗) (27)

where,
bW0 =

[
S0 0
0 R0

]
(28)

are the kinematic and navigation equations, respec-
tively, linearized for the same trim point as for the air-
craft linear model[φ,θ,ψ]⊤0 = [0,θ0,0]⊤. It is then
possible to relate the pose errorP−P∗ of the air-
craft with the Euclidean homography errorcHs

∗−H∗s.
For the present purpose, the reference configuration is
H∗ = I(3) which corresponds to match exactly both
current I and referenceI ∗ images. The proposed
homography-based IBVS visual control law is then
expressed as

u = −kP (Ls
cW0)

†
(

cH̃s
∗−H∗s

)
−kV(V −V∗)

(29)
where, A† =

(
A⊤A

)−1
A⊤ is the Moore-Penrose

pseudo-inverse matrix.

4 RESULTS

The vision-based control schemes proposed above
have been developed and tested in an simulation
framework where the non-linear aircraft model is im-
plemented in Matlab/Simulink along with the control
aspects, the image processing algorithms in C/C++
and the simulated image is generated by the Flight-
Gear flight simulator. The aircraft model considered

Figure 2: Screenshot from the dense visual tracking soft-
ware. The delimited zone (left) corresponds to the bottom-
right image, warped to match with the top-right image. The
warp transformation corresponds to the estimated homogra-
phy matrix.

corresponds to a generic category B business jet air-
craft with 50m/sof stall speed, 265m/sof maximum
speed and 20mwing span. This simulation framework
has also the capability to generate atmospheric condi-
tion effects like fog and rain as well as vision sensors
effects like pixels spread function, noise, colorimetry,
distortion and vibration of different types and levels.

The chosen airport scenario was the Marseille-
Marignane Airport with an nominal initial position
defined by an altitude of 450m and a longitudinal
distance to the runway of 9500m, resulting into a
3 degreesdescent for an airspeed of 60m/s. In order
to have illustrative results and to verify the robustness
of the proposed control schemes, two sets of simula-
tions results are presented. The first with an initial
lateral error of 50m, an altitude error of 30m and a
steady wind composed by 10m/sheadwind and 1m/s
of crosswind. The latter, with a different initial lateral
error of 75m, considers in addition the presence of tur-
bulence. What concerns the visual tracking aspects, a
database of 200m equidistant images along the run-
way axis till the 100m height, and 50m after that,
was considered and the following atmospheric con-
ditions imposed: fog and rain densities of 0.4 and 0.8
([0,1]). The airborne camera is considered rigidly at-
tached to the aircraft and presents the following pose
bPc = [4m,0m,0.1m,0,−8 degrees,0]⊤. The simula-
tion framework operates with a 50ms, or 20Hz, sam-
pling rate.

For all the following figures, the results of the two
simulations are presented simultaneously and iden-
tified in agreement with the legend in Figure 3(a).
When available, the corresponding references are pre-
sented in black dashed lines. Unless specified, the
detailed discussion of results is referred to the case
without turbulence.

Let us start with the longitudinal trajectory illustrated
in Figure 3(a) where it is possible to verify immedi-
ately that the PBVS results are almost coincident with
the ones where the sensor measurements were consid-
ered ideal (Sensors). Indeed, because the same con-
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trol law is used for these two approaches, the results
differ only due to the pose estimation errors from the
visual tracking software. For the IBVS approach, the
first observation goes to the convergence of the air-
craft trajectory with respect to the reference descent
that occurs later than for the other approaches. This
fact is a consequence not only of the limited validity
of the interaction matrix in Eq (27), computed for a
stabilized descent flight, but also of the importance of
the camera orientation over the position, for high al-
titudes, when the objective is to match two images.
In more detail, the altitude error correction in Fig-
ure 3(b) shows then the IBVS with the slowest re-
sponse and, in addition, a static error not greater than
2m as a cause of the wind disturbance. In fact, the
path planning does not contemplates the presence of
the wind, from which the aircraft attitude is depen-
dent, leading to the presence of static errors. These
same aspects are verified in the presence of turbulence
but now with a global altitude error not greater than
8m, after stabilization. The increasing altitude error
at the distance of 650m before the touchdown corre-
sponds to the natural loss of altitude when proceeding
to the pitch-up, or flare, manoeuvre (see Figure 3(c))
in order to reduce the vertical speed and correctly land
the aircraft. What concerns the touchdown distances,
both Sensors and PBVS results are very close and at
a distance around 330mafter the threshold line while,
for the IBVS, this distance is of approximately 100m.
In the presence of turbulence, these distances became
shorter mostly due to the oscillations in the altitude
control during the flare manoeuvre. Again, Sensors
and PBVS touchdown points are very close and about
180m from the runway threshold line while, for the
IBVS, this distance is about 70m.

The lateral trajectory illustrated in Figure 3(e) shows a
smooth lateral error correction for all the three control
schemes, where both visual control laws maintain an
error below the 2mafter convergence. Once more, the
oscillations around the reference are a consequence of
pose estimation errors from visual tracking software,
which become more important near the Earth surface
due to the high displacement of the pixels in the im-
age and the violation of the planar assumption of the
region around the runway. The consequence of these
effects are perceptible in the final part not only in the
lateral error correction but also in the yaw angle of the
aircraft in Figure 3(f). For the latter, the static error is
also an influence of the wind disturbance which im-
poses an error of 1degreewith respect to the runway
orientation of exactly 134.8 degreesNorth.

In the presence of turbulence, Sensors and PBVS con-
trol schemes present a different behavior during the
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Figure 3: Results from the vision-based control schemes
(PBVS and IBVS) in comparison with the ideal situation of
precise measurements (Sensors).

lateral error correction manoeuvre. Indeed, due to the
important bank angle and the high pitch induced by
the simultaneous altitude error correction manoeuvre,
the visual tracking algorithm lost information on the
near-field of the camera essential for the precision of
the estimated translation. The resultant lateral error
estimative, greater than it really is, forces the lateral
controller to react earlier in order to minimize such
error. As for the longitudinal case, the IBVS presents
a slower response on position error corrections result-
ing into a lateral error not greater than 8mwhich con-
trasts with the 4m from the other two approaches.

It should be noted the precision of the dense visual
tracking software. Indeed, the attitude estimation er-
rors are often below 1degreefor transient responses
and below 0.1 degreesin steady state. Depending
on the quantity of information available in the near
field of the camera, the translation error could vary
between the 1m and 4m for both lateral and altitude
errors and between 10m and 70m for the longitudinal
distance. The latter is usually less precise due to its
alignment with the optical axis of the camera.
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5 CONCLUSIONS

In the present paper, two vison-based control schemes
for an autonomous approach and landing of an aircraft
using a direct visual tracking method are proposed.
For the PBVS solution, where the vision system is
nothing more than a sensor providing position and at-
titude measures, the results are naturally very similar
with the ideal case. The IBVS approach based on a
path planning defined by a sequence of images shown
clearly to be able to correct an initial pose error and
land the aircraft under windy conditions. Despite the
inherent sensitivity of the vision tracking algorithm to
the non-planarity of the scene and the high pixels dis-
placement in the image for low altitudes, a shorter dis-
tance between the images of reference was enough to
deal with potential problems. The inexistence of a fil-
tering method, as the Kalman filter, is the proof of the
robustness of the proposed control schemes and the
reliability of the dense visual tracking. This clearly
justify further studies to complete the validation and
the eventual implementation of this system on a real
aircraft.
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Abstract: Bilateral teleoperation system are prone to instability coming out from the time-delay introduced by the inde-
terministic communication channel. This problem has been subject of intensive research under the assumption
of non-equal master-slave teleoperators, however, what are the implications of dynamically similar teleopera-
tion system (DSTS), is there simpler stability relationship and trade offs among several involved system and
feedback parameters? When we consider alinear DSTS system, there arises the question whether there is an-
alytically any advantage, as it was observed heuristicallyin several experiments (Cho and Park, 2002). In this
paper, the stability analysis of such system is reported under an impedance control scheme (Garcia-Valdovinos,
2006) when the delay is considered constant but unknown. by applying the Llewellyn’s and Raisbeck’s crite-
ria, it is found and explicit and straightforward relationships between the dynamic and kinematic scaling and
the stability of the system. This result explicitly suggests clearly guidelines among key factors, such as time
delay, desired velocities and feedback gains in terms of thescaling parameters, arises a clear advantage when
dealing with dynamically similar systems. This explains why the transparency of the teleoperation system
is improved by augmenting/reducing the dynamic/kinematicscaling factor, for given desired frequency, time
delay and feedback gains. Simulations and preliminary experimental results illustrate different cases subject
to a number of conditions, which can be very useful to design aphysical teleoperation system. A preliminary
mechatronics design is presented.

1 INTRODUCTION

A bilateral teleoperation system is composed of a
master robot and a slave robot, with a human operator
commanding the master robot in order to produce the
desired position and contact force trajectories1 for the
remotely located slave robot. In turns, the slave robot
follows these trajectories so as to produce contact
forces to be sent to the master robot as desired force
trajectories. In this way, a force/position-force con-
trol system is implemented in the master/slave station
with a communication channel introducing delayed
position and forces signals (Hokayem and Spong,
1984). It is well known that the source of instability
of bilateral teleoperation system appears because the
time-delay introduced by the indeterministic commu-
nication channel is not passive (Q.W. Deng, 2007).

1Depending whether is in contact or not.

Then, the limits to achieve human operator stable in-
teraction with the slave robot, placed at a remote lo-
cation, through the master robot, becomes an issue, in
particular successful teleoperation requires a certain
degree of transparency2 and/or telepresence3. Stable
interaction is intuitive and easier when mechanical
teleoperators are alike? What are the limits of sta-
ble interaction for dynamically similar teleoperation
system (DSTS) subject to time-delay in the commu-
nication channel?

Furthermore, when we consider alinear DSTS,
there arises the question whether there is analytically
any advantage for being the master and slave robot
dynamically similar, through the kinematic and dy-

2Manipulation of the slave robot without any dynamics
involved in between.

3Sensation of being physically in the remote environ-
ment.
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Figure 1: Basic Bilateral Teleoperation Scheme.

namic scaling parameters. It seems DSTS is preferred
to carry out over dissimilar teleoperation systems, as
it was observed heuristically in several experiments
(Cho and Park, 2002).

On one hand, telepresence depends of the degree
of transparency, which can be understood as the si-
multaneous convergence of the position and force er-
ror between the master and slave robot. However it
also depends on the subjective cognition of the hu-
man operator of being there, which depends, among
other aspects, on visual aids of the remote environ-
ment, kinesthetic coupling, the ability to deal with
delayed signals and the man-machine interface. How
does these factors are related in DSTS to guarantee
stable teleoperation?

In this paper, motivated by the empirical observa-
tion that a DSTS is easier to handle, it is argued that
dynamic and kinematic similarity introduce a clear
trade-off of some of these aspects, so it is reason-
able to expect a simpler a trade-off. Analytical re-
sults are found based on an impedance control scheme
(Garcia-Valdovinos, 2006), when the delay is consid-
ered constant but unknown.

1.1 Motivation

When the master and slave teleoperated robots are re-
lated linearly by scaling factors of position and force,
as well as scaling factors on dynamic and kinematic
parameters, a relationship between geometry, power
and perception arise to give to the operator a linear
relationship behavior. Such scaling factors might give
to humans the ability to increase their commanding,
perceptual and cognitive skills in different teleopera-
tion tasks, depending on the task undergoing. It has
been observed experimentally that by tuning prop-
erly these scaling factors a human operator improves
his ability to better teleoperate such system (Cho and
Park, 2002). Can DSTS yield teleoperation tasks with
greater dexterity? What are the trade-offs? It is of in-
terest to understand deeper this phenomena using for-
mal dynamical system tools to analyze properties of
stability of dynamically similar teleoperation system.

1.2 Contribution and Organization

Our basic hypothesis is that as long as the human per-
ceives linear correlated variations in both teleoperated
robots, he can improve the command of the closed-
loop bilateral teleoperation system since spatial and
temporal attributes of the visual remote location and
kinesthetic coupling will vary linearly without distor-
tion. So cognitively, the human can quickly learn to
command the task with greater dexterity. Addition-
ally in this paper we deal with unknown time delay
so we design a novel controller to deal with unknown
constant time delay (Garcia-Valdovinos, 2006), (Cho
and Park, 2002). A computed-torque controller is em-
ployed in the master station and a computed torque
second order sliding mode controller in the slave sta-
tion is proposed to produce a desired impedance in
closed loop. Then, absolute stability theory and pas-
sivity is used to analyze the closed-loop stability prop-
erties and therefore the limits of human-teleoperation
stability and thus we found the stability trade-offs. To
this end, a review is presented in Section 2. Then, in
Section 3 the dynamically similar coupled system is
presented, while controllers are explained in Section
4. With this result at hand, absolute stability using
Llewelyn criteria (Llewellyn, 1952), and passivity us-
ing Raisbeck criteria (Raisbeck, 1994), are analyzed
in Sections 5 and 6 respectively. The Llewellyn’s
analysis reveals that a good choice fordynamicscal-
ing factors give us the opportunity for greater bounds
on position and force scaling to execute tasks of high
performance. A quality criterium for transparency
analysis is also presented in Section 7. Simulations
on a 1 DoF teleoperation systems are shown to illus-
trate how this dynamic scaling factor improve the per-
formance of the system, shown in Section 8 to better
understand the numerical performance. Final conclu-
sions are given in Section 9.
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2 DYNAMICALLY SIMILAR
DELAYED TELEOPERATION
SYSTEM

A dynamically similar teleoperation system has con-
stant scaling factors which relate kinematic and dy-
namic parameters of the master and slave robots
(Goldfarb, 1999). This similarity between the sys-
tems is poorly understood so far, since there is not
theoretical apparent evident advantage to work out
with bilateral system, despite some analysis reported
in (Li and Lee, 2003), where the advantages has not
been addressed properly in terms of explicit trade-
offs of feedback gains, system parameters, desired
trajectories and time delay. We surmise in this pa-
per that DSTS improves significantly the ability of hu-
mans operating the master teleoperator to carry out ef-
ficiently teleoperation tasks at remote environments,
when there is an unknown time delay involved in the
communication channel.

Impedance control has been explored in (Cho and
Park, 2002) to enforce a desired impedance dynam-
ics in closed loop in order to program arbitrarily the
desired impedance parameters. This closed-loop lin-
ear dynamic allows to model the entire system as a
2-port network to relate the force and flows of input
and output, respectively, by an impedance matrix or
an hybrid matrix. This matrix can be used to describe
the stability of the entire system using the Absolute
Stability Theory (K. Hashtrudi-Zaad, 2000), where a
tight relationship betweenoutputscaling factors and
impedance parameters can be found to give sufficient
conditions on stability. However, whendynamicscal-
ing factors are introduced, the master and slave robot
dynamics are related by constants, either in kinematic
and/or dynamic parameters, thus, a sort of advantages
can emerge from this relation since a single feedback
parameter appears. In this paper, we offer an analy-
sis in terms of both the Llewelyn’s criteria and Rais-
beck’s criteria, and verify its real time performance,
which demonstrates a clear and intuitive trade off in
terms of scaling factors of the DSTS.

3 DYNAMICALLY SIMILAR
SYSTEM

Consider the dynamics of a linear teleoperation sys-
tem consisting of two n-DoF manipulators decoupled
systems as follows

Mmẍm+Bmẋm+Kmxm = Fmc+Fm (1)

Msẍs+Bsẋs+Ksxs = Fsc+Fs (2)

whereẍi andẋi denote acceleration and velocity of the
robot i,respectively;Fmc, Fsc are the control force in-
puts andFm, Fs are external forces to the master and
slave systems, respectively; andMi , Bi andKi with
i = m,s are the inertia, dampness and stiffness pos-
itive coefficients of the systems. LetK > 0 be the
kinematic scaling factor that relates both master and
slave configuration spaces such that

xs =
xm

K
(3)

This system is said dynamically similar after the co-
ordination (3) if there exists a scalarζ > 0 such that

Mmẍm+Bmẋm+Kmxm =
Msẍs+Bsẋs+Ksxs

ζ
(4)

Thus, the dynamic parameters of (1)-(2) are related
linearly by

ζMm = Ms, ζBm = Bs, ζKm = Ks (5)

The apparent advantage of this dynamic relationship
has not been well explored in the context of tele-
operation with unknown constant time delay, though
there are a lot of heuristical intuition which leads us
to conclude that these systems would allow greater
kinesthetic coupling with greater manipulability dex-
terity as consequence. To this end, it is introduced an
impedance control system (Garcia-Valdovinos, 2006)
to enforce a 2-port closed-loop desired linear system.

4 IMPEDANCE CONTROL LAW

4.1 1 DoF Teleoperation System

Similarly to (1)-(2), let a 1 DoF master/slave teleop-
eration system be modeled as a mass-spring-damper
system, where external master forceFm on the master
is nothing but the human commanding forceFh and
the external slave force forceFs stands as the environ-
mental contact forceFe, then (1)-(2) becomes

Mmẍm+Bmẋm+Kmxm = Fmc+Fh (6)

Msẍs+Bsẋs+Ksxs = Fsc−Fe (7)

where negative sign appears inFe due to the positive
convention of the inertial frame axis.

4.2 Impedance Control Law for the
Master

For completeness, the control law (Garcia-
Valdovinos, 2006) is introduced here. Consider
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the following master controller

Fmc = −Fh+Bmẋm+Kmxm+
Mm

M̄m
(Fh−

K f F
dy
e − B̄mẋm− K̄mxm) (8)

Eq. (8) into (6) gives rise to the following desired
impedance equation for the master robot

M̄mẍm+ B̄mẋm+ K̄mxm = Fh−K f F
dy
e (9)

where positiveM̄m, B̄m, K̄m are the desired inertia,
dampness and stiffness for the master robot, respec-
tively, andFdy

e = Fe(t−Ts), beingTs the delay from
the slave to the master station. That is, themaster
impedance control law enforces a desired impedance
(9) in closed-loop, whose parameters are chosen by
the user depending of a specific task, such that:

• when the slave robotis not touching the environ-
ment,Fdy

e = 0, then (9) becomes a mass-spring-
damper system driven solely by the human force
Fh, notice that in this case the controller is inpo-
sition impedance mode..

• when the slave robotis touching the environment,
Fdy

e > 0, then (9) becomes a mass-spring-damper
system driven by force errorFh−K f F

dy
e . In this

case, actuators in the master station makes the
human perceives a contact force equal toK f F

dy
e ,

while the human virtually recreates, cognitively,
the surface of the object according to this vec-
tor, through kinesthetic sensations of the scaled
and delayed slave contact force, which arise nor-
mal at the contact slave point and the visual im-
age coming from the slave station. Notice that
when the slave is contact, the master control is in
impedanceforcecontrol mode.

To achieve such effects, it is necessary to control the
slave robot in impedance position and force control
modes, according to the contact regime.

4.3 Impedance Control Law for the
Slave (Garcia-Valdovinos, 2006)

Similarly to the master controller, the objective in the
slave station is to impose a desired impedance to the
slave robot

M̄s
··
x̃s+B̄s

·
x̃s+K̄sx̃s =−Fe (10)

where positiveM̄s, B̄s, K̄s are the desired inertia,
dampness and stiffness for the slave robot, respec-
tively. The position tracking error ˜xs is expressed as
follows

x̃s = xs−Kpxdy
m (11)

wherexdy
m = xm(t−Tm), beingTm the delay from the

master to the slave station. Now, let the following
control law for the slave robot be

Fsc = −
Ms

M̄s
(B̄sẋs+ K̄sxs+Fe+Kiσ)

+MsKpM̄−1
m

(

Fdy
h −K f F

dy
e − B̄mẋdy

m

− K̄mxdy
m

)

+Fe+Bsẋs−KgΩ (12)

σ =

∫ t

0
sgn(Ie(τ))dτ (13)

whereFdy
h = Fh(t−Tm). Notice that the feedforward

termFdy
e allows control without any measurement of

the time delay. In any case, notice thatFdy
e is available

for measurement at any time.
Notice that the gainKg is a new control variable

that weights the extended error variableΩ. The pro-
posed sliding surfaceIe is proposed naturally out of
(10), that is we want (10) to be the attractive conver-
gent manifold, then the extended error manifold is

Ie = M̄sẍs+ B̄sẋs+ K̄sxs+Fe (14)

Then we can build a high order sliding surfaceΩ as a
function of the sliding surfaceIe as follows4

Ω =
1

M̄m





t
∫

0

Ie(τ)dτ+

t
∫

0

t
∫

0

sgn(Ie(τ))dσdτ



 (15)

Finally, substituting (12)-(13) into (7) gives rise to the
closed-loop error equation for the slave robot:

Ω̇ =−βΩ (16)

whereβ =
Kg
Ms

> 0 is Lipschitz. Consequently, all
closed-loop signals in the slave station are bounded,
enforcing exponential convergence ofΩ→ 0. There-
fore, this chain of implications means that a second
order sliding mode is enforced, and a sliding mode
arises, atIe = 0, which means that (10) arises in finite-
time.

A closer analysis shows that the slave impedance
control law enforces a desired impedance in closed-
loop whose parameters are chosen by the user de-
pending of a specific task, such that:

• when the slave robotis not touching the environ-
ment,Fdy

h = 0,Fe = 0 and (10) becomes an un-
forced mass-spring-damper system such that ˜xs→
0 and the slave tracks the desired delayed position
and velocities of the master. Notice that when the
slave is not in contact, the slave control is in posi-
tion impedance control mode.

4Notice that if(14) converge to zero, then (9) appears
and the human would perceive the desired impedance to
control at will the slave robot.
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• when the slave robotis touching the environment,
Fe > 0 and (10) becomes a mass-spring-damper
system driven by the slave contact forceFe. In
this case, actuators in the slave station make that
the slave robot maintains contact (| x̃s |> 0) while
Fe stays aroundFdy

h . Notice that when the slave is
in contact, the slave control is in impedanceforce-
positioncontrol mode.

With this result, it is now important to analyze the ab-
solute stability properties to find the conditions under
which this result is valid.

5 ABSOLUTE STABILITY
ANALYSIS

With the desired impedance imposed by the con-
trollers (8) and (12)-(13), the closed-loop dynamics
(9) and (10) can be modeled as a 2-port network.
Transforming this dynamic into the frequency domain
and doing some algebra, closed-loop system can be
represented as

[

Fh
Vs

]

= H

[

Vm
−Fe

]

(17)

whereH is the so called Hybrid Matrix. Using the
relationship (5) the hybrid matrix is built from ele-
ments depending of function of the desired master
impedance parameter as follows

H =

[

M̄ms2+B̄ms+K̄m
s K f e−Tss

Kpe−Tms ζ s
M̄ms2+B̄ms+K̄m

]

(18)

which is fundamental to carry out the implications
of a unique dynamic scaling factor. To proceed, it
is useful to give the following definition on 2-port
systems:

Definition: Absolute Stability Criteria for 2-port
Systems: A two-port system (17)-(18) is absolute sta-
ble if it does not exist a set of impedances for which
the entire system become unstable. If the network is
not absolutely stable, it is potentially unstable. By the
conditions of the llewellyn’s criteria a 2-port network
is absolutely stable if and only if

1. h11 and h22 have no poles in the right half plane

2. Any poles of h11 and h22 on the imaginary axis are
simple with real and positives residues

3. For all real values ofω

• Re{h11} ≥ 0
• Re{h22} ≥ 0
• 2Re{h11}Re{h22}−Re{h12h21}− |h12h21| ≥ 0

Notice that since the human operator is physically
holding with his hand the master robot, it is imper-
ative to ensure stable behavior, thus it is required to
guarantee the fulfillment of previous Definition. To
this end, notice that conditions 1. and 2. are trivially
satisfied with positive impedance parameters. The
third condition, when using (18), becomes:

A. [cos(Tm+Ts)ω−1]KpK f +2ζν≥ 0
B. KpK f ≤ ζν (19)

where

ν =
(B̄mω)2

(K̄m− M̄mω2)
2
+(B̄mω)2

(20)

Inequality (19), necessary for the absolute stabil-
ity of the system, shows that the scaling factors of
position, force, and dynamical similarityζ are critical
for the design and performance of the teleoperation
system.

Therefore, the consequences of introducing a dy-
namic similar system in teleoperation, from the point
of view of Absolute Stability, are:

1. A unique similarity factorζ is introduced, which
offers a simpler analysis and easy to tune system.

2. The similarity factorζ allows to derive simpler
conditions of absolute stability.

3. The similarity factor ζ improves the design
methodology of teleoperators based in impedance
controllers. That is, there is a clear trade-off of all
important parameters of the system, depending on
the desired performance (ω), impedance parame-
tersM̄m, B̄mK̄m, position scalingKp and force scal-
ing K f and time delays, aζ can be found.

4. From (18), the scaling factorζ allows bigger mar-
gin on other parameters, thus the opportunity to
improve performance based on the physical struc-
ture of the teleoperation system.

5. Due to the fact that both master and slave
impedance parameters are related by this factor,
the whole set of parameters can be expressed in
terms of each other, which minimize the number
of parameters implied in the design process mak-
ing it easier to establish a performance limit.

6 PASSIVITY ANALYSIS

Passivity is a powerful criteria to analysis the ener-
getic coupling of a closed loop system, a more conser-
vative implication in comparison to Lyapunov stabil-
ity criteria, however since the human operator is phys-
ically coupled with a typically mechanical system in
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closed-loop, it is important to analyze the passivity of
the closed-loop system.

A two-port network is said to be passive if for
all inputs of energy, the output energy is equal
or less than the input energy. If the network is
not passive, it is active. Raisbeck’s passivity cri-
terion is used to determine the passivity of the system.

Definition: Raisbeck Passivity Criterion for 2-port
Systems: It is said that a 2 port-network is passive if
and only if

1. The parameters of the hybrid matrix H have no
poles in the right half plane

2. Any poles of the elements of the hybrid matrix on
the imaginary axis are simple and their residues
satisfy the following conditions, for all real values
of ω,

• r11≥ 0, r22≥ 0
• r11r22− r12r21≥ 0
• 4Re{h11}Re{h22}− [Re{h12}+Re{h21}]

2

− [Im{h12}− Im{h21}]
2 ≥ 0

where ri j denotes the residue of hi j .
In a similar way, the first two items are satisfied

with positive impedance parameters, and the third is
satisfied if the following inequality is fulfilled

K2
p +K2

f −2KpK f cos(T1 +T2)ω≤ 4ζν (21)

Then absolute stability is a more relaxed stability cri-
teria than passivity. The passivity condition is nec-
essary to assure a complete energetic stability per-
formance of the closed loop system. Thus, we can
choose the dynamic scaling factor in order to have
a greater upper and lower bounds to vary the other
factors of position and force without affect passivity,
because it is of primary interest to maintain passivity
since the human is physically holding the mechanical
master robot.

7 TRANSPARENCY ANALYSIS

In order to determine the transparency of the system,
a quality criterion in teleoperation systems based on
the impedance matrix is derived from equations (9)
and (10),

[

Fh
Fe

]

=

[

Z11 Z12
Z21 Z22

][

Vm
Vs

]

(22)

The elements of the impedance matrix are in function
of desired impedance parameters and scaling factors

as follows

Z11 =
ξ
s

(

1+ ζKpK f e
−(Tm+Ts)s

)

Z12 = −
ξ
s
K f e

−Tss

Z21 =
ξ
s
Kpe−Tms

Z22 = −
ξ
s

where

ξ = M̄ms2 + B̄ms+ K̄m

The ideal transparency is reached by the system when
the (input) environmental impedanceZe is equal to the
output human impedanceZh, so that, we have

Zh = Ze (23)

From (22), we have

Zh = Z11+
Z12Z21

Ze+Z22
(24)

where Z11, Z22, Z12, Z21 are the elements of the
impedance matrixZ. Expressing the elements ofZ in
terms of the master impedance and substituting them
in (24), it gives

Zh = ξ
(

1+ ζKpK f e
−(Tm+Ts)s

)

+

ξ2

(

KpK f e−(Tm+Ts)s
)

Zes2− ξs
(25)

Now, we can analyze the transparency of the system
in terms of free motion regime, which means thatZe=
0 ideally, and constrained motion regimeZe = ∞, in
the worst case, then we have the following:

1. WhenZe→ 0, Zh becomes (25), such that when
the dynamic scaling factorζ is greater,Zh→ 0,
or smaller desired impedance parameters is tuned,
the higher transparency is obtained in free motion
due to

Ze→ 0⇒ Zh→
1
ζ

ξ
s

2. In contact tasksZe→∞, ideally so does the output
impedance. In this case, the transparency relation
(24) becomes

Zh→ Z11 = ξ
s

(

1+ ζKpK f e−(Tm+Ts)s
)

Notice that the dynamic scaling factorζ is directly
proportional toZh, hence, the greater it is the better
the transparency is.
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8 SIMULATION

In this section the effect of the dynamic scaling is
shown for a 1 DoF teleoperation system. Simulations
were made in 3 cases:

1. All dynamic, kinematic and force scaling factors
are the unit.

2. The scaling factors of position and force areKp =
2 andK f = 0.01, respectively, and the dynamic
scaling factor isζ = 0.1.

3. zetais increased to 10 and the rest of the parame-
ters are preserved as in case 2.

A smooth force profile was introduced arbitrarily
as the force exerted by the human. This force trajec-
tory was designed in such a way that the teleoperator
goes from an initial position to the contact point arriv-
ing softly with null velocity. This is in order to avoid
large spikes due to hard contact. Once the slave robot
is in the contact point, the human begin to apply an
intermittently force on the constraint 3.
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Figure 2: Position error of the master (dashed line) and
slave (dotted line) for Case 1.
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Figure 3: Human force error (master/dashed line) and con-
straint force error (slave/dotted line) for Case 1.

In Case 1, the chosen scaling factors and the
impedance parameters give us an acceptable perfor-
mance and a stable behavior. The position error be-
tween master and slave in Figure 2 shows that both
robots follow the same constrained trajectory. Due
to the impedance programmed for the master robot
a slight movement toward the constraint is allowed.
However, the slave robot stands along the physi-
cal constraint. With this stable response under con-
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Figure 4: Position error of the master (dashed line) and
slave (dotted line) for Case 2.
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Figure 5: Human force error (master/dashed line) and con-
straint force error (slave/dotted line) for Case 2.

strained operation, the scaling factor of position is in-
creased to obtain a larger workspace with slave robot
and the force scaling factor is tuned in order to apply
a greater force profile on the constraint and protect the
human to receive a large reflected force that could be
potentially dangerous.

In Case 2, the change described in the scaling fac-
tors make the system unstable. The slave robot go
away from its position as can be seen in Figure 4,
while the force at the constraint (see Figure 5) dis-
appears.

In order to handle this behavior, the dynamic scal-
ing factor is increased (Case 3). Then the slave robot
can reach the scaled position and force as shown in
Figures 6 and 7.

The results in simulation show that in case 1, we
obtain a acceptable performance and a stable behavior
in the system but when we try to increase the perfor-
mance changing the values of the others factors the
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Figure 6: Position error of the master (dashed line) and
slave (dotted line) for Case 3.
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Figure 7: Human force error (master/dashed line) and con-
straint force error (slave/dotted line) for Case 3.

stability of the system is affected (Case 2). By mak-
ing a new choice on this dynamic scaling factor we
can preserve the scaling factors already chosen for an
specific task without affect the stability

9 CONCLUSIONS

Using a novel impedance controller and advanced sta-
bility tools, precise conditions to guarantee stability,
even in harsh conditions, is proposed for dynamically
similar bilateral teleoperation robotic system. In this
case, this system depends on a constant parameter,
which relates explicitly and clearly a trade off be-
tween stability, passivity and transparency. The con-
troller enforces convergence in finite time due to the
sliding surface, which is nothing but the impedance
equation, thus the closed-loop system dynamics is en-
tirely governed by the desired controlled equation.
This yields useful boundaries to vary impedance, scal-
ing parameters and frequency, in terms of the bounded
ime delay, which in turn allows to introduce a desired
performance criteria in terms of surrounding physical
conditions. This result seemingly allows to establish
a simpler methodology to design dynamically simi-
lar teleoperators with a given desired performance in
realistic conditions.
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Abstract: Localization methods for mobile platforms are commonly based on an observation model that matches onboard
sensors measures and environmental a priori knowledge. However, their effectiveness relies on the reliability
of the observation model, which is usually very sensitive tothe presence of unmodelled elements in the en-
vironment. Mismatches between the navigation map, itself an imperfect representation of the environment,
and actual robot’s observations introduce errors that can seriously affect positioning. This article proposes
a 2D point-based model for range measurements that works with a new method for 2D point matching and
registration. The extended Kalman filter is used in the localization process since it is of the most efficient
tool for tracking a robotic platform’s configuration in realtime. The method minimizes the impact of mea-
surement noise, mismodelling and skidding on the matching procedure and allows the extended Kalman filter
observation model to be robust against skidding and unmodelled obstacles. ItsO(n ·m) complexity enables
real-time optimal points matching. Simulation and experiments demonstrate the effectiveness and robustness
of the proposed algorithm in dynamic and partially unknown environments.

1 INTRODUCTION

In the context of map-based navigation, a robotic plat-
form must regularly and reliably estimate its configu-
ration (position and orientation) within a known map
of the environment. This problem is commonly re-
ferred to as the localization problem. By knowing its
configuration and perceiving obstacles in the environ-
ment, the platform can choose appropriate actions in
order to reach a given destination. However, moving
efficiently requires an accurate localization method
combined with fast real-time sensory data processing.
The proposed algorithm in this paper fulfills these two
requirements, using extended Kalman filtering with a
novel observation model for platform localization.

Proposed by Stanley F. Schmidt in 1970 (Schmidt,
1970), the extended Kalman filter is commonly used
for parameters estimation with non linear models sub-
ject to noise. The Kalman filter computes a config-
uration estimate in two steps. The first one is the
prediction step, based on the dynamic model of the
system. The second step, known as the correction
step, is based on an observation model that draws rela-

tionships between the platform configuration and key
measurements. In indoor environments, the localiza-
tion of a robotic platform is often based on obser-
vations provided by on-board sensors such as laser
range finder (Carlson et al., 2008), infrared sensor
(Wei et al., 2005) and sonar sensors. Observed fea-
tures are matched with a priori data about the envi-
ronment in order to estimate the most plausible plat-
form’s configuration.

As explained in (Thrun et al., 2005) and (De Laet
et al., 2008), the matching process from range
finder data can be addressed with beams-based mod-
els, feature-based methods and correlation-based ap-
proaches. In order to deal with unmodelled objects,
the beams-based and correlation-based approaches
compute complex probabilistic functions given the a
priori knowledge about the navigation environment
(De Laet et al., 2008). Since each range measurement
is considered separately, such models do not take ad-
vantage of the natural features of the surrounding plat-
form area. On the other hand, despite that feature-
based models can be robust against unexpected ob-
jects through selectivity, feature extraction and recog-

113



nition may be computationally expensive and the fea-
tures must be sufficiently distinctive and numerous.
The lack of robustness of observation models against
unmodelled objects is usually compensated by adding
such objects onto the map through simultaneous lo-
calization and map building (SLAM). However, it re-
mains attractive to have at the base a robust obser-
vation model without map modification for avoiding
complications at upper levels.

For these reasons, we introduce in this paper a 2D
point-based approach which works with a local occu-
pancy grid-map instead of using direct sensor mea-
surements or high level features. In this way, the as-
sociation process is made between a set of points, ex-
tracted from the measurements, with a second set ex-
tracted from the grid-map. The configuration is then
deduced by matching both sets. Two-dimensional
point matching involves two main issues : pairing two
sets of 2D points and geometrical matching. The most
commonly used methods for geometric matching in-
clude SVD (Singular Value Decomposition) (Arun
et al., 1987), unit quaternions methods (Horn, 1987)
and double quaternions methods (Walker et al., 1991).
Various approaches also solve the problem of pair-
ing and matching simultaneously. Many of them are
based on iterative algorithms as in (Zhang, 1994) and
(Ho et al., 2007). Moreover, (Censi et al., 2005) pro-
poses a Hough Scan Matching (HSM) approach based
on the Hough Transform. However, these approaches
do not explicitly mention the matching error in the
mathematical formulation, a fact that cause ambiguity
in the accurate evaluation of the homogeneous matri-
ces. Since the approach presented in this paper needs
robustness against matching errors caused by unmod-
elled objects, these methods are not convenient for a
robust 2D points observation model.

In summary, the main contributions of this paper
are: (1) a fast method of 2D points registration with
complexityO(n ·m) (O(n) for the geometric match-
ing) that takes into account the presence of matching
errors and measurement noise for enabling realistic
accuracy evaluation of the homogeneous matrices; (2)
a simple and fast 2D point-based observation model
that works in presence of unmodelled objects (3) a
novel method for robotic platform localization based
upon extended Kalman filtering. The rest of the pa-
per is organized in five sections. Section 2 presents a
mathematical formulation of the problem. In section
3, a new method for finding 2D homogeneous ma-
trices is presented. In section 4, we present how the
overall methodology can be combined with extended
Kalman filtering for platform localization. Section 5
presents and discusses experimental results.

2 PROBLEM STATEMENT

The dynamic equation of a robotic platform moving
in a 2D plan can be represented at each instantk by :

Xk+1 = f (Xk,Vk)+ ψk

whereXk is the platform state variable at instantk,
Vk is the speed of the platform at instantk, ψk is the
uncertainty (noise) on the dynamic model andf (., .)
is the function used to compute the predicted state.

The observation model is represented by:

Zk = h(Xk)+ ξk

whereZk represents the observations by the platform
sensors,ξk is the uncertainty (noise) on sensor obser-
vations andh(.) is the function used to get observa-
tions when the platform is in stateXk.

In real applications,f and h are non linear. In
order to apply Kalman filtering, the Jacobean off and
h are computed over a nominal path. Furthermore, the
following assumptions must hold:

1. ψk is uncorrelated with the state initial estimate;

2. ψk andξk are uncorrelated;

3. ψk andξk are zero mean random process.

Some of these assumptions may not hold if the fol-
lowing conditions occur during platform motion:

• The observations are disturbed by unmodelled ob-
stacles;

• The platform slips on the floor.

The aim is to find an observation model that reduces
significantly the impact of the platform slipping and
the presence of unmodelled obstacles.

3 FINDING OPTIMAL
HOMOGENEOUS
TRANSFORMATION
MATRICES

In this section, we present a generic method for find-
ing homogeneous transformation matrices between
two sets of 2D points.

3.1 Problem Definition

Assume 2 setsP andQ of 2D points. Assume thatXk
is the state vector of the platform at timek represent-
ing its configuration in the navigation environment.P
is the set of points measured by the platform sensors
at configurationXk andQ is the set of points given by
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the navigation map at that configuration.P andQ are
called real set and virtual set, respectively:

P = {pi , i = 1, . . . ,N} (1)

Q = {qi , i = 1, . . . ,N} (2)

We suppose that each pair{pi, qi} corresponds to
a single physical point in the environment. We also
assume thatqi is obtained by applying the homoge-
neous transformation(T,R) on pi , whereT is a trans-
lation vector andR is the rotation matrix.

qi = T +Rpi ∀i ∈ {1, . . . ,N} (3)

In the context of platform navigation with on-
board sensors, the setP is affected by measurement
noise. Furthermore, the real correspondence between
real and virtual points is unknown. We callP̃ the set
of noisy measurement and̃Q the set of virtual points
obtained from the map and affected by pairing error:

P̃ = {p̃i , i = 1, . . . ,N}

Q̃ = {q̃i , i = 1, . . . ,N}

Representing byδM
i the measurement error onpi

and byδC
i the pairing error affecting{pi ,qi}, the fol-

lowing expressions can be written :

p̃i = pi + δM
i ∀i ∈ {1, . . . ,N} (4)

q̃i = qi + δC
i ∀i ∈ {1, . . . ,N} (5)

Pluggins these equations back into equation (3) yields
to the expression of the pairing errorδC

i :

δC
i =−T−R

(

p̃i − δM
i

)

+ q̃i ∀i ∈ {1, . . . ,N} (6)

3.2 Computing the Homogeneous
Transformation Matrices

The following assumptions are made:

1. The measurement noise and pairing error are
gaussian processes with zero mean and variance
σ2

M andσ2
C respectively:

δM
i −→ N(0,σ2

M)

δC
i −→ N(0,σ2

C)

2. No {R,T} other than{R∗,T∗} minimizes the
quadratic paring error.

3. The expectation of a random variable tends to be
equal to its sampling average:

χi = E [χi ] =
1
N

N

∑
i

χi

Finding T∗ as Function ofR∗

Inserting expressions (4) and (5) in (3), the translation
vectort̃i is given by:

t̃i = T∗ + δC
i −R∗δM

i (7)

= q̃i −R∗ p̃i (8)

and its expectation is :

E[t̃i ] = T∗ = q̃i −R∗ p̃i (9)

Finding R∗

From equation (7), the expressionδC
i is computed as

a function ofT∗ andR∗ :

δC
i = t̃i −T∗ +R∗δM

i (10)

R∗ andT∗ must minimize the quadratic pairing error,
therefore:

J∗ = minE
[

(δC
i )TδC

i

]

(11)

By putting equation (10) in (11), replac-
ing E[(δM

i )TδM
i ] by σ2

M and noticing that
E[(δC

i )TR∗δM
i ] = σ2

M since δC
i and δM

i are corre-
lated via (10), the following expression is obtained:

J∗ = E
[

(t̃i −T∗)T(t̃i −T∗)
]

−σ2
M (12)

This result shows that the variance of the transla-
tion vectort̃i , defined by∆T2, is equal to the sum of
the minimum paring error variance and the measure-
ment noise variance :

∆T2 = E
[

(t̃i −T∗)T(t̃i −T∗)
]

= E
[

(δC
i )TδC

i

]

+ σ2
M (13)

By plugging expressions (7) and (9) into (13), and
by using the angle,φ∗, associated with the rotation
matrix R∗, the expression of the cost function can be
rewritten as :

J∗ = q̃T
i q̃i + p̃T

i p̃i − q̃T
i q̃i − p̃T

i p̃i −σ2
M (14)

−2cos(φ∗)
(

p̃ixq̃ix + p̃iyq̃iy − p̃ixq̃ix − p̃iyq̃iy

)

−2sin(φ∗)
(

p̃iyq̃ix − p̃ixq̃iy − p̃ixq̃iy + p̃iyq̃ix

)

where p̃i = [p̃ix p̃iy]
T and q̃i = [q̃ix q̃iy]

T . Taking
the derivative to be equal to zero, we obtain:

φ∗ = atan2
(

p̃ixq̃iy − p̃iyq̃ix − p̃ixq̃iy + p̃iyq̃ix,

p̃ixq̃ix + p̃iyq̃iy − p̃ixq̃ix − p̃iyq̃iy

)

(15)

The optimal rotation matrix can be deduced directly
from this expression. KnowingR∗, we can findT∗ by
using equation (9).
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Algorithm

1. Compute :

p̃ixq̃iy, p̃iyq̃ix, p̃ixq̃ix, p̃iyq̃iy,
p̃ix, p̃iy, q̃ix, q̃iy

2. Find the angleφ∗ by using equation (15) ;

3. Compute the rotation matrixR∗(φ∗) ;

4. Compute the translation vectorT∗(9).

3.3 Evaluation of the Algorithm
Complexity

The first step of the algorithm is related to the compu-
tation of averages. These operations have a complex-
ity O(n). Steps 2, 3 and 4 are not dependent upon data
size. Hence, the overall complexity is O(n).

3.4 Quality of the Homogeneous
Transformation Estimation

In order to assess the quality of the result, the accu-
racy of the optimal translationT∗ and angular error
φ∗ must be estimated for∆T and ∆φ∗. These val-
ues are indispensable for estimating the measurement
noise matrix of the Kalman Filter and (if used with
Correlation-based approaches) for providing a corre-
lation measure between the both point sets, since∆T
and∆φ∗ increase accordingly to the inconsistency be-
tween sets by taking into account the matching error
expectation.

Translation Vector Covariance Matrix

The covariance of the translation vector,Ω2
T , is de-

fined as :

Ω2
T = E

[

(t̃i −T∗)(t̃i −T∗)T
]

(16)

and can be expressed as:

Ω2
T =

[

σ2
x σxσy

σyσx σ2
y

]

(17)

The covariance matrix of the translation error cor-
responds to the covariance of the pairing error added
to the covariance of the measurement noise reoriented
so as to minimize the covariance of the translation
vector, as followed :

Ω2
T = E

[

δC
i (δC

i )T]

+R∗E
[

δM
i (δM

i )T]

(R∗)T (18)

Orientation Estimation Quality

Unlike for the translation, there is only one optimal
rotation matrix for all pairs of 2D point. Moreover, as
the optimal orientation minimizes∆T, we can use∆T
to assess the orientation accuracy with an empirical
formula. Considering that the maximum error of the
angle is±π, we have:

lim∆T→0∆φ∗ = 0 (19)

lim∆T→∞∆φ∗ = π (20)

The following empirical formula provides a reason-
able estimate of the angle accuracy :

∆φ∗ =
π∆T

∆T + ∆Thight
(21)

where∆Thight is a large translation error necessarily
involving bad pairing.

3.5 Robustness Improvement

The previous results are based upon the assumption
that the average pairing error is null and that the par-
ing and measurement error are gaussian process. In
particular, the presence of unknown elements in the
environment entails a systematic pairing error with a
non-zero average. Therefore the gaussien process as-
sumption may not hold. Nevertheless, assuming that
the proportion of unknown object points is low, equa-
tion (6) gives a good approximation of the correlation
error for each pair.

In this way, it is reasonable to give more weight to
pairs whose pairing error expectationδC is lower. To
do this, we compute as first step, the transformation
matrices that minimize the overall expectation of pair-
ing error by using equations (15) and (9). Then, the
correlation error of each pair can be estimated through
(6), which, ignoring the measurement noise, leads to:

δ̃c
i = −T∗−R∗ p̃i + q̃i ∀i ∈ {1· · · ,N}

From this result, an uncertainty coefficient can be de-
rived as:

(σc
i )

2 = δ̃c
i ∗ δ̃c

i (22)

The weight,γi , of each pair can then be defined as:

γi(σc
i ) = exp{−β(σc

i )
2} (23)

where the parameterβ, which can be set empirically,
determines the rejection rate for erroneous pairs. With
appropriateβ, this expression allows good weighting
distribution among pairs .

Next, R∗ and T∗ can be updated by minimizing
the weighted paring error expectation. The solution is
identical to the one presented at (3.2), except that the
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following weighted averages are used at steps 1 and
2:

p̃ixq̃iyγi , p̃iyq̃ixγi , p̃ixq̃ixγi , p̃iyq̃iyγi ,
p̃ixγi , p̃iyγi , q̃ixγi , q̃iyγi

3.6 Algorithm Summary

From a real points set̃P = {p̃i , i = 1, . . . ,N} with
M candidates for each real point, such asCi =
{

ci j , j = 1, . . . ,M
}

, find a setQ̃ = {q̃i , i = 1, . . . ,N}
that depicts the same physical points of the environ-
ment linked to the navigation map.

Then,

1. Choose the nearest neighbour of setP :

q̃i = arg min
1≤ j≤M

dist(p̃i,ci j )

wheredist is the Euclidean distance.

2. FindR∗ andT∗ by geometric matching (3.2).

3. Weighting each pair with (23), recalculateR∗ and
T∗ with weighting averages (see 3.5).

Algorithm Complexity

In sub-section (3.3), we showed that geometric
matching is of O(n) complexity. As each additional
point involvesM extra comparisons, then the com-
plexity of step 1is directly proportional to the number
of points. Therefore, this step is complexityO(n ·m).
Step 3involves one weight computation per point, so
the complexity is O(n). Hence, the total method re-
mains complexityO(n ·m).

4 EXTENDED KALMAN FILTER
FOR LOCALIZATION

In this section, we demonstrate how the proposed
points matching method can be used to enhance the
robustness of platform localization based on extended
Kalman filter.

4.1 Platform Dynamic Model

The platform dynamic model is usually obtained by
using the dead reckoning. Assume that[xk,yk,θk]

′,
vk andωk represent respectively the configurationXk,
the translation speed and the angular speed at timek.
Assume that the integration constant step (which is
also the sampling period) isδt. We can then write the
following dynamic equations:

θk+1 = θk + δtωk

xk+1 = xk +vkδt cosθk

yk+1 = yk +vkδt sinθk

It must be noted that the dynamic equation may
change according to the choice of platform model.
This is not an issue of the proposed approach since
this methodology focuses only on the observation
model of the Kalman theory.

4.2 2D Point-based Observation Model

This simplest observation model that could be used in
conjunction with Kalman filtering is represented by
the following expression:





xk|k
yk|k
θk|k



 =





xk|k−1 +T∗
x

yk|k−1 +T∗
y

θk|k−1 + φ∗



 (24)

where{xk|k−1,yk|k−1,θk|k−1} is the configuration of
the platform in the navigation map coordinate sys-
tem, given all observations up to timek − 1 and
{xk|k,yk|k,θk|k} is the correction based on optimal ho-
mogeneous transformation parameters,{T∗

x ,T∗
y ,φ∗},

obtained at timek. The measurement noise covari-
ance matrix is obtained by using equations (17) and
(21)

Ξ =





σ2
x + ε σxσy 0

σyσx σ2
y + ε 0

0 0 ∆φ∗2 + ε



 (25)

where the addedε is required in order to keep the filter
stable when the value of the translation vector covari-
ance and the uncertainty on the estimated angle are
too small. If points are defined in the robot reference
frame, transformation matrices to convert them into
the map frame must be applied.

When the presence of a large obstacle or multi-
ples unknown obstacles results in severe erroneous
pairings between setsP andQ, the elements on the
diagonal of the noise covariance matrixΞ increase
accordingly (see expression 18 ). This will reduce
the confidence in the observation model and increase
the confidence in the dynamic model. The impact on
the configuration estimate will be limited provided the
disturbance is not too prolonged. Otherwise, bad ob-
servations can cause, with time, the divergence of fil-
ter. The combinationlarge unknown obstacle - no rel-
ative motionis the worst situation for the localization
system.
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Figure 1: Controlled Navigation Environment.

Figure 2: Controlled Navigation Environment with Unmod-
elled Obstacles.

5 EXPERIMENTAL RESULTS

5.1 Experimentation Setup

Hardware and Software

The approach described in this paper has been
implemented in C++ and many simulations have
been performed in Matlab and Acropolis (Zalzal,
2006). For real experiments, Acropolis and Player-
Stage(Matthias Kranz and Schmidt, 2006) have been
used as the robotic framework. The mobile platform
hardware is an iRobot Mini ATRV with a differen-
tial driving mode and it is equiped on the front with
a Sick LMS-200 laser range finder. Laser range data
has been down-sampled in order to provide 18 mea-
surements per scan.

Navigation Environment

In order to assess the proposed methodology, a navi-
gation environment has been built. The workspace is
delimited by walls as shown on Figure (1). A map of
this environment is stored on the platform on-board
computer. Figure (2) shows the same navigation en-
vironment with additional unmodelled obstacles.

Localization Parameter Settings

• The typical noise magnitude on the translation
and angular speeds are set empirically to 0.06m/s,

and 0.06rad/s respectively. Note that this noise
is inflated in order to reduce the negative im-
pact of slippage on the platform dynamic model.
Since this noise reflects confidence toward the dy-
namic system, an inflated noise magnitude value
increases the confidence toward the observation
model. In situations where the platform is resis-
tant to slippage, the dynamic model is unbiased
and in this case a realistic estimate of noise gives
better results.

• The rejection rateβ of erroneously paired points,
used in equation (23), is set empirically to 0.3.

• The value of the parameterε, used for numerical
stability of equation (25), is set to 0.0001.

External Platform Localization System

In order to obtain an accurate estimate of the platform
position in the navigation environment, a second laser
range finder, mounted on a fix platform is used. This
device detects only the top part of the robotic plat-
form. The positions given by this range finder are
used to track the actual trajectory of the platform in
the map.

5.2 Simulation for Complexity
Assessment

Assessment of the pairing and registration approaches
has been realized using Matlab simulation. The goal
of the simulation is to find the optimal homogeneous
transformation matrices corresponding to two sets of
2D points.

The size of the sets is increased from 22 to 215

and set is randomly generated. GivenT = [2 4]′

andφ = 0.333 rad, theQ set is generated by applying
this transformation matrices to setP. Using the pro-
posed approach, given onlyP andQ-sets, one should
recover exact values ofRandT.

Figure (3) plots the execution time as a function
of the set size. The average error on the estimation
of T∗ andφ∗ is 4.5926e−15 and 3.2937e−16 respec-
tively. Furthermore, the figure shows that there is a
linear relationship between the set size and the exe-
cution time. This result reinforces the claim that the
proposed matching method is of complexity O(n).

5.3 Experimental Tests

With the same geometrical trajectory executed repeat-
edly, the average tracking error is 0.12m with a stan-
dard deviation of 0.10m. A typical result is illustrated
on Figure (4). The solid line represents the trajectory
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Figure 3: Processing Time as a Function of Data Size.

Figure 4: Configuration Tracking in The Navigation Envi-
ronment.

of the platform reported by the external laser range
finder. The dotted line is the trajectory computed by
using the approach described in the paper. The dashed
line corresponds to navigation with dead reckoning
only.

Figure (5) shows an example of severe slippage of
the platform during the first quarter of the trajectory.
This slippage causes an increasing deviation between
the actual trajectory, as reported by the external range
finder, and the estimated trajectory based upon dead
reckoning. By using the proposed observation model,
our estimation is similar to what has been reported by
the external range finder.

For the last scenario, several unknown obstacles
(unmodelled objects in the navigation map) have been
added in the environment. The same geometrical tra-
jectory has been executed repeatedly. As long as the
number of observed points corresponding to unknown
obstacles remains smaller that the number of points
from the known environment, the estimated position
of the platform as reported by the approach is still rea-
sonably good. Figure (6) shows a successful case of
path following while Figure (7) illustrates a failure of
the recovery method. In order to trigger this failure

Figure 5: Configuration Tracking with Platform Slipping.

Figure 6: Configuration Tracking with Platform Slipping
and Unknown Obstacles.

situation, the robot was forced to remain stationary in
front of a large unknown obstacle so that the propor-
tion of perceived 2D points from the obstacle become
preponderant for a long duration. As such contexts
normally involves important mismatches between the
two point sets, the measurement noise covariance ma-
trix (equation 25) should increase accordingly, giv-
ing priority to the dynamic model. Hence, such un-
modelled objects should hardly cause the divergence
when the platform moves continuously. Neverthe-
less, despite that this paper focuses on the localiza-
tion method without addressing the map building, this
kind of failures could be avoided by adding such ob-
jects on the map and the general accuracy of the con-
figuration estimate should also get increased.

6 CONCLUSIONS

This article has presented a fast 2D points matching
and registration algorithm of complexityO(n·m) that
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Figure 7: Configuration Tracking Failure.

exhibits robustness against erroneous point pairings.
We have shown that this algorithm is easily integrable
in a 2D point-based observation model for estimat-
ing a platform configuration. When used for robotic
platform localization based on extended Kalman fil-
tering, the algorithm provides an accurate estimate
of the platform configuration, even in the presence
of skidding and unknown obstacles in the environ-
ment. The observation model developed in this paper
could be used in conjunction with other localization
approaches, such as Particle Filter and Monte Carlo
filtering.

ACKNOWLEDGEMENTS

This work has been supported by the Natural Sci-
ence and Engineering Council of Canada (NSERC)
through Grant No. CRD 349481-06. The authors
wish to acknowledge the contribution of several mem-
bers of the Perception and Robotics Laboratory dur-
ing implementation and testing, H. Nguyen, V. Zalzal
and R. Gava.

REFERENCES

Arun, K., Huang, T., and Blostein, S. (Sept. 1987). Least-
squares fitting of two 3-d point sets [computer vision].
IEEE Transactions on Pattern Analysis and Machine
Intelligence, PAMI-9(5):698 – 700.

Carlson, J., Thorpe, C., and Duke, D. L. (2008). Ro-
bust real-time local laser scanner registration with un-
certainty estimation. Springer Tracts in Advanced
Robotics, 42:349 – 357.

Censi, A., Iocchi, L., and Grisetti, G. (2005). Scan match-
ing in the hough domain. InRobotics and Automation,

2005. ICRA 2005. Proceedings of the 2005 IEEE In-
ternational Conference on, pages 2739–2744.

De Laet, T., De Schutter, J., and Bruyninckx, H. (2008).
A Rigorously Bayesian Beam Model and an Adaptive
Full Scan Model for Range Finders in Dynamic Envi-
ronments.Journal of Artificial Intelligence Research,
33:179–222.

Ho, J., Yang, M.-H., Rangarajan, A., and Vemuri, B. (2007).
A new affine registration algorithm for matching 2d
point sets.Proceedings - IEEE Workshop on Applica-
tions of Computer Vision, WACV 2007.

Horn, B. (1987). Closed-form solution of absolute orien-
tation using unit quaternions.Journal of the Opti-
cal Society of America A (Optics and Image Science),
4(4):629 – 42.

Matthias Kranz, Radu Bogdan Rusu, A. M. M. B. and
Schmidt, A. (2006). A player/stage system for
context-aware intelligent environments.To appear
in Proceedings of the System Support for Ubiquitous
Computing Workshop, at the 8th Annual Conference
on Ubiquitous Computing (Ubicomp 2006).

Schmidt, S. F. (1970). Computational techniques in kalman
filtering. NATO Advisory Group for Aerospace Re-
search and Development.

Thrun, S., Burgard, W., and Fox, D. (2005).Probabilis-
tic Robotics (Intelligent Robotics and Autonomous
Agents). The MIT Press.

Walker, M., Shao, L., and Volz, R. (1991). Estimating 3-
d location parameters using dual number quaternions.
CVGIP: Image Understanding, 54(3):358 – 67.

Wei, P., Xu, C., and Zhao, F. (2005). A method to locate
the position of mobile robot using extended kalman
filter. Lecture Notes in Computer Science (includ-
ing subseries Lecture Notes in Artificial Intelligence
and Lecture Notes in Bioinformatics), 3801 NAI:815
– 820.

Zalzal, V. (2006). Localisation mutuelle de plates-formes
robotiques mobiles par vision omnidirectionnelle et
filtrage de Kalman. PhD thesis, Ecole Polytechnique
Montreal (Canada).

Zhang, Z. (1994). Iterative point matching for registration
of free-form curves and surfaces.International Jour-
nal of Computer Vision, 13(2):119 – 152.

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

120



TELEOPERATION OF A MOBILE ROBOT VIA UMTS LINK

Florian Zeiger, Markus Sauer, Lothar Stolz
Zentrum für Telematik e.V., Allesgrundweg 12, Gerbrunn, Germany
{florian.zeiger, markus.sauer, lothar.stolz}@telematik-zentrum.de

Klaus Schilling
Institute of Computer Science, University of Würzburg, AmHubland, Würzburg, Germany

schi@informatik.uni-wuerzburg.de

Keywords: Networked robotics, Teleoperation, UMTS, Wireless teleoperation, Wireless networks of robots.

Abstract: Nowadays available broadband wireless communication technologies offer a broad spectrum of applications
and the todays availability of UMTS technology has a great potential in the area of networked robotics. This
work investigates teleoperation of mobile robots via UMTS communication links. First, several scenarios
with artificially generated command traffic between mobile robot and operator are analyzed in order to gain
knowledge of the link behavior. In a next step real mobile robot hardware is remote controlled via UMTS.
Thereby, the robot transmits sensor data and a video stream of its onboard camera while receiving commands
from the operator. The focus of this work is set on the measurement and analysis of the round trip time and the
packet inter-arrival time of data in different scenarios like the connection of two UMTS nodes, the connection
of an Internet PC and an UMTS node, or the behavior of several UMTS nodes generating a large amount
of data. The results clearly show how applications for mobile robot teleoperation can efficiently use UMTS
communication in order to allow seamless teleoperation between operator and hardware in distant locations.

1 INTRODUCTION

Communication is a very important issue in the area
of mobile robotics. This is especially the case in
networked multi-robot systems or joint human-robot
teams. Although many advances in autonomy have
been made in several applications like e.g. search
and rescue still direct teleoperation might be needed.
For direct teleoperation (Fong and Thorpe, 2001) the
communication link characteristics are even more im-
portant than for other applications where data might
not be as time-critical. From the human factors point
of view situational awareness (Endsley, 2000) is a
very critical aspect for robot teleoperation and can
be significantly influenced by communication param-
eters e.g. available bandwidth, delays, packet inter-
arrival time, and jitter for the payload data. For direct
teleoperation, often the camera image from the robot
is one of the major feedback elements for the human
operator from the remote environment. Therefore, a
relative high communication bandwidth, low delays
and a small jitter is desirable for these connections
in order to support maintaining situational aware-
ness. Nowadays, in robotics research either wire-
less LAN according to 802.11 (Ollero et al., 2003)

(Zeiger et al., 2008a) or proprietary communication
systems are used (Musial et al., 2001) (Pezeshkian
et al., 2007). The upcoming high-bandwidth networks
for mobile phones or mobile Internet like UMTS offer
a new widely used and commercially available tech-
nology with high potential for the application in mo-
bile robot teleoperation. Up to now, the coverage of
these networks has increased in a way that at least
all bigger cities have access to broadband networks.
This everywhere availability in large areas is a ma-
jor advantage for any telematic application compared
to a solution where infrastructure initially has to be
built up and maintenance effort is necessary. In par-
ticular, the application area of service robotics can
largely benefit from these characteristics. However
, the mobile phone networks like UMTS are designed
for different purposes and under different constraints.
Therefore, it is important to investigate the critical pa-
rameters of a communication technology like UMTS
in order to adjust the possible communication param-
eters on the application layer in a way to realize the
optimum usage of this technology.

The remainder of this work is structured as fol-
lows. Section 2 gives a brief introduction to the
UMTS technology. In Section 3, the test setup is de-
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scribed. In Sections 4 and 5 the evaluations of the
tests are given. Also the results of the real mobile
robot hardware teleoperation test is presented. This
work concludes with a discussion of the results and
an outlook in Section 6.

2 UMTS BASICS

The Universal Mobile Telecommunications System
(UMTS) is a European standard for third generation
mobile telephony (3G). It is based on W-CDMA tech-
nology, standardized by the 3GPP, and implemts Eu-
ropean specifications of IMT-2000 ITU for third gen-
eration cellular radio systems. Although it is not a
worldwide standard, UMTS will probably become the
most popular one among its competitors. UMTS rig-
orously divides its infrastructure into two parts (cf.
Fig. 1). The UMTS Terrestrial Radio Access Net-
work (UTRAN) handles all tasks related to radio and
wireless networking and the Core Network (CN) pro-
vides all user services running via UMTS.

The UTRAN maintains the radio connection to
mobile operators for circuit and packet switched
links. A key to UMTS radio technology is the use
of the Wideband Code Division Multiple Access (W-
CDMA) user multiplexing procedure. W-CDMA
is responsible for ensuring that several participants
can communicate simultaneously using the same fre-
quency channel without interfering each other. The
UTRAN radio provides two different modes of oper-
ation: using UTRA-FDD mode, up- and downlink of
data run on separate frequencies. This mode supports
data rates up to 384 kbit/s. In UTRA-TDD mode,
up- and downlink take place at the same frequency,
but are separated by time slots. UTRA-TDD supports
data rates up to 2 Mbit/s but is quite uncommon com-
pared to UTRA-FDD. Since demand for higher data
rates emerged, UTRAN was enhanced by High Speed
Downlink Packet Access (HSDPA) as well as High
Speed Uplink Packet Access (HSUPA) to support data
rates up to 14.4 Mbit/s on downlink and 5.76 Mbit/s
on uplink. The UTRAN is composed of two basic
architectural components. Base stations (Node Bs)
provide the radio signaling. In addition, there are Ra-
dio Network Controllers (RNCs). Managing all radio
resources, these RNCs administrate a group of Node
Bs. The area covered by all Node Bs connected to
one RNC form a Radio Network Subsystem (RNS).
These RNSs are linked by cross connections of the
RNCs. sThe RNC finally makes the connection to the
Core Network (CN), too. Inside the CN, there are
several nodes providing various high level services
needed for mobile telecommunication. The Mobile

Switching Center (MSC) serves as a switching node
and gateway for circuit switched connections (phone
calls). In case of packet switched data (IP data), these
functionality is provided by the Serving GPRS Sup-
port Node (SGSN) and Gateway GPRS Support Node
(GGSN). For more details on UMTS please refer to
(Holma and Toskala, 2007).

Figure 1: UMTS architecture.

3 SCENARIO SETUP

The focus of this work is set on teleoperation of a
mobile robot via UMTS communication link and the
characterization of the communication link in order to
allow for a seamless teleoperation of the robot. There-
fore, three different test setups are analyzed:

• The connection between one robot connected to
UMTS and a PC connected to the Internet via
DSL (16 MBit/s) (Mode 1).

• The connection of two mobile robots via UMTS
(Mode 2). In this case, only the two robots gener-
ate traffic.

• The connection of two mobile robots via UMTS
while a third UMTS node in the same cell is
transmitting a large amount of data to the Inter-
net (Mode 3).

The mobile clients are represented by mini PCs which
are connected to the Internet via a USB UMTS device
(Huawei 3G modem). This device supports HSDPA
and HSUPA broadband data transmission besides the
normal UMTS mode. This broadband communica-
tion is used for all tests presented in this work. Cur-
rently, all UMTS access providers do not provide pub-
lic IP addresses or in case they do, only a small set
of services is supported. Therefore, each UMTS node
joins a virtual private network using openvpn (cf. Fig-
ure 1). Thus, a physical and hardware component is
present, and a logical overlay is set on top of this (cf.
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Fig. 1) which enables easy addressing of each mo-
bile node. Also the provided data services can be de-
fined according to the corresponding test. Usually, the
UMTS specification promises a reliable packet trans-
mission every 20 milliseconds. To get an idea of the
link behavior, for each of the three above mentioned
modes, data streams of different sizes are generated.
As measurement categories, the packet inter-arrival
time is analyzed as this is an important criterion for
video and sensor data transmission and the round trip
time (rtt) is investigated as this two-way delay is also
very important in case the mobile robot is teleoperated
directly by a human operator. For the packet inter-
arrival time analysis, data is transmitted only one-way
and the packet inter-arrival time is plotted at the des-
tination node. Therefore, data is generated with a
packet size of 2048 bytes and a packet inter-departure
time of 10, 20, 50, and 100 milliseconds which results
in packet streams of 20, 40, 100, and 200 kb/s. The
round trip time measurements use ICMP ping packets
with the size manually set to 2040 bytes of payload
and 8 bytes ICMP header. Here, the send intervals
for ping packets are also set to 10, 20, 50, and 100
ms which generates data streams comparable to the
above described tests for the packet inter-arrival time.
Of course, the data stream for the round trip time tests
are transmitted in both directions.

4 EVALUATION

4.1 Packet Inter-arrival Time

For this analysis, the packet inter-arrival time at the
destination node is measured. Also the number of
packets is counted. The results are displayed in his-
tograms with a bin size of 2 milliseconds. The small-
est bin holds all values between 0 and its own value,
and the bin with the highest value holds also all larger
values up to infinity. The x-axis shows the packet
inter-arrival time in seconds and the y-axis shows the
relative frequency of occurrence. As the data set of
the measurements contains enough data to prove that
the resulting distribution is stable, the relative fre-
quency of occurrence can be considered as equal to
the probability of occurrence of the corresponding
packet inter-arrival time.

4.1.1 Connection between Internet PC and
UMTS Node

For this setup, the packet inter-arrival time is mea-
sured in both directions for packet streams of 20, 100,
and 200 kb/s. Figure 2a shows the results for the 20

kb/s stream. The packet inter-departure time for this
stream is 100 milliseconds. The upper subplot of Fig-
ure 2a shows, that more than 50% of the packets arrive
with an inter-arrival time of 100 ms. Approximately,
another 10% arrive with an inter-arrival time of 90
ms and 110 ms respectively. For the opposite direc-
tion – from UMTS node to Internet PC (cf. lower
subplot of Figure 2a)– the result is completely dif-
ferent. Here, the packet inter-arrival time is closely
distributed around the expected packet value of 100
milliseconds.
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Figure 2: Packet inter-arrival time between Internet PC and
UMTS node and a data bandwidth of 20 kb/s (Fig. 2a) , 100
kb/s (Fig. 2b) and 200 kb/s (Fig. 2c).

For the stream with a bit rate of 100 kb/s, the re-
sults between the both investigated transmission di-
rections vary significantly (see Figure 2b). At the
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UMTS node, more than 50% of the transmitted pack-
ets arrive with an inter-arrival-time of 20 ms and two
other peaks with 10% each are visible at about 10
ms and 30 ms. For the packet inter-arrival time for
the transmission direction from UMTS node to Inter-
net PC, only about 13% of the packets have an inter-
arrival time of 20 ms. Here, also small peaks at 10ms
and 30 ms (> 6% each), as well as a high amount of
packets with 5 ms or less (> 13%) and with 40 ms
or more (> 7%) are present. Also for the 200 kb/s
stream, the results for both directions are quite differ-
ent (cf. Figure 2c). For the transmission from Inter-
net PC to UMTS node more than 40% of the packets
have an inter-arrival time of 10 ms which corresponds
to the packet inter-departure time. More than 20% of
the packets have an inter-arrival time of 4ms and less.
For the other transmission direction – from UMTS to
internet PC – only about 20% of the packets arrive
with the expected inter-arrival time of 10 ms. A sec-
ond peak of about 18% is present for an inter-arrival
time of 4 ms and less. Most of the other packets are
distributed to inter-arrival times between 4 and 36 ms.

4.1.2 UMTS to UMTS Connection

This section shows the results of transmissions be-
tween two UMTS nodes. Each upper subplot of Fig-
ures 3a, 3b, and 3c show the packet inter-arrival times
when traffic is transmitted only between the two in-
volved nodes. The lower subplots of these Figures
show the inter-arrival time of the packets while a third
UMTS node transmits a large file to an Internet PC.
Thus, this data stream must share the UMTS cell
capacity with the measured data stream. Figure 3a
shows the results for the 20 kb/s stream. Here, both
setups show similar results. The majority of the pack-
ets has an inter-arrival time of 100 ms (33% without
additional traffic and 28% with additional traffic) and
almost all other inter-arrival times are distributed in
10 ms intervals at 80 ms, 90 ms, 110 ms, and 120 ms.
For this stream, the additionally generated traffic re-
duces the amount of the packets with an inter-arrival
time of 100 ms for approximately 5%. In Figure 3b
the results are displayed for the 100 kb/s stream with
a packet inter-departure time of 20 ms. In both situa-
tions, almost 20% of the packets have an inter-arrival
time of 20 ms. In case of no additionally generated
traffic, more than 55% of the packets arrive with an
inter-arrival time of less than 10 ms. In case addi-
tional traffic is generated, only about 42% of the pack-
ets have an inter-arrival time of 10 ms or less. The
remaining packet inter-arrival times are distributed at
peaks around 30 ms and 40 ms. The results of the 200
kb/s stream displayed in Figure 3c are similar to the
above described observations for the 100 kb/s stream.
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Figure 3: Packet inter-arrival time between UMTS nodes
and a data bandwidth of 20 kb/s (Fig. 3a), 100 kb/s (Fig.
3b), and 200 kb/s (Fig. 3c).

The additionally generated traffic reduces the amount
of packets at the expected inter-arrival time of 10 ms
for about 5% and the remaining packets are again lo-
cated at the bins with 10 ms inter-bin distance and
inter-arrival times of less than 4 ms, 20 ms, 30 ms,
and 40 ms.

Finally, the effective receiving bit rates of the pay-
load data is shown in Tables 1a and 1b. Table 1a
shows the results of the test runs between UMTS node
and Internet PC and Table 1b shows the results of the
test between two UMTS nodes without additionally
generated traffic (Mode 2) and between two UMTS
nodes with additionally generated traffic (Mode 3).
These two tables give an idea of the present packet

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

124



Table 1: Resulting effective payload bit rates at the receiv-
ing node between UMTS node and Internet PC (Table 1a)
and for Mode 2 and Mode 3 (Table 1b).

sending data rate receiving at UMTS node receiving at Internet PC

20 kbytes/s 19.20 kbytes/s 19.58 kbytes/s

100 kbytes/s 98.09 kbytes/s 92.62 kbytes/s

200 kbytes/s 194.33 kbytes/s 162.82 kbytes/s

(a)

sending data rate receiving Mode 2 receiving Mode 3

20 kbytes/s 16.19 kbytes/s 19.31 kbytes/s

100 kbytes/s 94.03 kbytes/s 92.53 kbytes/s

200 kbytes/s 141.80 kbytes/s 125.61 kbytes/s

(b)

loss during the test runs. Surprisingly good results
are achieved for all data streams during the transmis-
sion from Internet PC to UMTS node. In the oppo-
site direction, an increased packet loss is observed for
the 200 kb/s stream. For Mode 2 and Mode 3, where
two UMTS nodes communicated with each other, the
packet loss was significantly higher.

4.2 Round Trip Times

Figure 4 shows the measured rtts for the generated
packet streams. Mode 1 corresponds to the Internet-
UMTS node scenario, Mode 2 is the transmission be-
tween two UMTS nodes without additionally gener-
ated traffic and for Mode 3, the data exchange of two
UMTS nodes is measured while a third node trans-
mits additional data to an Internet PC. These box-
plots show the median of the measured values (hor-
izontal line) and the box shows 50% of the values
bounded by the lower 25% quartile and the upper 75%
quartile. Furthermore, lines indicate the most extreme
values within 1.5 times the interquartile range from
the ends of the box and extreme values lying out-
side this borders are marked with crosses. For the
three streams with 20 kbyte/s, 50% of the measured
rtt values are distributed very close to the correspond-
ing median. A similar observation can be made for
the 40 kbyte/s stream in Mode 1 and Mode 3, and for
the 100 kbyte/s stream in the Mode 1 scenario. As ex-
pected, the largest variations appear for the high band-
width streams with 200 kbyte/s and the 100 kbyte
stream in Mode 3 with the additionally generated traf-
fic. In general, 50% of the measured rtt values of each
test run are located close to the corresponding me-
dian. Only few extreme values are measured below
the lower 25% quartile border and sometimes, very
high rtt values are measured above the upper border of
the 75% quartile (e.g. for 100 kb/s in Mode 3). Thus,
the later used application to mobile robotics must con-
sider these high round trip times which occur some-
times and must be able to handle this large variability.

5 REAL HARDWARE TEST

To analyze the UMTS link under real conditions for
mobile robot teleoperation, a Pioneer 3-AT is tele-
operated from a Laptop via UMTS. The robot plat-
form is equipped with a mini PC and a network video
camera AXIS 221 and transmits a motion JPEG video
stream with a resolution of 320x240 and a frame rate
of 15 frames per second. The Player version 2.0.4
software is used to interface the hardware and for
providing communication between the client and the
hardware. The client is a Java program which pro-
vides a video image of the mobile robot’s onboard
camera and displays sensor data. During the test runs,
the mobile robot generates a sensor data stream and
sends it to the Laptop. Additionally, video data is sent
each 66.66 ms. The Client program is sending control
commands with a bit rate of 1.2 kb/s. In Figure 5, the
behavior of the video data which arrives at the oper-
ator’s PC is shown. The video source generates rela-
tively large packets which must be fragmented. Thus,
the send buffers are continuously filled and packets
are sent as often as possible. On the receiver’s side,
the already above observed peaks of the packet inter-
arrival times each 10 ms is also visible.
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Figure 5: Packet inter-arrival of the video data coming from
the mobile robot.

6 DISCUSSION OF THE RESULTS

The above presented results show clearly that UMTS
is a well suited communication technology for the
teleoperation of mobile robots. The results obtained
in the initial test runs with the artificially generated
command traffic give a detailed overview of the chan-
nel behavior. When data is transmitted from the
UMTS node via the UMTS infrastructure and the In-
ternet, the arriving packets at the PC have a higher
variance in the packet inter arrival time as typically,
the Internet data transfer induces such a variance. In
the opposite direction, the packets arrive at the UMTS
infrastructure via the Internet. Then the UMTS infras-
tructure is responsible for further data transmission
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Figure 4: Round trip times in milliseconds (Mode (1): Internet-UMTS; Mode (2): UMTS-UMTS; Mode (3): UMTS-UMTS
and additional traffic).

and takes care that packets are transmitted with de-
fined packet inter-departure times. These packet inter-
departure times are depending on the used bandwidth
and the used HSDPA/HSUPA mode and some other
aspects depending on the provider. Nevertheless, the
measured packet inter-arrival times are now bound to
fixed times which reduces the variance. In general, it
can be seen that as soon as the broadband communi-
cation mode is entered, data is delivered at the mobile
robot and at the operator’s PC constantly. Noticeable
outcomes are the frequent packet inter-arrival times
at 10 ms and multiple of 10 ms with a relatively high
peak at the 20 ms inter-arrival times. Also, the re-
ceived effective payload data rates give a clear view
of the present packet loss during the tests. Finally, the
measured round trip times and their distribution lead
to the following hints for implementing mobile robot
teleoperation. The ”just plug and try” setup which
is described in Section 5 shows to be already usable.
Nevertheless, a defined traffic shaping might be a suit-
able approach to use the characteristics of the UMTS
link more efficient and to increase the quality of tele-
operation (e.g. better video quality or less packet
loss). Approaches for this idea are already published
in another context (Zeiger et al., 2008c)(Zeiger et al.,
2008b) and shows to be a useful technique. Neverthe-
less, UMTS is a promising technology to allow broad-
band communication for hardware teleoperation and
will be in the research focus of networked robotics
in near future. Future work will be set on analyzing
more details of the UMTS link in combination with
mobile robot teleoperation. Open issues are how to
use the behavior of the communication channel in or-
der to allow for high quality onboard video transmis-
sion together with reliable control data transmission
in both directions.
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Abstract: We propose automatically identifying dishes in mixed batches by using statistics of shape descriptors of 
dish pieces. Experiments were conducted on 725 images of ceramic and plastic dishes taken in different 
lighting conditions using different positions of 84 separate dishes of 5 different styles and shapes. In order 
to find the minimum set of descriptors to produce fast, adaptable and efficient automatic dish recognition, 
we employed several shape-based properties, including area, perimeter, ratio of length to width, extension, 
and minimum bounding box, together with some properties based on gray level and color. For dish 
inspection, we propose a new technique using partitioning and adaptive thresholding, combined with global 
thresholding. For practical purposes, the algorithm should be fast, simple, and produce results invariant with 
lighting conditions and dish rotation about the camera-dish axis. Such an algorithm is described in this 
work. Matlab® R14 and Image Processing Toolbox V5.0 were used.  

1 INTRODUCTION 

Commercial dishwashing systems currently involve 
human loading, sorting, inspecting, and unloading 
dishes and silverware pieces before and after 
washing in hot and humid environments. In such 
difficult working conditions, leading to high turn-
over of low-paid employees, automation is desirable, 
especially in large-scale kitchens of hospitals, navy 
ships, schools, hotels and other dining facilities. Our 
project is a part of developing an integrated machine 
vision sorting and inspecting system for mixed dish 
pieces and silverware exiting a flight-type 
commercial dishwashing machine, coupled with 
automatic loading and unloading. 

Johnson (1993), working on the same dish set as 
used in this project, employing area and radius of the 
corner of the dish in using machine vision 
identification of dish pieces exiting commercial 
dishwashing machines. His method required an 
invariant position of a dish under the camera axis, 
which required a locating mechanism for each dish 
piece. Even with pre-location, he reported poor 
repeatability of results under small lighting 
variations, such as those due to normal small 
fluctuations in power supply voltage.  For inspection 
of dishes for cleanliness, his algorithm used simple 
global thresholding, which is insufficient in accuracy 

for actual implementation. We present a much 
improved method for both dish identification and 
inspection, yielding much better results. 

Other investigators studied identification and 
inspection of mixed silverware pieces exiting a 
commercial dishwashing machine. Yeri (2002) used 
blob analysis to  recognize silverware pieces, using 
indirect illuminaiton in a light tent to weaken 
specular reflections. Lolla (2005) identified 
silveware objects by their perimeters, symmetric and 
asymmetric properties, and area moment of inertia 
measurements. He used edge detection algorithms 
together with template matching to inspect 
recognized silverware pieces. Zhou (2008) proposed 
an algorithm to recognize silverware pieces with 
incomplete (truncated) images and a fusion-based 
method for silverware inspection, producing very 
good results. 

The objective of this project is to develop 
algorithms and procedures for on-line dishware 
identification and inspection of certain types of dish 
pieces exiting a commercial dishwasher. Figure 1 
illustrates the overall process.  
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Figure 1: Processing Flow Chart. 

2 EXPERIMENTAL APPROACH 

2.1 Experimental Setup 

The experimental setup, inherited from Zhou (2008) 
is shown in Fig 2, with our modifications in lighting. 

 
Figure 2: Experimental Setup. 

After washing, it is anticipated that dish pieces 
will be automatically placed on the conveyor.  
However, in this project, dried dishes were placed 
manually. While wet dishes can be easily handled 
with this technique, dried dishes were much easier to 
handle experimentally. A dish image is captured by 
the camera when the dish is inside the light tent in 
the camera field of view. In full implementation, 
image taking will be triggered by appropriately 
placed sensors, but in the work herein, this 
triggering was done manually. This image is 
transmitted to a computer for image processing. The 
tent wall and curtains are used to eliminate 
uncontrolled illumination from the outside 

environment. In actual implementation, after 
processing, a signal identifying the type of dish 
piece will be sent to a sorting mechanism to sort the 
dish into a stack of like dishes. Unidentified objects 
will be automatically sent to a bin for such objects, 
and if the dish is determined by the vision system to 
be unclean, a signal will be sent to convey said dish 
into a bin for re-washing, as indicated in Figure 1. 

The camera used in this project was an area scan, 
color digital industrial camera, Basler Co. model 
A102kc, directly connected to an image processing 
board in a personal computer, described later,  for 
real time image processing. Sensor size in the 
camera was approximately 17 mm square. 
Resolution was set to 1392 by 1038 pixels, which is 
sufficient to discern a small dirty spot of SFS mm 
square. The lens was a Fuji model CF35HA-1, 
35mm focus length, with 14o26’x10o46’ aperture 
view cone. 

Let sensor size SS= 17mm, sensor resolution 
SR= 1038 pixels, and focal length FL= 35mm.  
Choose working distance WD= 600mm, which is 
large enough to avoid distortion when the lens is 
focused on an object within the working distance 
(Zhou, 2008). Then we calculate the smallest feature 
size, SFS, that the camera can detect (Edmund 
Industrial Optics) by: 

SR
FOVSFS ×

=
2

 (1) 

where FOV= 200mm is the field of view, given 
by 

FL
WDSSFOV ×

=  (2) 

Subtituting FOV from (2) in (1) yields:  

FLSR
WDSSSFS

×
××

=
2

 (3) 

Using the above numerical values in (3) gives SFS= 
0.38mm, which is sufficiently small for detection of  
food particles in our project.  

For inspection purposes, we desire an even 
illumination across the dish piece, as well as a 
minimum of specular reflections and shadows. The 
white mat-finished cardboard forming the inside 
surfaces of our light tent provided some diffuse 
lighting of our dish pieces and reduction of specular 
reflections, while the choice and placement of our 
lights reduced shadowing.  Acceptable lighting was 
achieved by trial and error. After considerable 
experimentation, we selected as our light sources 
four 12V-20W DC halogen light bulbs surrounding 
the dish piece and placed as indicated in Figure 2, 
which provided sufficient illumination for both 
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identification and inspection. These lamps were 
powered by a Switch Mode Power Supply (SMPS) 
fed by 110V 60Hz building supply. Camera 
exposure time was set at 20 µs, which was found by 
experiment to yeild the best dish image details. 

2.2 Dish Set 

The dish set used in this project is shown in Fig 3. 

 
Figure 3: Dish Set Consisting of 5 types and 3 Colors of 
Dishes. 

Our dish set was commercially available and 
used by a large, 700 bed hospital in Oklahoma.  It 
consisted of 5 types and 3 colors of dishes. It was 
selected not only because it is in wide commercial 
use, but also because the colors, shape, and size of 
different types of dishes are very similar. However, 
each dish piece had uniform color, with no 
decorative markings (i.e. they were “plain”).  Other 
commercially available “plain” dish sets present 
much lower challenges for the identification 
problem because their sizes are often easily 
distinguishable. For easy reference, we name each 
dish piece using size (large or small), and its 
material or function (ceramic, plastic, or spacer). 
Then LC and LP represent, respectively, the large 
ceramic dish and the large plastic dish, while SC, SP 
and SX represent, respectively, the small ceramic 
dish, the small plastic dish, and the small plastic 
spacer dish. 

2.3 Pre-processing 

We developed a pre-processing algorithm for 
thresholding, computing areas, and choosing the 
largest object (or particle) in a dish image, rejecting 
all other particles. This process removed noise and 
reliably retrieved a good dish image from the camera 
image, which was then ready for identification and 
inspection, illustrated in Figure 4.  

 
Figure 4: Example of SX Pre-processing. Original camera 
image (top-left); Binary mask for largest object (top-
right); Gray image (bottom-left); and Dish retrieved image 
(bottom-right). 

3 DISH IDENTIFICATION 

The implemented automatic system should at least 
be comparable in performance to what can be 
achieved manually. Accordingly, from our 
observations in actual commercial dishwashing 
operations, our automatic system should be able to 
accurately recognize and inspect 5 types of dishes in 
real time at a minimum rate of 30 dishes per minute. 
While this task is easily accomplished manually, it 
poses a significant challenge for automation. We 
desire an algorithm that works flawlessly under 
varying dish positions beneath the camera and with 
varying illumination. 

3.1 Possible Approaches 

A human can quickly recognize each type of dish 
based on the weight, corner curvature, size, edge 
pattern, color, and/or a mix of these properties.  In 
an attempt to imitate these capabilities, we 
experimented with several approaches based on edge 
detection, color recognition, and statistics of shape 
descriptors, such as area and perimeter.  When using 
the area of a bounding box around the dish image 
axes, we found poor repeatability, due to slight dish 
non-alignment with the box (rotation), which 
produced pixel counting errors. Methods based on 
color or gray level intensity were found to be overly 
sensitive to small lighting variations. Edge detection 
methods, using Matlab and its Image Processing 
Toolbox, were not only computationally expensive 
and slow, but also proved difficult in selecting 
appropriate threshold values (Duong, 2008).     
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3.2 Identification Algorithm 

We propose using statistics of shape descriptors of 
dish pieces to solve the identification problem. 
Three easily calculated statistics of shape descriptors 
are the dish image area, the ratio of dish image 
length to width, and the ratio of the dish image area 
to the area of the image oriented bounding box. The 
area of the dish image is already available from the 
pre-processing step.  

In order to classify dish types, we used a training 
set of 500 images, with 100 images for each dish 
type, in varying position and orientation under the 
camera, to estimate the distributions of dish image 
properties.  Examining the dish image area, we 
observe from Figures 5 and 6 that two groupings 
readily appear: large areas representing LC and LP, 
and small areas representing SC, SP and SX. By 
considering only dish area information, Table 1 
shows that it is straightforward to identify SC, since 
none of the image areas of SC overlap with any 
other dish piece. However, there clearly is overlap in 
image areas of LP and LC, and of SP and SX. 

 
Figure 5: Small Dish Image Area Group. 

 
Figure 6: Large Dish Image Area Group. 

Table 1: The area contribution. 

Dish type SX SP SC LP LC 
Area 

(104 pixels) 
2.45- 
2.58 

2.53- 
2.66 

2.69- 
2.83 

4.96- 
5.28 

5.16- 
5.51 

Overlap 
region 

2.53- 2.58 
SX or SP?  x 5.16- 5.28 

LP or LC? 
 
Accordingly, we employ other properties to 
distinguish between them. Consider the ratio of dish 
image area to the area of the oriented image 
bounding box, called O_EXT, which can be thought 
of as indicating the curvature of the dish corner. This 
ratio is much faster to calculate, with more 
repeatable results, than calculating the radius of 
curvature of the dish corner, as attempted by 
Johnson (1993). Consider further the ratio of 
bounding box length to width, called O_REC, which 
can be calculated quickly with repeatable results. 
Using these two properties together, as indicated in 
Figure 7, we can easily distinguish SP from SX. 
Using area and length-to-width ratio, Figure 8 
illustrates how LC is easily distinguished from LP. 

The optimal lines to separate SP and SX, and LC 
and  LP are given in Table 2. To save time, the  two 

 
Figure 7: Separating SP and SX Dish Types. 

 
Figure 8: Separating LC and LP Dish Types. 
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properties, O_REC and O_EXT, are computed only 
if the area property is insufficient to make a reliable 
decision. Otherwise, the algorithm stops at Step 1 
below. 

Table 2: Lines separating SP and SX, LC and LP. 

 
Line to separate 

SP and SX 
Line to separate 

LC and LP 
Point 1 Point 2 Point 1 Point 2 

Area 
(104 pixels) x x 5.22 5.13 

O_REC 1.28 1.35 1.48 1.52 
O_EXT 0.91 0.95 x x 

Hence, our identification algorithm is as follows: 
- Pre-processing: retrieve dish image as the 

largest object in camera image. 
- Step 1: Classify using dish area. 
- Step 2: Separate SP and SX using O_REC 

and O_EXT. Separate LC and LP using 
O_REC and area. 

3.3 Identification Results 

Results were collected from 725 images of all types 
of dish pieces, not including any of the 500 training 
set images. All training and testing image sets were 
produced from 84 dishes of all types, clean and 
dirty, under different lighting conditions (produced 
by changing the exposure time of the camera) and 
under different dish positions and orientations under 
the camera axis. 

The results in Table 3 show accurate 
identification for all images, with an average 
computation time of 0.21 sec. This is deemed 
acceptable to allow identification and inspection of 
dishes at our target dish processing rate of 30 dish 
pieces per minute. The variability from min to max 
computation time is explained because the amount 
of rotation among dish pieces varied with dish 
position, causing variability in times to compute 
classification parameters. 

Table 3: Results of Dish Identification. 

 No. Correct Time* (sec) 
Min Average Max 

LC 85 100% 0.18 0.22 0.57 
LP 120 100% 0.18 0.33 0.59 
SC 200 100% 0.17 0.18 0.23 
SP 167 100% 0.17 0.20 0.49 
SX 153 100% 0.16 1.24 0.48 

All dishes 725 100% 0.16 0.21 0.59 
(*) Matlab® R14, Image Processing Toolbox V5.0, Window 

Vista, dual core 1.6GHz, 2GB RAM. 

4 DISH INSPECTION 

Automated dish inspection following commercial 
dishwashing using image processing presents some 
unique challenges. First, the intensity of dish images 
is sensitive to changes in lighting, normal power 
fluctuations, and camera sensitivity drift (Lolla, 
2005). Second, even with reasonable attempts to 
establish uniform illumination of dish pieces, uneven 
illumination persists in the camera field of view. 
This non-uniform color and gray intensity across a 
clean dish varies as the position of the dish varies in 
the field of view. Third, because of the non-flat 
geometry of the dish surface, the gray intensity of 
the image drops significantly at the dish side wall, 
especially for a deep dish with steep sidewalls, such 
as LC, SC and SX. Moreover, glare and shadows 
increase the difficulty of discerning clean from dirty 
dishes, even for human manual inspection. Fourth, 
food particle images vary in gray level, depending 
on food type, size, and location. Certain food 
particles, such as dried egg yolk, can be especially 
difficult to detect. Fifth, the definitions of a “clean 
dish” and a “dirty dish” are subjective and ill-
defined (Zhou, 2008). 

4.1 Previous Work  

Zhou (2008) proposed a fusion based technique for 
silverware inspection. His key idea was based on the 
observation that shadows will move, but dirt will 
not, between two images of a silverware piece 
captured at two different positions under fixed 
illumination. Zhou’s technique combines relevant 
information from two images, which reduces noise 
and recovers information in regions obscured by 
lighting glare and shadows. His method could be 
used in pre-processing before inspection, as long as 
the computation time is sufficiently small. After 
fusion of two images of one piece, Zhou applied 
simple global thresholding to the three color (R, G 
and B) channels. While this approach worked well 
for silverware, it will not work for dish inspection, 
because the gray level of a clean spot on the dish 
wall is comparable to or less than a dirty spot on the 
dish floor, and Zhou used only global thresholding. 

Lolla (2005) used template edge matching for 
silverware inspection. This approach is not only time 
consuming, but also suffers from lacking the ability 
to deal effectively with glare and shadows. 

One approach we considered was to create 
targeted illumination on the dish walls based on their 
inclination angle, and then apply global thresholding 
to the entire modified image. The problem was that 
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modifying illumination of the wall was time 
consuming, and was difficult to adapt to inside 
corners. A more promising approach was to treat the 
dish floor region and dish wall region differently 
during image processing. This is the essence of our 
proposed method, in which we use partitioning and 
adaptive thresholding, which is much simpler and 
more efficient. 

4.2 Inspection Algorithm 

Our inspection method is inspired by observing how 
human eyes inspect a dish piece. Humans focus 
locally, and are very sensitive to relative changing in 
color or intensity. The human visual system also 
easily learns, and appears to eliminate glare and 
shadows, as well as adapts the background intensity.      

In our inspection algorithm, a “dirty spot” is 
defined as a connected component that is (1) 
sufficiently dark, and (2) darker than the 
immediately surrounding area. The algorithm first 
separates the dish image into a dish floor region and 
a dish wall region. Then for each region, we 
automatically locate all components that are darker 
than the near surrounding area, employing adaptive 
thresholding, and discard those components that are 
not sufficiently dark, employing global thresholding. 
After these steps, we combine the floor and wall 
regions and carry out post-processing to remove 
small noise.  

The steps of our inspection algorithm are as 
follows:  

- Identify the dish piece, so that we have a 
template for partitioning.  

- Start from a gray image of a dish piece which 
is the result of pre-processing. 

- Partitioning: Detect and separate floor region 
and wall region of a dish image by using the 
appropriate floor template image.  

- Adaptive and global thresholding: work with 
the floor region and wall region separately. 
Adaptive finds potential spots; global retains 
only those with gray levels less than the 
global threshold. 

- Combine the two regions. 
- Post processing: remove tinny spots that most 

likely are produced by noise rather than dirt. 

Our experimental results showed that it is 
unnecessary to use a color image, such that even 
though we took color images with our camera, we 
employed only the corresponding gray scale image. 
A sample result of the partitioning process based on 
a dish floor template is shown in Figure 9. 

 
Figure 9: Partitioning process (SC Dish): Original Camera 
Image (top-left), Gray Scale Pre-processed Dish Image 
(top-right), Dish Floor Region (bottom-left), and Dish 
Wall Region (bottom-right). 

For the dish in Figure 9, results of adaptive 
thresholding combined with global thresholding for 
floor region and wall region are shown in Figure 10. 

 
Figure 10: Adaptive and Global Thresholding for Floor 
Region (top-left) and Wall Region (top-right). 
Combination of the Two Regions and Post-processing 
(bottom). 

For all tested images in our inspection process, the 
values of parameters for adaptive thresholding and 
global thresholding, found by trial and error, are 
given in Tables 4 and 5 respectively. 
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Table 4: Adaptive Thresholding Parameters. 

 Dish floor region Dish wall region 
Window 

size 
(pixels) 

Threshold 
value 
(%) 

Window 
size 

(pixels) 

Threshold 
value 
(%) 

SC 60 3 30 5 
SX 50 5 30 3 
SP 50 5 12 3 

Table 5: Global thresholding parameters. 

 Dish floor region 
(gray level 0-255) 

Dish wall region 
(gray level 0-255) 

Lower 
bound 

Upper 
bound 

Lower 
bound 

Upper 
bound 

SC 20 86 20 70 
SX 20 99 20 66 
SP 20 99 20 54 

4.3 Inspection Results 

To obtain experimental results with our proposed 
inspection method, we manually applied real food 
particles to a variety of our dish pieces, varying 
them in type size, shape, and location of food. We 
used egg yolk, fruit juice, and a variety of sauces, 
including tomato-based sauces, all of which were 
allowed to air dry before inspection. 

Figure 11 shows an example of results, with the 
original SC dirty dish image on the left and detected 
dirt spot boundaries (on the right) overlaid on the 
original dish image. All dirt spots with variation of 
gray intensity and location were correctly detected. 

 
Figure 11: Origin SC (left) and all dirt spots detected 
(right). 

Notice that the glare (specular reflection) due to the 
shiny surface of the ceramic dish did not produce 
spurious results. 

Inspection results of a dirty SX dish and a clean 
SX dish are presented in Figures 12 and 13, 
respectively. Notice in Figure 12 the dirt spot 
exactly on the boundary of the floor region and wall 

region of the dish image (near the centre of the left 
image). This location of a dirty spot could be a 
significant detection challenge, yet our algorithm did 
detect it. 

 
Figure 12: Original SX (left) and All Dirt Spots Detected 
(right). 

 
Figure 13: Origin Clean SX (left) and Correctly Detected 
Non-dirt (right). 

One inspection result of a dirty SX dish is shown in 
Figure 14. All dirt spots, even some that are right on 
the inner edges of multilayers of the dish, are 
correctly detected. This type of dish with 3 shallow 
layers was the most difficult case to tune the 
parameters of the inspection algorithm.   

 
Figure 14: Original SP (left) and All Dirt Spots Detected 
(right). 
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A summary of inspection results for all types of dish 
pieces, SC, SP, SX, LC, and LP is given in Table 6. 

Table 6: Summary of Inspection Results for Small Dishes. 

 Total Correct Miss Failed Alarm 
Clean SC 5 4 - 1 
Dirty SC 5 5 0 - 
Clean SP 5 4 - 1 
Dirty SP 5 5 0 - 
Clean SX 5 5 - 0 
Dirty SX 5 5 0 - 
Clean LC 5 5 - 0 
Dirty LC 5 5 0 - 
Clean LP 5 4 - 1 
Dirty LP 5 5 0 - 

All dishes 50 47 
(94%) 

0 
(0%) 

3 
(6%) 

 
“Failed Alarm” in Table 6 means an incorrect result 
that a clean dish is classified as dirty. Such results 
would reduce production in a real inspection process 
line because the clean dish will be sent back to be re-
washed when this was not necessary. On the other 
hand, such a result is deemed superior to a dirty dish 
that is classified clean, which would be unacceptable 
for hygienic and other reasons. 

For the results in Table 6, the average 
computation time for the inspection process was 
1.28 second per dish (using Matlab® R14, Image 
Processing Toolbox V5.0, Window Vista, dual core 
1.6GHz, 2GB RAM). If we add this to the average 
identification time reported earlier, the total average 
time required for both identification and inspection 
processes for the small area dish group is 
approximately 1.47 second, which is acceptable for 
our target of processing 30 dish pieces per minute (2 
seconds per piece). 

5 CONCLUSIONS 

In this study we successfully implemented new and 
novel dishware identification and inspection 
algorithms. The experimental results show that these 
algorithms work well under variation of lighting 
conditions caused by variation of dish position under 
the camera axis. The algorithms implemented on a 
standardly available PC were sufficiently fast for 
real time processing at a minimum rate of 30 dish 
pieces per minute. We also experimented with other 
dish sets, including plain circular and oval shaped 
plates, and small bowls. With small changes in few 
parameters, the algorithms work equally well. 

On the other hand, partitioning and adaptive 
thresholding combined with global thresholding as 
presented here will not work for dishes that have 
colored or molded patterns on the surface. However, 
because most dish sets used in large scale dinning 
operations are non-textured and mono-colored with 
uniform background, our procedure should be 
widely applicable. 
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Abstract: In this paper piezo actuated micromanipulators are considered with serial-parallel structure including elastic 
joints. Such structure allows a preliminary tension of the mechanical system in order to eliminate backlashes 
and to improve the performance of the piezo-actuators. A kinematics model of a serial-parallel structure for 
local micro manipulators is build here. A pseudo rigid body approach is used, where elastic joints are 
modelled as revolute joints. A stiffness model is created to estimate the general stiffness of the manipulator 
by means of reduction the stiffness of all elastic joints. Two approaches are presented here for preliminary 
tension of parallel manipulator structure: - deflection from the initial manipulator state by introducing of a 
driving joints motion during the assembly; - preliminary tensioning of the separate elastic joints. The two 
approaches considered are experimented on the manipulator for cell injection. The values of the mechanical 
parameters obtained by preliminary tension of the manipulator are pointed out. 

1 INTRODUCTION 

Micro and nano manipulators are mostly used in 
biological and microelectronics research, cellular 
technology, chemistry and investigation of thin 
films, in atomic force microscopes and scanning 
tunnelling microscopes. 

There are known micromanipulators with piezo 
actuators (Fatikow, 1996; Kasper, 1998). Piezo 
actuated micromanipulators with parallel structure 
are also developed (Lee, 1999). Robots with parallel 
structure possess many advantages. Their small 
workspace in the case of cell manipulations is not a 
disadvantage, since it is enough for the application 
considered. Mechanisms with closed kinematic 
chains (Ionescu, 2002; Guergov, 2005, Prusak, 
2009) are suitable for high-precision tasks in 3D 
space. The high accuracy of such mechanical 
systems is due to very high structural stiffness.  

From the other hand in order piezo-ceramic 
structures to be with high stiffness they can be 
realized by parallel or a closed structure which has 
to be tensed. It is possible to use deformation in 
elastic joints or antagonistic redundant actuators to 
achieve tension in closed piezo-ceramic structures 
with desired degree of freedom (DoF). 

Тo predict the displacements of compliant 
mechanisms with elastic joints the pseudo-rigid-
body-model is commonly used (Zhang, 2002). As a 
rule it models an elastic joint as a revolute joint with 
a torsion spring attached. The pseudo-rigid-body 
method is effective and it simplifies the model of 
compliant mechanisms. To estimate the mechanism 
stiffness with elastic joints an analytical model is 
created out taking into account compliances of 
elastic joints in all axes. The analytical model is 
describing the relationship between input and output 
displacements of the mechanism, (Pham, 2005) or 
computing the stiffness matrix and estimating the 
stiffness performances of the robot (Carbone, 2006). 
To increase accuracy of the stiffness matrix 
identification alternative methodology is developed 
using advantages of analytical and numerical 
techniques (Pashkevich, 2009). Such analytical 
stiffness models of serial-paralel manipulators with 
elastic joints are analyzed in order to synthesize 
desired stiffness of the robot end-effector (Chakarov, 
2004). 

The objective of this paper is to create a stiffness 
model and to develop approaches for tension of 
serial-parallel structures with elastic joints for micro 
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and nano manipulators with application in cellular 
technology, microelectronics, chemistry etc. 

2 KINEMATIC MODEL OF 
PARALLEL STRUCTURES 
FOR LOCAL MICRO AND 
NANO MANIPULATORS 

Investigated structures are serial-parallel structures 
including basic link 0 and some other links 1, … , n 
connected in between in a serial chain. The end-
effector M is situated in the end link n of this chain, 
which moves in a ν operation space. The driving 
chains A1 ,…, Am, with number m, are attached to 
the basic link 0 and to the end link n forming parallel 
chains [Chakarov, 2007] as it is shown in Fig.1. The 
type of the kinematics joints is not shown in Fig.1, 
as they can be elastically or kinematically ones. 
 

 
Figure 1: Generalized kinematic scheme of a serial- 
parallel manipulator. 

All joints are modelled as kinematic joints with 
different number of restrictions, which give 6 DoF 
for each drive chain. In this way the number DoF of 
the structure is defined by the number DoF of the 
serial chain h. Let generalized parameters are 
accepted to be the parameters of the relative motions 
in all joints - elastic and non-elastic of the structure, 
presented by (k x 1) vector 

Tl ]q;q[=θ     (1) 

Where 

    q = [q1, …., qh]T   (2) 

is an (h x 1) vector of the generalized coordinates in 
the joints of the main serial chain with h DoF and 

Tl ]l;w[q =     (3) 

is a (6m x 1) vector of coordinates in the joints of 
the actuator chains with number m. 

Above 

w = [w1,..., w5m]T,    (4) 

is an (5m x1) vector of coordinates in the passive 
joints of the actuator chains, and 

l = [l1,..., lm]T,    (5) 

is an (m x 1) vector of coordinates in the motor 
linear joints of the actuator chains. 

Let the Cartesian coordinates of the end effector 
M are denoted as  

[ ] 6,X,...,XX T
ν1 ≤ν=    (6) 

The relation between the parameters of the basic 
serial chain (2) and the parameters of the end 
effector (6) is known as a direct problem of the 
kinematics of the serial chain. This problem on the 
level of displacements and velocities is presented by 
the equations Ψ(q)X =  and 

qJX && =      (7) 

where [ ]qXJ ∂∂=  is the (ν x h) matrix of Jacoby. 
In the parallel structure each closed loop implies 

the appearance of a connection between the 
generalized parameters (1). These connections are 
expressed by 6m scalar functions for the structure 
including m parallel loops: 1,...,6mi ==θΨ ,0)(i . 
The differentiation of above equations gives the 
relation M 

0
t
q

q
lH

t
q

q
wH

td
qd

H lwq =
∂
∂

∂
∂

+
∂
∂

∂
∂

+   (8) 

The matrix of partial derivations Hq, Hw and Hl 
with size (6m x h), (6m x 5m) and (6m x m) allows 
to produce the summarized matrix of the partial 
derivatives  

T
T

L;W;E
q
l;

q
w;

q
q

D =
∂
∂

∂
∂

∂
∂

=   (9) 

where E is unitary (h x h) matrix, W is a (5m x h) 

matrix and L is a (m x h) matrix, or TH;ED = .  
According to (8) we can reduce the (6m x h) 

matrix 

q
1

lw

l
T HH;H

q
q

L;WH −−=
∂
∂

==  (10) 

where lw H;H  is a (6m x 6m) invertible matrix. 
Using matrix (10) we have the relations between 

generalized velocities: 
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qHql && =     (11) 

qWw && =     (12) 

qLl && =     (13) 

The above equations allow determining the 
velocities lq&  with dimension 6m as a function of the 
generalized velocities q&  with dimension equal to the 
DoF h of the structure. 

When the number of parameters (5) is equal to 
the DoF m = h, these parameters can be selected as 
independent parameters. In relations (13) L is a (h x 
h) matrix and inverse relation is possible: 

lLq 1&& −=     (14) 

Equations (7) and (14) allow determining the 
velocities of end-effector, while equations (11) and 
(14) - the velocities of passive joints, as function of 
velocities of linear actuator joins l& : 

lJLX 1&& −=    (15) 
and 

  lHLq 1
l

&& −=    (16) 

By micromanipulations the above equations give 
the relations between small motions of 
microactuators Δl, small motions of the end-effector 
ΔX and small motions in passive joints 
Δql: lJLX 1Δ=Δ −  and lHLq 1

l Δ=Δ − . 

3 STIFFNESS MODEL OF 
SERIAL – PARALLEL 
STRUCTURES FOR MICRO 
AND NANO MANIPULATORS 

Denote by  P = [P1, ... ,Pν ] T  the (ν x 1) vector 
of the external forces and torques applied to the end-
effector, corresponding to Cartesian coordinates (6). 
Denote by  Q = [Q1,..., Qh]T   the (h x 1) vector 
of the generalized forces and torques in the joints of 
the main chain corresponding to the general 
coordinates (2). According to the principle of virtual 
work and equation (7), the connection between 
forces P and Q is as follows: 

   Q = J T P      (17) 

Denote by 
T

qh1qq F;...;FF =  and 
T

m5w1ww F;...;FF =  (h x 1) and (5m x 1) vectors 

of the forces and torques in the elastic joints, 
corresponding to coordinates (2) and (4). Denote by 

T
lll m1

F;...;FF =  the (m x 1) vector of the driving 

forces in the linear joints correspond to the 
coordinates (5). Above vectors can be summarized 
in the (h + 6m) x 1 vector of forces and torques, 
corresponding to the coordinates (1) F= [Fq; Fw; Fl]T

. 
According to the principle of virtual work and 

the equation (12), (13) the relation between forces F 
and generalized forces Q, using summarized matrix 
(9), is as follows: 

Q = D T F    (18) 

 Q = Fq + W T Fw + LT  Fl  (19) 

Equations (17) and (19) produce  

JT P = Fq + W T Fw + LT  Fl  (20) 

Differentiation of above equation with respect to 
parameters (2) and neglect the second partial 
derivatives, gives 

L
l

F
LW

w
F

W
q

F
J

X
PJ lTwTqT

∂
∂

+
∂
∂

+
∂

∂

∂
∂ =  (21) 

Considering micromanipulator structure as a 
system with concentrated compliance in the joints 
[Chakarov, 2004] gives 

1
l

T
w

T
q

T J]LKLWKWK[JK −− ++=  (22) 

where XPK ∂∂=  is (ν x ν) matrix of the Cartesian 

stiffness of the end effector; qFK qq ∂∂=  is 
diagonal (h x h) matrix of the shaft stiffness in the 
joints of the main serial chain; wFK ww ∂∂=   is 
diagonal (5m x 5m) matrix of the shaft stiffness in 
the passive joints of the driving chains; 

lFK ll ∂∂=  is diagonal (m x m) matrix of the 
shaft stiffness in the driving joints. 

4 APPROACHES FOR 
PRELIMINARY TENSIONING 
OF PARALLEL MICRO 
MANIPULATORS WITH 
ELASTIC JOINTS 

A preliminary tensioning of the mechanical 
micromanipulation system is necessary in order to 
eliminate the backlash and to improve the 
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performance of the piezo-actuators. When only 
joints of class five are used for the modeling the 
mechanical system, the number of all joints is equal 
to the number k of the generalized system 
coordinates. In a case when number m of the driving 
joints is equal to the number of DoF h (m=h), then 
number of all the remaining joins is (k - h).  

The following two approaches can be used for 
tensioning of the manipulator: 

- deflection from the initial manipulator state by 
m = h driving joints motion introduced in the 
assembly; 
- preliminary tensioning of the separate elastic 
joints with number j,  (k-h ≥ j ≥ h). 

4.1 Tensioning by Means of Deflection 
from the Initial State 

This can be achieved by means of an assembly 
deflection δl in the driving joints, which leads to 
deflection in all the system joints according to (14), 
(12) and deflection of the end-effector according to 
(7) defined by the equations:  

lLq 1δ=δ −      (23) 

lWLqWw 1δ=δ=δ −    (24) 

lLJqJX 1δ=δ=δ −    (25) 

These deflections lead to elastic joints forces 
defined by the equations:  

lLkqkF 1
qqq δ=δ= −    (26) 

lWLkwkF 1
www δ=δ= −   (27) 

where kq and kw are stiffness matrices of the passive 
joints of the basic serial chain and of the driving 
chains, respectively. The tensioned elastic system 
according to (19) is in a static equilibrium: 

 Q = Fq + W T Fw + LT  Fl = 0  (28) 
 

The diagonal matrices kq and kw contain non-
zero components, responding to elastic joints and 
zero components responding to kinematic joints. The 
number of non-zero components j must be bigger or 
equal to the DoF j ≥ h in order to achieve full degree 
of tension of all the actuators and limbs within the 
system. Equation (28) allows definition of the forces 
of the driving joints F in number h as a function of 
the forces Fq, Fw in number j ≥ h 

Fl = -L-Т [Fq + W T Fw] .  (29) 

4.2 Tensioning by Deformations in the 
Elastic Joints 

In the manipulator structure with m driving joints 
there are k - m passive joints, which can be elastic. 
Because the driving joints m = h, by means of which 
the piezo-actuators are modelled are hundreds of 
times more rigid then the elastic manipulator joints, 
it is accepted that the system has 0 DoF. The 
tensioning of the elastic joints does not lead to a 
change in the manipulator position, but only in a 
change of the internal forces. For the actuator 
tensioning, the number of the elastic joints j must be 
bigger than the number of the DoF j ≥ h. The 
preliminary joint deformations can be defined by the 
vectors:  

δq0 = [δq0
1, …., δq0

h]T   (30) 

δw0 = [δw0
1,..., δw0

5m]T,   (31) 

where the components of which corresponding to 
non-elastic (kinematic) joints are equal to 0.  

The joint stiffnesses are represented by the 
diagonal matrices kq and kw, which contain non-zero 
components corresponding to the elastic joints and 
zero components connected to the kinematic joints. 

The preliminary deflections lead to appearance 
of forces in the elastic joints defined by equalities:  

0
qq qkF δ=     (32) 

0
ww wkF δ=     (33) 

The driving elastic joints forces are in a static 
equilibrium (19):  

Q = Fq + W T Fw + LT  Fl = 0   (34) 

The upper equation defines the links among all 
the joint forces and allows the derivation of the 
driving joints forces in number h as a function of the 
elastic forces in number j≥h 

Fl = -L-Т [Fq + W T Fw] .  (35) 

The forces in the driving joints can lead to small 
deflections in those joints due to the piezo-actuators 
high stiffness. Those deflections by the two 
approaches can be defined by the equality:  

l

l0

k
F

l =δ     (36) 

where the diagonal matrix kl includes the stiffness of 
the piezo- actuators, and δl0 are the deflections in the 
driving joints after the system tensioning. Resulting 
deflection of the end effector can be received 
according to equation (15). 
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5 NUMERIC 
EXPERIMENTATION OF 
TENSIONING APPROACHES 
IN ROBOTS FOR CELL 
INJECTION 

A robot has been designed to perform automatic cell 
injection. The cells in the range of 10-30 [μm] are 
preliminary positioned in a matrix G. Local robot 
structure has serial-parallel structure with 3 DoF as 
shown in Fig.2. Base 0, elastic joint J3, manipulator 
body 1, actuator А3, and working tool 2 with end- 
effector M form a serial chain. Actuators А1 and А2 
are located perpendicularly to the manipulator body 
1, and they are linked with the base 0 by means of 
elastic joints J1 and J2, thus forming parallel chains. 
The actuators are fixed to the body 1 via universal 
joints. Parallel structure comprising actuators А1 and 
А2 perform orientation motions, while the actuator 
А3 performs injection through the pipette 2 attached 
to it. The main dimensions of the manipulator are 
a1=a2=0.073[m], b1=0.030[m], b2=0.180[m] as 
shown in Fig.2. Piezoactuators and elastic joints 
used have parameters specified in Table 1.  

Table 1: Parameters of the elements used. 

Elements 
 

Travel 
[μm] 

Resolu-
tion 
[nm] 

Axial 
stiffness 
 [N/μm] 

Reduced Axial 
stiffness [N/μm]

Angular 
stiffness 
[N/rad]

А1,А2 30 0.6 27 23.79  
А3 60 1.2 15 13.95  

J2,J2,J3   200  40 

 
The end effector stiffness and the characteristics 

of the preliminary tensing of the parallel structure 
can be found. Since the manipulator under 
consideration is assembled with a special rectangle 
configuration we can easily derive the scalar 
equalities for the characteristic components using 
the matrix equalities (22), (23), (24), (25), (29). 
Software application based on these matrix 
equalities is developed using Microsoft Visual 
Studio.Net Express Edition and С++.  

To find an estimation of a stiffness component 
along axis X, the software application substitutes the 
respective matrices in equality (22) for 
Kw=40[Nm/rad], J=b2, Kl=23.788[N/m], W=b1/a2, 
Kq=40[Nm/rad], L=b1 Performing the respective 
calculations, we find for the three additives in (22) 
that Кx=1235+209+660778=0.662 106 [N/m]. 

Similarly, the rest of the end-effector stiffness 
components can be found: Ky= 0.662 106[N/m], 
Kz=13.95[N/m]. As seen, the influence of piezo 

actuators to the joint stiffness is hundred times larger 
than the rest of the elements.  

 

 
Figure 2: Microrobot for cell injection. 

To apply preliminary tension by the actuator, 
following the approach outlined in Sub-paragraph 
3.1., actuators А1 and А2 in the parallel structure 
should deflect by δl1 and δl2, so that the elastic joint 
deflection J3 should not exceed +/-0.50, which is the 
admissible arbitrary rotation angle. Thus, 
δq1=δq2=0.008726[rad]. 

Using scalar equalities corresponding to (23), 
(24), (25), (29) as outlined above, we find the 
components of the elastic joint deflections and those 
of the actuator tension forces – see Table 2.  

To attain preliminary tension in the manipulator 
as outlined in Sub-paragraph 3.2, the deflections of 
the three elastic joints J1, J2 and J3 should be less than 
or equal to the admissible angles of rotation δw0

11= 
=δw0

21=0.008726[rad], δq0
1=δq0

2=0.008726 [rad]. 
Considering equality (35) and its scalar forms, 

we find the tension forces of actuators A1 and A2, Fl1 
= Fl2 = -16.42[N]. These forces are larger than the 
tension forces found by applying the first approach, 
due to the tension of joints J1, J2 that is equal to the 
admissible limit. Both cases of tension yield small 
actuator deformations which can be found using 
equality (36).  

Thus, considering the first case, those 
deformations are δl0

1 = δl0
2 =-0.572.10-6[m], while 

for the second case we have δl0
1 =δl0

2 =-0.690.10-6 

[m]. The deformations yield deflection of the end 
effector with respect to its initial position, equal to 
δX0=δY0= -3.432.10-6[m] in the first case and to 
δX0=δY0= -4.142.10-6[m] for the second case.  
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Table 2: Calculated values of the mechanical parameters. 

[m] δq1 [rad] δq2 [rad] δw11 [rad] δw12 [rad] δw21 [rad] δw22 [rad] δX [m] δY [m] Fl1 [N] Fl2 [N] 
δl1 = 0.263 10-3 8.72 10-3 0 0 0 3.589 10-3 0 1.572.10-3 0 -13.6 0 
δl2 = 0.263 10-3 0 8.72 10-3 3.589 10-3 0 0 0 0 1.572.10-3 0 -13.6 

 
6 CONCLUSIONS 

Piezo actuated micromanipulators with serial-
parallel structure including elastic joints are subject 
of this paper. A kinematic model of the micro 
manipulators is build using a pseudo rigid body 
method, where elastic joints are modelled as 
revolute joints.  

A stiffness model is created to estimate the 
manipulator stiffness by stiffness reduction of all 
elastic joints. In order to eliminate the backlash and 
to improve the performance of the piezo-actuators 
the parallel structure of the manipulator must be 
tensed preliminary. Two approaches are proposed 
and presented here for preliminary tension of 
parallel manipulator structure: 

1. Deflection from the initial manipulator state 
by driving joints motion implemented in the 
assembly;  

2. Preliminary tensioning of separate elastic 
joints.  

The first approach is easier for realization as the 
deviations are performed only in the driving joints. 
The elastic joints are tensed to a different degree.  

Tensioning of all the elastic joints is realized to 
the admissible values by the second approach. Thus, 
the maximal values of the tensioning forces are 
achieved 

The first approach is chosen for the robot 
developed for cell injection. The actuators A1 and A2 
are mounted with deviations related to the values 
shown in the first column of Table 2. The robot with 
mechanical construction preliminary tensioned 
experimented achieves motion along the axes X, Y и 
Z as follows: ΔX=ΔY= 180 [μm], ΔZ=60 [μm]. 
Minimal displacement obtained experimentally is 30[nm] 

Further numeric experiments and tests are under 
consideration for more stiff elastically joints and 
structures with arbitrary location of the actuators.  
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Abstract: This paper describes a new vision-based reactive navigation strategy addressed to mobile robots, comprising
obstacle detection and avoidance. Most of the reactive vision-based systems base their strength uniquely on
the computation and analysis of quantitative information.The proposed algorithm combines a quantitative
process with a set of qualitative rules to converge in a robust technique to safely explore unknown environ-
ments. The process includes a feature detector/tracker, a new feature classifier based on the Inverse Perspective
Transformation which discriminates between object and floor points, and a qualitative method to determine
the obstacle contour, their location in the image, and the course that the robot must take. The new strategy has
been implemented on mobile robots with a single camera showing promising results.

1 INTRODUCTION

Visual techniques for detecting and tracking main
scene features have been notably improved over the
last few years and applied to robot navigation solu-
tions. Zhou and Li (Zhou and Li, 2006) detected
ground features grouping all coplanar points that have
been found with the Harris corner detector (Harris and
Stephens, 1988). Lowe (Lowe, 2004) developed the
Scale Invariant Feature Transform (SIFT) method to
extract highly discriminative image features, robust
to scaling, rotation, camera view-point changes and
illumination changes. Rodrigoet al (Rodrigo et al.,
2006) estimated the motion of a whole scene com-
puting a homography matrix for every different scene
plane. Mikolajczyk and Schmid (Mikolajczyk and
Schmid, 2005) compared the performance of differ-
ent descriptors for image local regions showing that,
for different region matching approaches SIFT yields
the best performance in all tests. The Inverse Per-
spective Transformation (IPT) has been successfully
used in obstacle detection procedures. Mallotet al
(Mallot et al., 1991) analyzed variations on the opti-
cal flow computed over the Inverse Perspective Trans-
formation of consecutive frames to detect the pres-
ence of obstacles. Bertozzi and Broggi (Bertozzi and

∗This work is partially supported by DPI 2008-06548-
C03-02 and FEDER funding.

Broggi, 1997) applied theIPT to project two stereo
images onto the ground. The subtraction of both pro-
jections generate a non-zero pixel zone that evidences
the presence of obstacles. Maet al (Ma et al., 2007)
presented an automatic pedestrian detector based on
IPT for self guided vehicles. The system predicts new
frames assuming that all image points lie on the floor,
generating distorted zones that correspond to obsta-
cles.

This paper addresses the problem of obstacle de-
tection and avoidance for a safe navigation in unex-
plored environments. First, image main features are
detected, tracked across consecutive frames, and clas-
sified as obstacles or ground using a new algorithm
based onIPT. Next, the edge map of the processed
frame is computed, and edges comprising obstacle
points are discriminated from the rest of the edges.
This result gives a qualitative idea about the position
of obstacles and free space. Finally, a new version
of the Vector Field Histogram (Borenstein and Koren,
1991) method, here adapted to systems equipped with
visual sensors, is applied to compute a steering vector
which points towards the areas into which the vehicle
can safely move. The rest of the paper is organized as
follows: the method is outlined in Section 2, exper-
imental results are exposed and discussed in Section
3, and finally, conclusions and forthcoming work are
given in Section 4.
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2 THE NEW METHOD

2.1 Inverse Perspective Transformation

The Direct Perspective Transformation is the first-
order approximation to the process of taking a picture.
The line that connects a world point with the lens in-
tersects the image plane and defines its unique image
point. The Inverse Perspective Transformation speci-
fies the straight line upon which the world point cor-
responding to a certain image point must lie. (Hart-
ley and Zisserman, 2003) describes the Direct and In-
verse Perspective Transformation processes and both
are also modeled in (Duda and Hart, 1973), as well as
the expressions to calculate the world coordinates for
points lying on the floor (z= 0):

x= X0−
Z0xpcosθ+(ypsinϕ− f cosϕ)(Z0sinθ)

ypcosϕ+ f sinϕ
(1)

y = Y0−
Z0xpsinθ− (ypsinϕ− f cosϕ)(Z0cosθ)

ypcosϕ+ f sinϕ
(2)

where (xp,yp) are the point image coordinates, (x,y)
are the point world coordinates, (X0,Y0,Z0) are the lens
world coordinates at the moment in which the frame
has been taken,f is the focal length, andθ andϕ are
the yaw and pitch angles of the camera, respectively.

2.2 Obstacle and Ground Points

Presuming that all image points lie on the floor (i.e.
z= 0), their (x,y) world coordinates can be calculated
using (1) and (2). This is an incorrect assumption for
points of obstacles that protrude vertically from the
floor. As a consequence, the (x,y) world coordinates
(for z = 0) of an obstacle point are different when
they are calculated from two consecutive images, and
different to the obstacle point real (x,y) world coor-
dinates. However, the (x,y) world coordinates (for
z= 0) of a ground point, are equal when they are com-
puted from two consecutive images, and equal to the
real (x,y) ground point world coordinates. Hence, as-
sumingz= 0 and analyzing the distance between the
resulting (x,y) point world coordinates forz= 0, cal-
culated across two consecutive images, one can dis-
tinguish if the point belongs to an object or to the
floor:

D =
√

(x2−x1)2 +(y2−y1)2 ⇒

{

i f D > β⇒ obstacle,
i f D ≤ β ⇒ ground.

(3)
where (x1,y1) and (x2,y2) are the (x,y) feature world
coordinates (forz= 0) at instantst1 andt2 respectively

andβ is the threshold for the maximum difference ad-
missible between (x1,y1) and (x2,y2) to consider both
as the same point. Ideallyβ should be 0.

Figure 1 illustrates the idea. Two frames of a scene
are taken at instantst1 and t2. Point P2w is on the
ground. Its projection into the image plane at instants
t1 andt2 generates, respectively, the image pointsP2i0
andP2i1. The Inverse Transformation ofP2i0 andP2i1
generates a single pointP2w. P1w is an obstacle point.
Its projection into the image plane att1 and t2 gen-
erates, respectively, pointsP1i0 and P1i1. However,
the projection ofP1i0 andP1i1 onto the ground plane
( i.e. Inverse Transformation assumingz= 0) gener-
ates two different points on the ground, namely,P

′

1w

andP
′′

1w.

Figure 1: The IPM-based obstacle detection principle.

2.3 Feature Detection and Tracking

The first step of the obstacle detection algorithm is
to find a sufficiently large and relevant set of image
points, and establish a correspondence of all these
points between consecutive frames. SIFT features
(Lowe, 2004) have been chosen as the features to
track because of their robustness to scale changes, ro-
tation and/or translation as well as changes in illumi-
nation and view point. In order to filter out possible
wrong correspondences between points in consecu-
tive frames, outliers are filtered out using RANSAC
and imposing the epipolar constraint. After the de-
tection and tracking process, features are classified as
ground or obstacle.

Small changes in the distance thresholdβ can al-
ter the classification of those points which have aD
value (3) close toβ. In order to decrease the sensitiv-
ity of the classifier with regard toβ, all these points
are left unclassified. Additionally, in a previous train-
ing phase, and for each different scene, histograms of
D values for well classified and misclassified points
are built and analyzed. For every different scene,D
values of ground points wrongly classified as obstacle
are stored in a database. In the autonomous navigation
phase, all object points with aD value included in that
set of storedD values of the current scene, are neither
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classified. In this way, nearly all ground points clas-
sified as obstacles are eliminated, reducing the risk of
detecting false obstacles, and although some true ob-
stacle points are also removed, the remaining ones are
sufficient to permit the detection of those obstacles.

2.4 Obstacle Profiles and the Navigation
Strategy

SIFT features are usually detected at regions of high
intensity variation (Lowe, 2004) and besides, com-
monly they are near or belong to an edge. Obsta-
cles usually have a high degree of vertical edges and
have one or some points in contact with the floor. All
detected obstacle points are most likely to be con-
tained or near a vertical edge which must belong to
that obstacle. Hence, the next step of the algorithm is
the computation of the processed images edge map,
and the detection of all complete edges that comprise
real obstacle points. This permits to isolate the ob-
stacle boundaries from the rest of the edges and to
get a qualitative perception of the environment. Ob-
stacle points wrongly classified as ground can be re-
classified if they are comprised in an edge that con-
tains other obstacle points.

In order to combine a high degree of performance
in the edge map computation with a relatively low
processing time, our edge detection procedure runs
in two steps (Canny, 1986): a) The original image
is convolved with a 1D gaussian derivative, detecting
zones with high vertical gradient from smoothed in-
tensity values with a single convolution; b) A process
of hysteresis thresholding is applied. Two thresholds
are defined. A pixel with a gray level above the high-
est threshold is classified as edge pixel. A pixel with
a gray level above the lowest threshold is classified as
edge if it has in its vicinity a pixel with a gray value
higher than the highest threshold.

The proposed navigation strategy has been in-
spired by (Borenstein and Koren, 1991). Only obsta-
cles detected inside aROI (Region of Interest) cen-
tered at the bottom of the image are considered to
be avoided. This guarantees a virtual 3-D sphere of
safety around the robot. The imageROI is in turn
divided in angular regions. Those polar directions,
corresponding to angular regions occupied by a real
obstacle boundary are labeled as forbidden and those
free of obstacle boundaries are included in the set
of possible next movement directions. This process
results in a polar map of free and occupied zones.
Obstacle-free polar regions which are narrower than
a certain threshold (determined empirically and de-
pending on the robot size) are excluded from the pos-
sible motion directions. If all angular regions are

narrower than the defined threshold, the algorithm
returns a stop order. The next movement direction
is given as a vector, pointing to the widest polar
obstacle-free zone. Positive angles result for turns to
the right and negative angles for turns to the left. The
computed steering vector qualitatively points towards
the free space and the complete algorithm gives a rea-
sonable idea of whether this free space is wide enough
to continue the navigation through it.

3 EXPERIMENTAL RESULTS

A Pioneer 3Dx mobile robot with a calibrated wide
angle camera was programmed to navigate at 40mm/s
in different environments to test the proposed strat-
egy: environments with obstacles of regular and un-
regular shape, environments with textured and untex-
tured floor, and environments with specularities or
with low illumination conditions. Operative param-
eter settings: imageROI = 85 pixels; for the hystere-
sis thresholding: low level= 40 and high levels= 50;
camera height= 430mm; ϕ = −9◦; initial θ = −2◦,
and finally, f = 3.720mm. For each scene, the com-
plete navigation algorithm was run over successive
pairs of 0.56-second-separationconsecutive frames so
that the effect ofIPT was noticeable. Increasing the
frame rate decreases theIPT effect over the obstacle
points, and decreasing the frame rate delays the ex-
ecution of the algorithm. Frames were recorded and
down-sampled to a resolution of 256×192 pixels, in
order to reduce the computation time. All frames
were also undistorted to correct the error in the im-
age feature position due to the distortion introduced
by the lens, and thus, to increase the accuracy in the
calculation of the point world coordinates.

In order to assess the classifier performance ROC
curves were computed, defining obstacle points clas-
sified as obstacle as true positives (TP), obstacle
points classified as ground as false negatives (FN),
ground points classified as floor as true negatives
(TN) and ground points classified as obstacles as false
positives (FP). The AUC (Area Under the Curve)
were calculated as a measure of success classifica-
tion rate, suggesting success rates greater than 93%
(Bonin-Font et al., 2008). Theβ operational value
(3) was obtained for every scene minimizing the cost
function f (β) = FP(β)+ λFN(β). During the ex-
periments,λ was set to 0.5 to prioritize the minimiza-
tion of false positives over false negatives. The value
of f(β) was calculated for every pair of successive im-
ages, changingβ. For a varied set of scenes differing
in light conditions and/or floor texture, the optimum
β had a coincident value of 20mm.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2: Scene 1. (a) to (d)- Experiment 1. (e) to (h)- Experiment 2: Object and floor points after the filter.

Images (a), (b), (c) and (d) of figure 2 show the
undistorted second frame of several pairs of consecu-
tive images, recorded and processed on-line. Images
show SIFT features classified as ground (blue) and
classified as obstacles (red). Every image was taken
just before the robot had to turn to avoid the obstacles
it had in front. Notice that all four pictures present a
few false positives on the floor.

Histograms ofD values forTP (in blue) andFP
(in red) are presented in figure 3. Plot (a) corre-
sponds to scene 1 (figure 2), plot (b) to scene 2, plot
(c) to scene 3 and plot (d) corresponds to scene 4.
Scenes 2,3 and 4 are shown in figure 4. These his-
tograms count false and true positives for differentD
values, in all frames recorded and computed by the
algorithm during a complete sequence. Although his-
tograms belong to environments with different light-
ing conditions or floor textures, and scenarios with
inter-reflections or specularities, results were com-
monly similar: most of the true positives presented
D values between 20mm and 300mm, and the ma-
jority of false positives hadD values between 20mm
and approximately 80mm. All positives withD values
between 20mm and 80mm were filtered and left un-
classified. This filtering process increases AUCs until
the 96%, however, obstacle points near the floor have
more probabilities of been miss-classified than others
since theirD value can be lower than 20mm.

Pictures (e) to (h) of figure 2 were taken dur-
ing a second experiment through the environment of
scene 1. In this experiment, the filter outlined in
the previous paragraph was applied. Notice that all
false positives have been eliminated. This reduces the
risk of detecting false obstacles but maintains a suffi-
cient number of true positives to detect the real obsta-
cles. After the process of feature detection, tracking,
and classification, the algorithm localizes every ob-

(a) (b)

(c) (d)

Figure 3: Histograms ofD values:TP (blue) andFP (red).

ject point in the edge map of the second frame, and
then searches for all edge pixels which are inside a
patch window of 8×13 pixels, centered in the feature
image coordinates. Every edge is tracked down start-
ing from the object point position until the last edge
pixel is found, and considering this last edge pixel to
be the point where the object rests on the floor. This
process results into the identification of the object ver-
tical contours. The consecutive execution of the com-
plete algorithm using successive image pairs as input
results in a collection of consecutive steering vectors
used as the continuous motion orders. After every
robot turn, the value of the camera yaw angle is up-
dated, adding the turn angle to the previous yaw value.
The camera world coordinates are calculated compos-
ing the robot orientation and its center world coordi-
nates obtained via dead reckoning, with the relative
camera position respect to the center of the robot.

Pictures from (a) to (d), (i) to (l) and (p) to (s)
in figure 4 show the second frame of different pairs
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of consecutive images, recorded and processed dur-
ing the navigation through the scenarios 2, 3 and 4,
respectively. Every image was taken before the robot
had to turn to avoid the frontal obstacles, and show
obstacle (in red) and ground points (in blue). Scene
2 presents inter-reflections, specularities, and a lot of
obstacles with regular and irregular shapes. Scene
3 shows a route through a corridor with a very high
textured floor, columns and walls. Scene 4 presents
bad illumination conditions, a lot of inter-reflections
on the floor, and some image regions (walls) with al-
most homogeneous intensities and/or textures, which
results in few distinctive features and poorly edged
obstacles. Walls with a very homogeneous texture
and few distinctive features can present difficulties for
its detection as an obstacle. In all scenes, all obsta-
cle points with aD value between 20mm and 80mm
were left unclassified, except in scene 4, where, only
those obstacle points with aD value between 20mm
and 45mm were filtered out. Pictures (e) to (h), (z) to
(o) and (t) to (x) of figure 4 show the vertical contours
(in orange) comprising obstacle points. See attached
to every picture the angle of the computed steering
vector. For example, in picture (x) objects are out of
theROI, then, the computed turn angle is 0◦ (follow
ahead). In picture (e) the obstacles are partially inside
the ROI, so the robot turns to the right (40◦). De-
spite scene 4 presents a poor edge map and few SIFT
features, the resulting steering vectors still guide the
robot to the obstacles-free zone. Plots (1) to (4) show
an illustration of the environment and the robot tra-
jectory (blue circle: the starting point; red circle: the
final point) for scenes 1, 2, 3 and 4, respectively. In all
scenes, all features were well classified, obstacle pro-
files were correctly detected and the robot navigated
through the free space avoiding all obstacles. The
steering vector is computed on the image and then it
is used qualitatively to guide the robot.

4 CONCLUSIONS

This paper introduces a new vision-based reactive
navigation strategy addressed to mobile robots. It
employs anIPT-based feature classifier that distin-
guishes between ground and obstacle points with a
success rate greater than 90%. The strategy was
tested on a robot equipped with a wide angle camera
and showed to tolerate scenes with shadows, inter-
reflections, and different types of floor textures or
light conditions. Experimental results obtained sug-
gested a good performance, since the robot was able
to navigate safely. In order to increase the classifier
success rate, future research includes the evaluation

of the classifier sensitivity to the camera resolution or
focal length. The use of variousβ values, depending
on the image sector thatD is being evaluated, can also
increase the classifier performance.
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Figure 4: (a) to (d) Scene 2, (i) to (l) Scene 3, (p) to (s) Scene4. (e) to (h), (z) to (o) and (t) to (x), vertical contours of Scene
2, 3 and 4, respectively. (1) to (4): robot trajectories.
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Abstract: In the work vehicle acceleration prediction issue is discussed. Three types of parameters are used for 
prediction system input: CAN-bus parameters – speed and curvature, derived speed parameters and newly 
offered specific curve point parameters, denoting changes in a curve. The real road data was used for 
predictions. Road curvature segments were divided into single and S-type curves. Acceleration was 
predicted using artificial neural networks and look-up table. The look-up table method showed the best 
results with newly offered specific curve parameters.   

1 INTRODUCTION 

Driving assistance systems are becoming a usual 
component of modern cars. Here we are developing 
an algorithm that could aid to driver's assistance on a 
curved country road. One way to develop such 
algorithms is through modelling driver's behaviour. 
Once we have a model that predicts driver's 
behaviour, we can compare actual behaviour with 
the prediction, and warn the driver if there is 
inconsistency.  

In the field of driving action description several 
clear-cut situations have been studied exhaustively: 
lane following (Fenton, 1988; Mammar et al., 2006), 
car following at a safe distance (Gipps, 1981; 
Olstam et al., 2004), lane change (Gipps, 1986; 
Salvucci et al., 2007). For lane following on a 
curved road an extensive theory has been developed, 
mainly based on control engineering approaches 
(Hsu et al., 1998; Yuhara et al., 2001; Chen et al., 
2006; Mammar et al, 2006). Yet speed control (so 
called longitudinal control), including speed on 
curves, has only been studied extensively from a car 
stability perspective (Jin et al., 2007; Hel et al., 
2007; Song, 2008). Alternatively, we focus on 
predicting speed (or acceleration) profiles of 
individual drivers, where they are performing not at 
the limits of car possibilities, but rather in their 
comfort-driving modes. Speed prediction of an 
individual driver is a much more complicated 
problem as compared to steering prediction, because 
of much stronger influence of contextual 

information, and less constraint for a driver in 
choosing the actual speed profile. There are only 
singular investigations concerning speed prediction 
based on speed profiles of individual driver, e.g. 
(Partouche et al., 2007), and success of such work 
until now is quite limited.  

In this study we apply learning techniques to 
predict individual driver's acceleration on a curve. 
Neural networks and look-up tables are employed 
for prediction. Real road driving data is used, and 
input parameters for driver's action prediction are 
analyzed.  

Relatively long real road data sequences are 
required for predicting acceleration on a curve. This 
is because speed control process has a wider time 
scale than steering, i.e. for generating velocity 
control the driver reacts rather to future events, like 
upcoming curves, than immediate situations. E.g. it 
was observed in this study that deceleration in front 
of a curve starts 3-6 s or on some occasions even up 
to 10 s in advance. Consequently, multiple curve 
taking situations in the recordings are required to 
derive the algorithm that predicts an expected 
acceleration profile for a particular driver on a 
particular curve. This makes the problem of speed 
(or acceleration) prediction on a curve difficult to 
address, especially when using real-road data.  
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2 DATA FOR ACCELERATION 
PREDICTION 

Two data sets were used for the study. The first data 
set was collected during November-December, 
2006. The second data set was collected in 
December, 2007. Both data sets were obtained on 
country roads nearby Lippstadt, Germany; at day 
light, on a test car (Volkswagen Passat). In the data 
set from 2006, ten recordings, approximately six 
minutes length each were provided. Five of those 
recordings were obtained on the same road, using 
forward direction, and the other five were obtained 
using backward direction. The recordings were 
coming from two drivers: eight recordings of the 
first driver, and two recordings of the second driver. 
The second set of data (year 2007) consisted of six 
recordings. Those recordings were obtained on a 
different road as compared to the recordings from 
the year 2006. The recordings were again obtained 
in forward and backward directions, duration of ten 
minutes each. This set of recordings was repeated 
three times for three different drivers. 

The test car control data were recorded using 
CAN-bus with a sampling interval of 0.06 s. The 
following signals were extracted from the CAN-bus 
and used in the study: 

 velocity v(t), 
 acceleration a(t), 
 curvature of the road c(t); curvature was 

measured using a gyroscope installed in the 
car. 

3 METHODS 

Curvature-based parameters combined with car 
velocity were employed to predict driver's 
acceleration. In this work gyroscopically measured 
curvature was used, as a shortcut proceeding 
towards further systems, where image processing or 
digital map information will be used to obtain the 
curvature in front of a car.  

Neural networks and look-up tables were used as 
function approximation means for prediction. For 
neural network analysis a simple neural network 
with one hidden layer was used. There were from 
two to four neurons in the hidden layer, according to 
the number of input parameters. Separate learning 
data sets and test sets were employed. The average 
of prediction error from ten initializations was 
calculated to make results more reliable. 

In the look-up table approach input parameter 
values obtained at discrete time moments were 
stored together with corresponding acceleration 
signal value. The predictions were made as follows: 
for the input parameter vector obtained at a specific 
time moment mean squared error (MSE) was 
calculated between that vector and every instance of 
the look-up table. The predicted acceleration was 
calculated as the mean of ten acceleration values, 
with the smallest MSE to input parameters. In 
addition, the acceleration signal was smoothed using 
20 point moving average filter (corresponds to 1.2 s) 
from the previous predictions. 

As part of the input vector raw CAN-bus signals: 
curvature and speed were used, but also a large set 
of derived parameters was introduced. 

Among the derived parameters we used 
centrifugal acceleration (Hong et al, 2006):  

R
vac

2

=   (1) 

where R denotes the curve radius, and v is the speed. 
The centrifugal acceleration is considered to be a 
parameter influencing driving comfort and possibly 
driver’s actions (Hong et al, 2006).  

We used speed differences Sd=v(t)-v(t-Δt) over 
several second intervals (Δt=0.5, 1.0, 1.5, 2.0, 2.5, 
3.0 s) to account for previous acceleration or 
deceleration actions. If a car decelerated, the speed 
difference was negative, and if the car was 
accelerating, the speed difference was positive. 

For acceleration on a curve, features like the 
distance to a start of a curve or the distance to the 
end of a curve are important. We introduced a set of 
curve shape based points (see Fig. 1), that later were 
employed to derive features for acceleration 
analysis. All the parameters’ notations are listed in 
Table 1. 

Table 1: Curve- and speed-derived parameters. 

Parameter 
class Parameter Notation 

CAN-bus 
derived 
parameters 

Centrifugal acceleration CA
Speed difference  
(now-Xs back) 

SD-X

Single 
curve 
parameters 

Start S 
Start peak SP 
End peak EP 
End  E 

S-curve 
parameters 

S-curve start peak  SSP 
S-curve zero crossing S0 
S-curve end peak SEP 
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Two different curve shapes were analyzed in this 
work:  

 Single curve that has 4 specific points (start, 
start peak, end peak and end; see Fig. 1a), 

 S-shaped curve that has 7 specific points (start, 
start peak, S start peak, S zero crossing, S end 
peak, end peak and end; see Fig. 1b).  

 

a b 

S 

SP EP 

E S 

SP SSP 

S0 

SEP EP 

E 

 
Figure 1: Specific curve-based points’ scheme: a) single 
curve with 4 specific points: start (S), start peak (SP), end 
peak (EP) and end (E); b) S-shaped curve with 7 specific 
points: start (S), start peak (SP), S start peak (SSP), S zero 
crossing (S0), S end peak (SEP), end peak (EP) and end 
(E). 

The features were described as distances from 
specific points. Examples of feature time series are 
provided in Fig. 2.  
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Figure 2: Curvature (a) and features describing distances 
to specific points on a curve (b and c). Features for the 
points ‘Start peak’ and ‘End’ are shown. The points ‘Start 
peak’ are marked by black points and the points ’End’ in 
circles. 

Before a specific point it is considered how 
much time is left to that point, and after the point it 
is pointed out how much time has passed since the 
specific point had been passed. A feature is started 
to be considered six seconds in advance before a 

specific point is reached and the point is “forgotten” 
six seconds after it has been passed. Before the point 
a feature is positive, at the point it is zero, and after 
the point it is negative. 

An algorithm to derive feature values is as 
follows: first, the specific curve point tp is 
determined and the feature value for that discrete 
time moment is set to zero. The feature values are 
calculated by adding 1 or -1 to the previous value 
when going through every discrete time step back 
and forward respectively. The calculations end when 
tback=tp-100 and tforward=tp+100 (100 discrete points 
corresponds to 6 s according to the signal 
discretization). 

4 ACCELERATION PREDICTION 
RESULTS 

4.1 Acceleration Predictions using Raw 
CAN-bus Signals 

We used curvature c(t+Δ) where Δ = 4s (that is, four 
seconds ahead), and speed v(t) to predict 
acceleration one step forward. The training set was 
composed of seven curve segments containing clear 
acceleration-deceleration patterns, and we predicted 
the segment that was not included into the learning 
data set. Examples of predicted signals are presented 
in Fig. 3.  

As can be seen in the Fig. 3a, some acceleration 
events in the learning set are predicted accurately, 
but there are some other segments in the acceleration 
profile that the neural network fails to predict.  

In the test sets (Fig. 3 b,c), if measured formally, 
the error between real and predicted signals would 
be high. Yet one can observe qualitative 
correspondence between real and predicted signals, 
and the presence of acceleration/deceleration events 
is predicted correctly with 1-2s precision. With 
slower acceleration dynamics it is a reasonable 
result. This could be enough for approximate 
detection of the moments when deceleration is 
required. Specifically, prediction of deceleration 
moment is important for driver assistance on a 
curved country road. However, we have observed 
that the results were varying a lot with different 
initializations of the artificial neural network. 
Consequently, we were looking for a method that 
could allow more stable acceleration predictions. 
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Figure 3: Two examples of acceleration prediction by 
ANN on a training set (a), and the test set (b and c). Input 
parameters: curvature c(t+ Δ), where Δ=4s, and speed v(t). 
Original signal is marked as solid curve; predicted signal 
is marked as dotted curve. 

4.2 Acceleration Predictions using 
Specific Curve Features 

We used specific curve point-based features to 
improve on acceleration prediction. A look-up table 
was used to map between features and actions. 

For the current experiment for the learning set 
six minutes of driving of the same driver were used 
(recording from year 2007), and approximately 1.5 
minute for each driver were used for testing. Data 
for testing were not included into the learning data 
set. 

The resulting predictions (test sets) for two 
drivers are provided in Fig. 4 and 5.  

In the top panel (Fig. 4 and 5) gyroscopically 
measured curvature is presented. Bigger details 
correspond to real road curvature, while smaller 
details at the top of the curve may be attributed to 
over-steering events. Acceleration (lower panel) 
shows much more details, as compared to curvature, 
but one can observe episodes of deceleration, 
performed as a sequence of several (usually 2-3) 
deceleration events in front of a curve. Speed usually 
starts increasing at the second half of the curve. 
Those rules can be derived for single curves 
(seconds approx. 50 to 90 in both plots), but for 
more complex curves the situation is difficult to 
specify. 
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Figure 4: Gyroscopically measured curvature of the drive 
(a); original (solid curve) and predicted (dotted curve) 
acceleration signal (b); first driver. Input parameters: SP, 
E, CA, SD-2s. 
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Figure 5: Gyroscopically measured curvature of the drive 
(a); original (solid curve) and predicted (dotted curve) 
acceleration signal (b); second driver. Input parameters: 
SP, E, CA, SD-2s. 

In the first driver case (see Fig. 4b) the predicted 
signal corresponds to the original acceleration signal 
quite well. At the second 20 the predicted signal 
does not reach the real acceleration amplitude, but it 
starts to increase at the same moment as the true 
signal. At the intervals from 70 to 75 s and from 82 
to 85 s the prediction gives bigger acceleration and 
decreases to the same level as original signal. The 
interval from 85 s to the end of test signal does not 
correspond to the real acceleration signal. That could 
be associated with over-steering that can be 
observed in Fig. 4a, (85 to 90 s).  
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With the second driver (Fig. 5) one can observe 
that the acceleration profile is reproduced less well 
between seconds 10 and 30, where there is a 
complex curve, but the profile is reproduced much 
better for single curves. 

The interval from 77 s to the end of test signal 
does not correspond to the real acceleration signal as 
well. That could be also attributed to over-steering 
that is seen from Fig. 5a. 

Summarizing the results it can be concluded that 
the algorithm grasps the moments of acceleration 
and deceleration on the curve well. 

Selected parameter subsets have been analyzed 
to find out which parameter subset could serve best 
for acceleration prediction. Prediction error 
numerical values for various parameter 
combinations are listed in Tables 2 – 4.  

Parameter combinations were investigated in the 
case when all curves were considered as single first. 
E.g. an S-shape curve was considered as a sequence 
of two single curves with appropriate single curve 
points. It was found that two points are most 
important for acceleration prediction: SP and E. 
When complementing curve shape features with 
centrifugal acceleration, and speed change from 1.5-
2 seconds ago to a current moment, prediction 
improved for both drivers, but for driver B the result 
was still a small fraction better when adding point S 
(see Table 2). 

Table 2: Prediction with look-up table considering 
complex curves as composed of single curves: mean 
squared error for various parameter combinations. 

Parameter sets Driver A Driver B 
SP, E 0.27 0.21 
SP, E, CA 0.26 0.21 
SP, E, CA, S, SD-2s 0.26 0.16 
SP, E, CA, EP 0.29 0.20 
SP, E, CA, SD-2s 0.20 0.17 

 
The situation was improved by separately 

analyzing S-type curves (see Table 3). The best 
result for the data set was obtained when specific S 
curve parameters SSP, S0, SEP were not included 
into the input parameter vector (that is, even from S-
type curves we were analyzing only the points SP 
and E, that are present both on a single and an S-
type curve). This could possibly change when larger 
data sets are analyzed.  

When analyzing which time window would tell 
the history of driver’s acceleration best (Table 4), 
and consequently allow to predict drivers next action 
with the smallest error, it was found that time 

windows of 1 s, 1.5 s and 2 s performed almost 
equally well, and longer as well as shorter time 
intervals performed worse for both drivers. 

Table 3: Prediction with look-up table including S-curve 
parameters: mean squared errors for various parameter 
combinations. 

Parameter sets Driver A Driver B 
SP, E, CA, SD-2s 0.16 0.13 
SP, E, CA, SD-2s, SEP 0.18 0.14 
SP, E, CA, SD-2s, SEP, SSP 0.18 0.15 
SP, E, CA, SD-2s, SSP 0.20 0.15 
SP, E, CA, SD-2s, SEP, S0, 
SSP 0.22 0.16 
SP, E, CA, SD-2s, S0, SSP 0.23 0.15 

Table 4: Prediction with look-up table: mean squared error 
for various speed difference parameters. 

 Parameter sets Driver A Driver B 
SP, E, CA, SD-3s 0.19 0.14 
SP, E, CA, SD-2.5s 0.17 0.14 
SP, E, CA, SD-2s 0.16 0.13 
SP, E, CA, SD-1.5s 0.16 0.13 
SP, E, CA, SD-1s 0.16 0.13 
SP, E, CA, SD-0.5s 0.17 0.15 

5 DISCUSSION 

Two methods were introduced to predict individual 
driver's acceleration on a curve. The method 
employing only simple parameters: speed of the car 
and curvature at a single point in front of a car, 
failed to stably predict driver's acceleration. The 
other method introducing more complicated analysis 
of a curve shape, supplemented by centrifugal 
acceleration and history of driver's actions, provided 
promising results.  

Driver's acceleration prediction on a curve is an 
important task on the way towards intelligent 
driver's assistance systems, as a big proportion of 
serious traffic accidents happen due to failure to 
properly reduce speed on curves (Comte et al, 2000). 
After developing adequate prediction methods one 
will have to define thresholds when acceleration 
profile is to be considered 'unusual' for a driver. 
However, examples of 'dangerous' speed profiles are 
difficult to obtain, especially in real road driving 
situations. Alternatively, one can perform 
experiments in driving simulators. Here one 
necessarily needs simulators imitating forces arising 
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while driving a car, because with real road driving 
we observe much different speed (and acceleration) 
profiles on curves as compared to those obtained on 
a simulator with only visual feedback (Partouche et 
al, 2007) . 

On the other hand, some practical tasks can be 
solved without analysing dangerous acceleration 
profiles. If one manages to predict with reasonable 
precision the moment of deceleration in front of a 
curve, then one can warn on the events where a 
driver failed to observed the curve, e.g. due to 
reduced visibility (warning in this case would be 
based on absence of deceleration event where it 
should appear). 

One could argue that the curve shape features we 
are introducing are not practical, as stable visual 
analysis of a scene 6s in front of a car driving at 
motorway speeds (100 km/h or more) is not realistic 
to achieve. Our experience with visual analysis 
prompts the same. Yet with new developments, 
where interactive roads are foreseen (Jakubiak et al, 
2008), or systems where map integrated into the car 
provides upcoming curvatures (Mammar et al, 2006) 
would solve the problem. 

Turning to details of this study, good 
acceleration prediction results were obtained when 
curve shape parameters SP, E, CA, SD-1.5 or SD-2 
were provided as input parameters and S-shape 
curve was analyzed separately. For the first driver 
the mean squared error of acceleration prediction 
was 16% and for the second driver the mean squared 
error was 13%. For the second driver adding 
parameter S allowed to reduce the error further. 
Although, those conclusions should only be taken as 
preliminary, and experiments with more data are 
required to refine parameter choice. 
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Abstract: Both the academic and industrial worlds have increased investment and dedication to the affective 
computing area in the past years. At the same time, immersive environments have become more and more a 
reliable domain, with progressively cheaper hardware and software solutions. With this in mind, the authors 
used biometric readings to perform real-time user emotion assessment in an immersive environment. In the 
example used in this paper, the environment consisted in a flight simulation, and biometric readings were 
based on galvanic skin response, respiration rate and amplitude, and phalanx temperature. The detected user 
emotional states were also used to modify some simulation variables, such as flight plan, weather and 
maneuver smoothness. The emotion assessment results were consistent with user-described emotions, 
achieving an overall success rate of 78%. 

1 INTRODUCTION 

The presence of sensors, actuators and processing 
units in unconventional contexts is becoming 
consistently inevitable. This fact brings to both 
academic and industrial stages the term of 
Ubiquitous Computing as a regular one. In a 
parallel, yet complementary line, Affective 
Computing has recently gained the attention of 
researchers and business organizations worldwide. 
As a common denominator for these two concepts 
resides Emotion Assessment. Although this topic is 
no novelty by itself, it has been rediscovered in light 
of the mentioned knowledge areas breakthroughs, as 
it became theoretically possible to perform real-time 
minimal-invasive user emotion assessment based on 
live biosignals at economically feasible levels. 

Having all that in mind, the authors envisioned 
an integrated interactive multimedia system where 
internal parameters are changed according to the 
user’s emotional response. As the application 
example in this paper, an aviation environment was 
considered. The main reasons behind this decision 
are related to the human fascination for everything 
related to flying. Still, and as with most things, this 
attraction co-exists with the fear of flying, usually 
referred to as pterygophobia. According to a poll by 
CNN and Gallup for the USA Today in March 2006, 
27%  of  U.S.  adults  would  be  at  least   somewhat 

fearful of getting on an airplane (Stoller, 2006).  
The conducted experimental protocol was 

carried out in a quiet controlled environment where 
subjects assumed the pilot’s seat for roughly 25 
minutes. Internal variables were unconscientiously 
affected by the online assessed user emotions.  

The project achieved rather transversal goals as it 
was possible to use it as a fully functional testbed for 
online biometric emotion assessment through 
galvanic skin response, respiration rate and 
amplitude and phalanx temperature readings fusion 
and its incorporation with Russell’s Circumplex 
Model of Affect (Russell, 1980) with success rates 
of around 78%. Considering the aeronautical 
simulation, an immersive realistic environment was 
achieved, with the use of 3D video eyewear.  

It was found that those without fear of flying 
found the experience rather amusing, as virtual 
entertainment, while the others considered the 
simulation realistic enough to trigger an emotional 
response – verified by biometric readings. 
The present document is organized as follows: in the 
next section a broad, detailed revision of related 
work is depicted; in section 3, the project is 
described in a global perspective but also 
highlighting relevant system modules; in section 4 
the conducted experimental session conditions are 
described and in the following section the results are 
presented; in the final section, conclusions are drawn 
and future work areas revealed. 
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2 STATE OF THE ART 

This section is divided into two subsections: the first 
concerning automatic emotion assessment; the 
second regarding aeronautical simulation tools. 

2.1 Automatic Emotion Assessment 

Until a recent past, researchers in the domains 
related to emotion assessment had very few solid 
ground standards both for specifying the emotional 
charge of stimuli and also a reasonable acceptable 
emotional state representation model. This issue 
constituted a serious obstacle for research 
comparison and conclusion validation. The extreme 
need of such metrics led to several attempts to 
systematize this knowledge domain. 

Considering first the definition problem, 
Damásio states that an emotional state can be 
defined as a collection of responses triggered by 
different parts of the body or the brain through both 
neural and hormonal networks (Damásio, 1998). 
Experiments conducted with patients with brain 
lesions in specific areas led to the conclusion that 
their social behaviour was highly affective, together 
with the emotional responses. It is unequivocal to 
state that emotions are essential for humans, as they 
play a vital role in their everyday life: in perception, 
judgment and action processes (Damásio, 1994). 

One of the major models of emotion 
representation is the Circumplex Model of Affect 
proposed by Russell. This is a spatial model based 
on dimensions of affect that are interrelated in a very 
methodical fashion (Russell, 1980). Affective 
concepts fall in a circle in the following order: 
pleasure, excitement, arousal, distress, displeasure, 
depression, sleepiness, and relaxation - see Figure 1. 
According to this model, there are two components 
of affect that exist: the first is pleasure-displeasure, 
the horizontal dimension of the model, and the 
second is arousal-sleep, the vertical dimension of the 
model. Therefore, it seems that any affect stimuli 
can be defined in terms of its valence and arousal 
components. The remaining variables mentioned 
above do not act as dimensions, but rather help to 
define the quadrants of the affective space. Although 
the existence of criticism concerning the impact 
different cultures in emotion expression and 
induction, as discussed by Altarriba (Altarriba, 
2003), Russell’s model is relatively immune to this 
issue if the stimuli are correctly defined in a rather 
universal form. Having this in mind, the circumplex 
model of affect was the emotion representation 
abstraction used in the proposed project. 

In  order to  assess  Russell’s model components, 

 
Figure 1: Russell’s Circumplex Model of Affect. 

one ought to consider what equipment solutions 
were to be selected, considering, simultaneously, 
different features such as portability, invasiveness 
levels, communication integration and transparency 
and direct economical impact. 

Emotions assessment requires reliable and 
accurate communications with the subject so that the 
results are conclusive and the emotions correctly 
classified. This communication can occur through 
several channels and is supported by specific 
equipment. The invasive methods are clearly more 
precise, however more dangerous and will not be 
considered for this study. Conversely, non invasive 
methods such as EEG (Electroencephalography), 
GSR (Galvanic Skin Response), oximeter, skin 
temperature, ECG (Electrocardiogram), respiration 
sensors, amongst others have pointed the way 
towards gathering the advantages of low-cost 
equipment and non-medical environments with 
interesting accuracy levels (Benevoy, 2008). 

Some recent studies have successfully used just 
EEG information for emotion assessment (Teixeira, 
2008). These approaches have the great advantage of 
being based on non-invasive solutions, enabling its 
usage in general population in a non-medical 
environment. Encouraged by these results, the 
current research direction seems to be the addition of 
other inexpensive, non-invasive hardware to the 
equation. Practical examples of this are the 
introduction of a full set of non-invasive, low-cost 
sensors in several domains by Vinhas (Vinhas, 
2008), Kim (Kim, 2008) and Katsis (Katsis, 2008). 
The usage of this kind of equipments in such diverse 
domains and conditions strongly suggests its high 
applicability and progressive migration towards 
quotidian handling. 

For this study, the Nexus-10 hardware solution 
with temperature, GSR and Respiration Rate and 
Amplitude sensors shall be used and the data 
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communication with the processing unit, fully 
described in section 3, shall be based on wireless 
Bluetooth technology. 

2.2 Aeronautical Simulation Tools 

There are two main simulator categories: Game 
Engines and Flight Simulators. In game engines, the 
most important aspect is an appealing visualization. 
Flight Simulators have a different approach – the 
main focus is on aerodynamics and flight factors 
present in real world, thus trying to achieve as 
realistic a flight as possible (Gimenes, 2008). The 
academic and business communities have already 
begun to use these cost-effective tools, benefitting 
from what they have to offer (Lewis, 2002). 

The authors, after some consideration and 
analysis of available flight simulators, have chosen 
to use Microsoft Flight Simulator X (FSX) as the 
simulation environment. FSX not only provides a 
flexible, well-documented programming interface to 
interact with the environment, but also a very 
realistic visualization of the simulated world. 
Several solutions are offered to treat pterygophobia, 
including medication, and some behavior therapies, 
together with virtual reality solutions. These are 
often used in conjunction with a more conventional 
form of therapy (Kazan, 2000), (da Costa, 2008). 
Though the authors are cautious regarding any 
conclusion about the psychological impact of this 
simulation tool, it is believed that this simulation, 
together with real-time emotional assessment, may 
have a positive impact in treating pterygophobia. 

Summarizing, the proposed solution not only 
presents an online Russell’s Model emotion 
assessment tool, based on minimal-invasive sensors, 
but also provides a cost-effective solution for a 
virtual reality simulation that can be used for 
treating fear of flying. 

3 PROJECT DESCRITPION 

This section is divided into three subsections, 
focusing the global architecture delineation, emotion 
assessment module description and aeronautical 
simulation component. 

3.1 Global Architecture 

The system architecture is based on independent and 
distributed modules, both in logic and physical 
terms. As depicted in Figure 2, and following its 
enclosed   numeration,   biometric   data  is  gathered 

 
Figure 2: System’s Global Architecture. 

directly from the subject by Nexus-10 hardware. In 
more detail, temperature, GSR and respiration 
sensors are used. As to reduce the number of wires 
presented to the user, the biometric data is 
transmitted by Bluetooth to a computer running the 
adequate data driver. The next step is of the 
responsibility of BioTrace+ software, and beyond 
providing a flexible interface for signal monitoring, 
it also records biometric data in a text file. 

The BioSignal Collector software was developed 
to access the recorded data and make it available for 
further processing either by database access or 
TCP/IP socket connection. In the last case, lies the 
Emotion Classifier, responsible for user’s emotion 
state assessment – this process is described below. 
The continuously extracted emotional states are 
projected into Russell’s model and are filled as input 
to the Aeronautical Simulator. The simulation 
endpoint has a simple architecture. The main module 
communicates with the emotional endpoint, 
receiving data from the emotion assessment module, 
indicating which of the four quadrants of Russell’s 
Model should be active. The module, in turn, 
communicates with FSX, changing its internal 
variables in order to match the desired quadrant, and 
as explained in section 3.3. This module also 
produces a permanent log file, with information 
collected from the simulator. The simulator interacts 
with the user through immersive 3D video hardware, 
allowing the user to control simulation visualization. 

3.2 Emotion Assessment 

The emotion assessment module is based on the 
enunciated 4-channel biometric data collected with 
Nexus-10 and accessed via text file readings at 10Hz 
sample rate – which for the analyzed features is 
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perfectly acceptable. At the same rate, emotional 
states are assessed and its definition is continuously 
uploaded to a database for additional analysis and 
third-party tools access. Directly related to the 
aeronautical simulation, the GUI also provides an 
expedite method to define the session’s emotional 
policy – force a specific quadrant, contradict or 
maintain the current state or tour the four scenarios.  
The remaining of this subsection is divided in three 
parts, devoted to emotion model description, 
calibration and data fusion, and dynamic scaling. 

3.2.1 Base Emotion Model 

As previously referred, the adopted emotion model 
was Russell’s Circumplex Model of Affect. This 
bidimensional approach permits efficient, yet 
effective, online emotional assessment with none or 
residual historical data as it is based on single 
valence and arousal values. The key issue is not the 
determination of the subject’s emotional state given 
a pair of valence/arousal values, but how to convert 
biosignals into valence/arousal pairs. 

In order to anticipate the assessment of 
emotional data pair values, a normalization process 
is conducted, where both valence and arousal values 
are fully mapped into the [-1, 1] spectrum. With this 
approach, emotional states are believed to be 
identified by Cartesian points in a 2D environment. 

3.2.2 Calibration & Channel Fusion 

Having into consideration the referred normalization 
process, one ought to point out the importance of the 
calibration process. Although, the 2D point (-¾, ¾) 
represents a normalized defined emotional state, it 
can be achieved by an infinite conjugation of 
biosignals. This reality leads to the necessity of 
calibration and biometric channels fusion. 

The first procedure consists in, for each subject 
and for each session, pinpoint directly in Russell’s 
model, what is the predominant emotional state, 
through a self-assessment process. By performing 
this action, it is possible to define a normalized 
emotional baseline point. For each of the four 
channels taken into account for emotional state 
assessment an initial twenty percent variability is 
considered. Whenever overflow is detected, the 
dynamic scaling is activated as described below. 

The three components were considered to have 
similar impact. For the valence values deviation, 
only galvanic skin response was considered. For this 
computation, the normalized baseline point is 
considered as reference. The conjugation of such 
weights determines the normalized values of  arousal 

and valence and hence the current emotional state. 

3.2.3 Dynamic Scaling 

As a consequence of the emotional classification 
process, emerging issue concerns either biosignal 
readings’ overflow or underflow, considering user-
defined baseline and initial tolerance allowed.  

To overcome this potential limitation, a fully 
dynamic scaling approach was considered, that 
consists in stretching the biometric signal scale 
whenever its readings go beyond the normalized 
interval of [-1,1]. This scale update is conducted 
independently for each of the analyzed biometric 
channels. During this process, a non-linear scale 
disruption is created, resulting in greater scale 
density towards the limit breach. 

In order to better understand this approach, one 
shall refer to the set of formulas listed through 
Equation 1, depicting an overflow situation. 
 
(a) [ ]),(. 111 IndexcSampleMaxcMaxMathMaxc =  

(b) 
[ ]IndexcmplebaseLineSaMaxc

AxisrmbaseLineNoScaleUpc
11

1
.1

−
−

=  

(c) [ ] [ ]IndexcmplebaseLineSaIndexcSamplec 11 −=  

(d) cScaleUpcAxisrmbaseLineNoNormc ×+= 11 .  

Equation 1: Dynamic Scaling Formulas. 

First, c1 (any given biometric channel) maximum 
value is determined by comparing current reading 
with the stored value – Equation 1(a). If the limit is 
broken, the system recalculates the linear scale 
factor for values greater than the baseline neutral 
value, having as a direct consequence the increasing 
of the interval’s density – Equation 1(b). Based on 
the new interval definition, subsequent values shall 
be normalized accordingly – Equation 1(c) (d). With 
this approach, and together with dynamic calibration 
and data normalization, it becomes possible for the 
system to perform real-time adaptations as a result 
of user’s idiosyncrasies and signal deviations, thus 
assuring continuous normalized values. 

3.3 Aeronautical Simulation 

The desired emotional quadrant influences the 
simulation in three dimensions: weather, scenery and 
maneuvering. 

The two quadrants characterized by displeasure 
are associated with worse climacteric conditions, 
ranging from thunderstorms, for the quadrant with 
high arousal levels, to foggy cold fronts, for the one 
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with low levels. The two quadrants related to 
pleasure  are  coupled  with  fair  weather,  creating a  
more stable flight. 

The chosen global scenery is an archipelago. For 
the two quadrants associated with high arousal 
levels, the itinerary takes the plane around an island, 
with many closed turns at low altitudes. For the two 
quadrants associated with low arousal levels, the 
path consists of an oval-shaped route around an 
island. The turns in this route have a superior radius 
and the altitude variations have smaller amplitude. 
As a result, the flight is experienced as a calmer one. 

Closely related to the route description is 
maneuvering control. For the first route, typical 
auto-pilot controls are used, namely speed, heading 
and altitude controls. As for the second route, two 
additional features are applied – maximum bank and 
yaw damper, which limits the maximum roll during 
turns, and reduces rolling and yawing oscillations, 
making the flight smoother and calmer. 

4 EXPERIMENTAL ACTIVITIES 

The experiments were conducted using a variety of 
equipment, for both the biometrical emotion 
assessment module and the simulation module. As 
for the first module, sensors for skin temperature, 
galvanic skin response and respiration rate and 
amplitude were used. In order to present the user 
with an immersive experience, 3D video hardware 
was used in conjunction with the flight simulator, in 
the form of virtual reality video eyewear, which 
provides the user with a three degree of freedom 
head-tracker, allowing the user to experience the 
environment as if he was actually there. 

The experiments were conducted among twenty 
subjects, 13 males and 7 females, aging between 21 
and 56. Four of the subjects stated that they had 
some level of fear of flying, while the remaining 
declared not to. 

After providing background information to 
characterize the sample, the subject was connected 
to the biometrical equipment, in order to establish an 
emotional baseline, as explained in section 3.2.2. 

The experiment had three sequential stages. In 
the first, the plane takes off from an airport. After 
takeoff, a series of closed circuits was performed. 
Finally, in the landing phase, the plane lines up with 
the selected airport, makes the approach and lands. 

After concluding the trial, the subjects described 
the experience, and reviewed an animation of the 
evolution of both simulation and emotional 
assessment, to confirm or refute those assessments. 

5 RESULTS 

The results are presented and analyzed in two main 
groups: emotion assessment and simulation. 

In what concerns to emotion assessment, the 
validation model was based on user self-assessment, 
as previously described. These results were collected 
in two forms: concerning single emotions and 
specific regions on Russell’s model, and concerning 
only the four quadrants. For the first method, a 
success rate of 78% was achieved. For the second 
one, this number increases to 87%. Table 1 shows 
the confusion table with percentages of automatic 
assessment versus self-assessment for each quadrant. 

Table 1: Emotion Assessment Confusion Table. 

1st Quadrant 2nd Quadrant 3rd Quadrant 4th Quadrant

1st Quadrant 30,7 1,8 0,3 1,2

2nd Quadrant 3,1 32,8 1 0,1

3rd Quadrant 0,2 1,7 10,9 1,2

4th Quadrant 1 0,1 1,6 12,3

Users

Automatic Assessment

 

One additional result to consider is that the 
automatic emotion assessment has a lower rate of 
failure for opposite quadrants. 

Concerning the simulation, users were asked to 
describe their experience, and to classify, on a scale 
of one to five, the level of immersiveness. The 
results show that the majority of the individuals 
considered the environment to be highly immersive, 
with an average classification of 4,2. 

Takeoff and landing are traditionally associated 
with higher levels of apprehension and anxiety 
among passengers who suffer from pterygophobia, a 
fact confirmed by the experimental results. All 
subjects that are afraid of flying also stated that 
those are in fact the most stressful moments, and the 
collected data corroborates this fact. Figure 3 shows 
the average arousal levels measured during the 
experiments conducted among these individuals. As 
can be seen, higher arousal levels were registered 
during the initial and final stages of the simulation, 
which represent takeoff and landing. 

 

 
Figure 3: Average Arousal Levels During Simulation. 
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6 CONCLUSIONS 

From an architectural standpoint, the distributed 
architecture with logic and physical module 
separation proved to be reliable and efficient. This 
approach enabled independence between biometric 
data collection, processing and simulation related 
computation. It also provided database collection of 
both raw biometric channel values and semantic 
emotional state information for future analysis and 
validation, improving system openness. 

At a more significant level, the emotional 
assessment layer reached high accuracy levels. 
Through the detailed validation process, 78% of the 
classified emotional states were considered correct 
by the subjects. If simplified to Russell’s four 
quadrants, this value reaches 87%, which supports 
the conclusion of an effective emotional assessment 
process. Still in this category, it is worth to mention 
the on-the-fly classification procedure that nearly 
suppresses the need to a long baseline data gathering 
and user identification as it is performed by the user 
at any time. Also, the dynamic scaling was valuable, 
as to correctly accommodate outsized signal 
deviations without precision loss. 

In what regards the aeronautical simulation, all 
projected goals where completely fulfilled as users 
confirmed their immersion sensation, by both self-
awareness and biological recorded response. It is 
believed that the use of 3D glasses as display device 
played a particularly important role in creating the 
appropriate environment. 

Some improvement opportunities have been 
identified along the project. It is believed to be 
useful, for future system versions, to include 
additional biometric channels in the emotional 
assessment engine, such as ECG, BVP (Blood 
Volume Pulse) and even EEG. This signals 
integration would be fairly straightforward as the 
current data fusion process and emotional base 
model support that kind of enhancement. Still 
concerning this module, one shall mention the 
possibility to test Russell’s model expansion to 3D 
by adding a dominance axis. Regarding the 
aeronautical simulator, it would be interesting to 
define and test more navigation scenarios. Still in 
this point, a more smooth transition between 
contexts, especially between quadrants characterized 
by high levels of arousal and those with low levels 
of arousal would be useful. 

As a final project summary, one shall point that 
the proposed system has a dual application as a 
complete entertainment system with user emotional 
awareness that continuously adapts the multimedia 
content accordingly, and possibly a more solemn 
approach as a phobia treatment auxiliary. 
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Abstract: New type of multi-degree-of-freedom piezoelectric actuators based on active kinematic pairs is presented. 
The contact zone of this type of actuator is formed by two oscillating transducers in a form of rod, plate, 
disk or cylinder. Depending on a phase of both transducers in a contact zone and their amplitudes, either 
high frequency oblique impacts or periodic change of normal reaction in the contact zone are generated, 
leading to continuous motion of one of the links. Schematics of piezoelectric motors, using two active 
elements in the contact zone and comprising the number of degrees-of-freedom up to 5 are presented. 
Several applications for laser beam deflection and positioning devices in the plane are considered. The 
concept of active bearing is introduced; this type of support has no processing datum surface errors. 

1 INTRODUCTION 

It is worthwhile to introduce the concept of active 
kinematic pair in the design of multi-degree-of-
freedom actuators and 3D positioning systems. Such 
concept is especially useful in the design of adaptive 
positioning systems (Ragulskis, 1988; Bansevicius, 
2002a). The characteristic feature of active 
kinematic pair is that one or both elements of it are 
manufactured from active or smart materials such as 
piezoelectric, magnetostrictic or shape memory 
materials (Bansevicius, 2002a). Active kinematic 
pair can change its kinematic structure or parameters 
depending on external conditions or excitation 
characteristics (Bansevicius, 2002b). The multi-
functionality of the mechanisms can be achieved 
applying direct or inverse piezoelectric effects. In 
other words, several different functionalities as 
motion generation, measurement of parameters of 
motion, control of friction forces in the contact zone 
can be implemented into one instrument 
(Bansevicius, 2000a; Ko and Kimb, 2006, Chu and 

Fan, 2006). Excitation of static or quasi-static 
deformations, multi-directional and multi-shape 
resonance oscillations, generation of motion in the 
contact zone, transformation of oscillations into 
continuous motion are just several examples of 
application of active kinematic pairs (Bansevicius, 
2000b; Bansevicius and Ahmed, 2000ab; 
Bansevicius, 2001).  

Active kinematic pairs enable: 
• Control of the number of degrees-of-freedom of 
the kinematic pair by means of friction force 
control in the contact zone or generation static 
or quasi-static  deformations of the element of 
the pair; 
• Generate forces and moments in the contact 
zones; 
• To effect additional functions – self-
diagnostics, multi-functionality, adaptively, 
self-assembly; 
• To implement two levels of degree-of-freedom. 
The first level comprises large deflections or 
displacements, produced by transformation of 
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resonance oscillations of pair’s links into 
continuous motion. The second level deals with 
small displacements (in nanometre range), 
implemented by means of direct piezoelectric 
effect and specific sectioning of electrodes.  

2 TWO ACTIVE ELEMENTS IN 
THE CONTACT ZONE 

Applying two active elements in the contact zone of 
piezoactuator enables enlargement of the generated 
force or torque and transforming oscillations into 
continuous motion. High frequency oblique impacts 
are generated in the contact zone between two rod 
type transducers (Fig. 1). Only longitudinal 
resonance oscillations are generated in these rods. 
Specific phase differences between the oscillations 
in these rods enable variation of the continuous 
motion parameters. Zero phase difference generates 
direct continuous motion, 180 degree phase 
difference enables reverse continuous motion. Phase 
difference between 0 and 90 degrees (or between 
180 and 270 degrees) changes the normal force 
component in the contact zone and helps to tune 
dynamical parameters of the whole system with the 
rheological parameters of the contact zone.  

 

 
Figure 1: Piezoelectric motor. 1 – the first piezoelectric 
transducer (slider); 2 – contact element; 3 – the second 
piezoelectric transducer (active support); 4 – spring.  

Several schematics of such piezomotors are 
presented in Figures 2, 4 and 6. Symmetric scheme 
(Fig. 2) enables sufficient increase of the generated 
force. Combination of different Eigen modes helps 
to achieve larger deflections or displacements of the 
sliding element. It must be noted that the reverse 
mode is symmetric in all schemes and can be 
realised by altering the phase of one of the 
transducers by 180 degrees. The scheme presented 
in Fig. 2b is implemented in the design of miniature 

longitudinal small stroke (2 mm) piezomotor and 
well illustrates the technological advantages of such 
an approach.  

 

 
Figure 2: Two cases of piezoelectric motors with two 
active elements in the contact zone: (a) - symmetric 
scheme; only longitudinal first Eigen shape resonance 
vibrations are generated in all actuators (the node is 
located in the middle point of the actuator); (b) -  
application of different Eigen shapes to increase the 
stroke: longitudinal resonance oscillations  (second Eigen 
shape) are excited in the slider (two nodal points); 
longitudinal resonance oscillations (first Eigen shape) are 
excited in the supporting actuator (one nodal point). 

2.1 Numerical Analysis of Active 
Kinematic Pair comprising Two 
Active Elements in the Contact 
Zone 

The active kinematic pair shown in Fig. 1 is 
modelled using finite element techniques 
(Zienkiewitcz and Taylor, 1991). We used hybrid 
elastic body – piezoelectric material finite element 
formulations, described in (Ragulskis, 1998). Non-
adaptive uniform finite element meshes were used 
for the slider and the active support in order to 
secure the best stability and convergence of the 
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numerical solution, while an adaptive mesh was 
used for the contact element (Fig. 1).  

The effect of the pressing spring was assumed as 
constant forces, acting to nodes of the outside 
surface of the contact element. Limiters for the slider 
were modelled as kinematic constrains for the nodes 
of the external surface of the slider, permitting 
longitudinal but impeding transverse displacements.  

Eigen shapes of the slider and the contacting 
element were calculated. Then the electrical 
excitation of the piezoelectric material was selected 
in such a way that the oscillations of the slider and 
the active support element would follow their Eigen 
shapes (and resonance Eigen frequencies) as close as 
possible. 

The time step was selected to accommodate 
accurate integration of the fifteenth Eigen mode (the 
first fifteen Eigen modes were sufficient to represent 
complex dynamical processes taking even in the 
contact zone). Schematically, the piezoelectric 
excitation can be represented as: 
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where  is a matrix of dynamical forces acting to 
the nodes of the slider;  are forced acting to the 
nodes of the active support;  and  are first 
Eigen shapes of the slider and the active support 
(Eigen shape depends from the allocation of 
electrodes); ω is the resonance frequency (both for 
the slider and the active support); ϕ is the phase 
difference of the electric excitation. Numerical 
simulations produce a large dataset of results. Only 
the trajectory of the middle contact point of the 
slider is shown in Fig. 3 in the x-y phase plane in 
order to represent main dynamical features. 

SF

AF

SΦ AΦ

It can be seen that optimal longitudinal motion of 
the slider is achieved at ϕ = 0, or ϕ = 180 (the 
reverse mode). Other phase differences result into 
chattering mode when the oblique impact energy is 
not optimally transferred into the continuous 
longitudinal motion of the slider. 

 

(a)

(b)

(c)

(d)

Figure 3: Numerically reconstructed transient dynamical 
processes taking place at different phases: (a) ϕ = 0; (b) ϕ 
= 90; (c) ϕ = 180; (d) ϕ = 270 degrees. Note different 
scales of x-axis.  
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3 APPLICATIONS OF MULTI-
DEGREE-OF-FREEDOM 
PIEZOELECTRIC ACTUATORS 

Piezoelectric actuators based on active kinematic 
pairs enable realisation of different types of motion. 
Schematic of piezoelectric rotary motor is presented 
in Fig. 4. Dynamical processes taking place in the 
contact zone are analogous to the basic type 
mechanism shown in Fig. 1 and depend on the phase 
difference and rheological properties of the contact 
surfaces. As in the previous schemes, the resonance 
frequencies of the radial oscillations of the disk type 
transducer and longitudinal oscillations of the rod 
piezotransducer can differ in the range of few 
percents. In fact, the range of tolerable differences 
depends on the damping in the transducers and in the 
whole system in general. 

 

 
Figure 4: Increasing the velocity by using bimorphic 
transducers. 1, 2 – bimorphic piezotransducers; 3 – spring; 
4 – schematics of the electrodes; 5 – excitation wiring 
diagram; H – poling vector.  

 
Figure 5: Schematics of angular motion piezomotors with 
increased torque. 1 – piezoceramic ring; 2 – fixing 
element; 3 – rod type piezotransducer; 4 – spring.  

 
Figure 6: Schematic diagram of translational motion 
piezomotor analogous to symmetric scheme presented in 
Fig. 4.  

Two new instrumentation schemes shown in Fig. 
7 and Fig. 8 have been implemented practically. 
Initial experiments have shown their effectiveness 
for implementation small one-degree-of-freedom 
positioning systems dedicated for precision 
instrumentation. Such schemes can be easily 
manufactured using low cost piezotransducers.  

Piezomotors with two active elements in the 
contact zone can be effectively applied in the design 
of optical beam reflection and scanning equipment. 
Two cases of such instrumentation are presented in 
Fig. 9 and 10. Oblique high frequency impacts are 
generated in the contact zone between the cylinder 
section and rod type transducer (Fig. 9).  

The scheme showed in Fig. 10 enables 
implementation of two-degrees-of-freedom motion 
of the mirror by electric control of different disk or 
plate type piezotransducers’ electrodes. 
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Figure 7: Schematics of translational motion piezomotors 
with two active elements in the contact zone. (a): 1 – 
piezoceramic transducer (longitudinal resonance second 
Eigen shape oscillations; two nodal points); 2 – 
piezoceramic bimorphic bending resonance oscillation 
transducer (first Eigen shape; two nodal points). (b): 3 – 
longitudinal vibration transducer (first Eigen shape; one 
nodal point); 4 – bending vibration transducer (second 
Eigen shape; three nodal points). 

 
Figure 8: Symmetric translational motion piezomotor with 
two active elements in the contact zone. (a): sectioning of 
the electrodes; (b): 1, 2 –longitudinal resonance 
oscillations (first Eigen shape) and in-plane bending 
oscillations (second Eigen shape) are generated in two 
identical piezotransducers. 

 
Figure 9: Optical beam reflector. 1 – mirror; 2 – fixing 
elements; 3 – piezoceramic sector; 4 – piezoelectric rod, 
generating longitudinal resonance first Eigen shape 
oscillations.  
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Figure 10: Two-degree-of-freedom optical beam 
reflector/scanner. 1 – mirror; 2 – segment of spherical 
piezotransducer; 3 – fixing element (scheme is not 
specified); 4 – plate type piezotransducer; 5…12 – 
sectioned electrodes.  

4 CONCLUSIONS 

New type of multi-degree-of-freedom piezoelectric 
actuators, based on active kinematic pairs, is 
presented in this paper. Schematics of piezoelectric 
motors, using two active elements in the contact 
zone and comprising the number of degrees-of-
freedom up to 5 are presented. Several applications 
for laser beam deflection and positioning devices in 
the plane are described. The concept of active 
bearing is introduced. 

The contact zones of these actuators are formed 
by oscillating pairs of piezoelectric transducers. 
Control of the phase difference between the 
transducers enable transformation of oblique impacts 
into continuous motion. Such types of actuators are 
characterised by high resolution, low time constant, 
and are applicable in different areas of precision 
mechatronics.  
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Abstract: The path-planning problem is considered for mobile robot inside environment with motionless circular 
obstacles in different sizes. The robot is expected to reach a given target by following the shortest path and 
avoiding the obstacles. The two-stage algorithm is proposed to solve the problem numerically. In the first 
stage a line-arc based path is found by using geometric techniques. This path cannot be minimal. However, 
its length can be used to restrict search space to an ellipse, which contains the minimal path. Thus, the 
reduced search space makes the next stage more efficient and endurable for real-time applications. In the 
second stage of the algorithm, by discretization of the restricted elliptic region the problem results in finding 
the shortest path in a graph and is solved by using the Dijkstra’s algorithm. The proposed two-stage 
algorithm is verified with numerical simulations. The results show that the proposed algorithm is successful 
for obtaining an optimal solution. The applicability of the proposed algorithm is validated by practical 
experiment.  

1 INTRODUCTION 

Various methods have been proposed for the 
solution of obstacle avoidance problem. One of the 
real-time methods that has been developed for 
navigation of mobile robots is potential field 
approach (Connoly et al., 1991; Rimon and 
Koditschek, 1992). The main advantage of this 
method is on-line efficiency as a result of the 
integration of the low-level robot control and path 
planning. However, its main disadvantage is that in 
some cases it could not escape from local minima 
that result in abnormal termination without reaching 
the target. Harmonic potential functions (Connoly et 
al., 1991) and navigation functions (Rimon and 
Koditschek, 1992) are proposed to overcome these 
difficulties and in this way obstacle avoidance is 
succeeded, but optimal path finding cannot be 
achieved. Besides, navigation functions are difficult 
to calculate and impossible to be implemented in 
real-time, especially for robots that have many 
degrees of freedom (Kavraki et al., 1996). 
Furthermore, navigation functions should be 
differentiable by the definition and therefore, they 
can cause problems in piece-wise continuous or 
saturated robot control applications (Rimon and 
Koditschek, 1992). Nevertheless, potential field 

method is improved by the recent advances in both 
theoretical and application aspects, e.g. 3-D 
extension (Chuang, 1998; Chuang and Ahuja, 1998; 
Ren et al., 2006; Cowan, 2007).  

Probabilistic roadmap for path planning is just 
another alternative method (Kavraki et al., 1996, 
1998). This method, in comparison with the previous 
ones, can be more reliable and applicable in more 
general cases. On the other hand, theoretic analysis 
becomes more complex, which is an important 
disadvantage of this method. 

Some other efficient shortest-path algorithms for 
mobile robots are also proposed based on graph 
theory approach (Helgason et al., 2001; Liu and 
Arimoto, 1992). Finally, dynamic programming 
(Hamilton-Jacobi-Bellman) methods are used 
extensively as well (Dreyfus, 1965; Moskalenko, 
1967, Sundar and Shiller, 1997). For example, in 
(Sundar and Shiller, 1997), near-optimal solutions 
for the shortest path problem have been obtained by 
applying the geometric approach efficiently. The 
disadvantage of this method is that it lacks the 
minimal path in some cases. 

In this research, inspired by the last three 
approaches (Helgason et al., 2001; Liu and Arimoto, 
1992; Sundar and Shiller, 1997) a new two-stage 
optimization algorithm is developed. At the first 
stage, near-optimal solution is provided by 
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geometric incremental approach, and this solution is 
used to describe the elliptic region that contains the 
shortest path. Thus, the optimal solution can be 
readily searched after the completion of the first 
stage by Dijkstra’s algorithm.  

Different from the graph-based heuristic 
algorithms, e.g. A* (Dechter and Pearl, 1985; Hart et 
al., 1968; Hart et al., 1972; Nilsson, 1980; Bruce 
and Veloso, 2006), the proposed method does 
guarantee that the selected path is optimal. 
Furthermore, A* algorithm can result in the much 
longer path than Dijkstra’s one, depending upon 
crucial choice of the heuristic function and world 
configuration.  

The most important novelty of this work is that 
the initial search space is reduced a lot in order to 
find the shortest path efficiently. Therefore, two 
main disadvantages of Dijkstra’s algorithm, namely 
large computational burden and difficulty with 
following the discrete paths (Helgason et al., 2001), 
have been overcome by search space reduction and 
greedy path construction approach that explained in 
Section 4. These two properties are indispensable in 
real-time applications. 

2 PROBLEM DEFINITION 

Suppose, motionless circular obstacles located in 
rectangular domain (search space) are given in finite 
number. It is assumed that no obstacle cuts or 
touches any other obstacle. The motivating question 
behind this research is how point robot can navigate 
on the shortest path from a given starting point S to a 
given target position F with obstacle avoidance. 

Note that, the condition about point robot is not a 
restriction for the problem. Let the robot be circular 
with radius ρ . If we enlarge all obstacles in the 
amount of ρ  radius-wise, then the robot itself can 
be considered as point robot. 

Also note that, the proposed approach can be 
easily extended for the case when other types of 
obstacles such as ellipses, convex polygons are 
considered together with circles. 

Two-stage algorithm is proposed for numeric 
solution to the problem. The detailed explanations of 
these stages are given in the following sections. 

3 INCREMENTAL METHOD 
BASED ON GEOMETRY 

The method applied at the first stage is incremental 
since it is optimal just for one step. The method is 

realized by using geometric representations. The 
first obstacle on the straight line between the current 
position of the object and the target is assumed to be 
a single obstacle in each step of the method. In 
accordance with this, the tangential path is 
determined firstly from the initial point to this 
obstacle. Besides, extra obstacles are controlled 
whether they intersect the path or not. If not (refer to 
Section 3.1), this path is used to reach the obstacle. 
Then, the path is followed along the boundary of the 
obstacle until the point, where tangent from the 
target touches the obstacle. This point becomes the 
new starting point for the next step. If there are extra 
obstacles across the tangential path that connects the 
initial point S and the first obstacle (refer to Section 
3.2), then the extra obstacle that is closest to S will 
be determined. This extra obstacle is reached along 
the tangential path closer to the baseline SF and 
avoided by following its boundary. Then, arrival 
point is determined as new starting point for next 
step. This process will be iterated until no obstacle 
on the way to target. 

3.1 Single Obstacle Avoidance 

Assume that on the path SF, there is only one 
circular obstacle with the radius r and centered at C 
as represented in Figure 1. Two pairs of tangent 
lines from points S and F can be drawn to the circle. 
We can choose the ones that have minimum angle 
with line SF, i.e. SA1 and FB1 in the figure. 
Therefore, according to geometrical rules the 
shortest path consists of line SA1, arc A1B1 and line 
B1F. 

 
Figure 1: Optimal avoidance of a single obstacle. 

In order to calculate coordinates of points A1 and 
A2, the following equation can be used: 

SCSA θ±
−

= P
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rl 22
 

Where SA  and SC  are vectors; 
)/arcsin( lr=θ ; θP  is the rotation operator about 

point S through an angle θ . The sign of θ  
corresponds to choosing one of the points A1 and A2. 
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One of them, which is the closest point to baseline 
SF, is selected, either A1 or A2. 

We can make a significant evaluation for proving 
convergence of approximate method based on 
geometry. Since circular obstacle centered at C 
crosses the line SF, we have: rd <  (Fig. 2). Hence  

.22

22

BFSFBFrCF

dCFHFHFSHSF

>⇒=−>

>−=≥+=
 

According to last inequality, direct distance to 
the target decreases by avoiding an obstacle.  

 

 
Figure 2: Schematic representation to prove that the direct 
distance to the target decreases with obstacle avoidance. 

3.2 Extra Obstacle Avoidance 

There could be some extra obstacles across the 
tangential path SA that is mentioned in Section 3.1. 
It is represented in Figure 3 how the path can be 
constructed in this case. In Figure 3, the obstacle 
centered at C is ordinary one on the path SF, and the 
obstacle centered at E is the extra one.  

 

 
Figure 3: Avoidance of an extra obstacle. 

The algorithm implemented for extra obstacle 
avoidance is explained briefly below. 

Among extra obstacles crossing tangential path 
SA the obstacle that is the closest one to the base 
point S is determined, i.e. the obstacle centered at E 
in Figure 3. Direction SF will be our reference to 
avoid this obstacle. Tangential path SP close to line 
SF is determined. Subsequently, QR, common cross 
tangent of obstacles E and C with end point Q close 
to P, is calculated. The obstacle E has been avoided 

by following tangent line SP first, and then arc PQ. 
Then the question is considered whether there is any 
other extra obstacle on path QR, or not. If not, then 
by following tangent line QR and arc RB the 
ordinary obstacle C will be avoided. If there is an 
extra obstacle, new iteration on avoidance of extra 
obstacle is started with taking Q as the new initial 
point.  

Since number of the obstacles is finite, extra 
obstacles will be eliminated after finite number of 
steps and an ordinary obstacle will be avoided next. 
Refer to end of the Section 3.1, the evaluations 
prove that direct distance to the target decreases by 
avoiding ordinary obstacle. There is finite number of 
obstacles by assumption and the distance to the 
target diminishes at each step, then approximate 
method based on geometry is convergent.  

Geometric method implemented at the first stage 
of the main algorithm results in near-optimal 
solutions. The path obtained through this method 
might not be optimal. Such an example is given in 
Figure 4.  

 

 
Figure 4: An example for which the path obtained by the 
geometric method is not optimal. 

We can see how the method works for this 
example below. Circle C1 is the first ordinary 
obstacle across the path SF. According to Section 
3.1 this obstacle will be avoided following tangent 
path SA1 closer to baseline SF and then arc A1B1. 
Taking B1 as the new starting point, the next step of 
the method will be initiated. Circle C2 is determined 
as the ordinary obstacle across path B1F. In order to 
avoid it, the tangent, which is closer to the baseline 
B1F, is calculated. This tangent line crosses C1. 
Thus, in this time the circle C1 becomes extra 
obstacle when ordinary obstacle C2 is avoided. The 
procedure described in Section 3.2 is implemented 
to avoid the obstacle C1. Since the starting point B1 
lies on C1, the step to reach the extra obstacle will be 
eliminated. Only arc B1Q is used to avoid C1 (Here 
Q is the end point of QR, common cross tangent of 
circles). At the last iteration of the method, by 
following tangent line QR and arc RB, avoidance of 
the ordinary obstacle C2 will be completed and by 
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tangent path BF the target will be reached. Thus, the 
path calculated on proposed geometric method is 
SA1QRBF. As it can be easily seen from Figure 4, 
this path is longer than the path SA2B2F, and 
consequently, is not optimal. 

Thus, in general, solutions obtained through 
geometric method are only near-optimal. To find the 
optimal path the second stage of algorithm is 
applied, which is explained in the next section. 

4 OPTIMAL PATH BY 
DIJKSTRA’S ALGORITHM 

As it is mentioned above, the path obtained at the 
first stage might not be the optimal one. However, 
its length *

1L  gives an upper bound for optimal path 

length *L  such that *
1

* LL ≤ . 
The feasible region that contains the optimal path 

can be reduced with this inequality on purpose.  
Let X be a point on optimal path. Then it can be 

claimed that ****
XFSXSF LLLL +== .  

Since the shortest path should be a line segment 
with no consideration for obstacles the following 
inequalities can be written: *

SXLSX ≤  and 
*
XFLXF ≤ . Thus, we get *

1LXFSX ≤+ .  
Regarding this inequality, sum of distances from 

S and F to a point X lying in the feasible region 
cannot exceed the value *

1L . Subsequently, the 
feasible region is inside the ellipse with focuses at S 
and F. Hence, based upon the value *

1L  the feasible 
region can be diminished and restricted to an ellipse. 
Thus, the reduced search space makes the second 
stage much more efficient and endurable for real-
time applications. 

In this stage, coordinate transformation is applied 
such that new origin will be the midpoint M of the 
line segment SF, and the new horizontal axis will be 
in the direction of ray MF. In this new coordinate 
system, the feasible region can be described simply 
as follows:  

( ) ( ) 1// 22 ≤+ byax   

where 2/*
1La =  and 2/)( 22*

1 SFLb −= . In the 
mean time, changing the coordinate system is also 
beneficial such that the realizations of the following 
steps will be more efficient.  

Discretization of the problem is the next step. 
For this purpose, a grid with equal squares is created 
over the region. The side length of a square, h, is 
complied with the minimum distance between 
obstacles, δ , such that 3/δ≤h . Intersection points 
of the grid, or nodes, are assigned as graph vertices. 
Thus the analyzed problem can be solved by graph 
theory approach. We can define two prohibited cases 
such that a) If the vertex N is out of feasible region, 
or b) If the square with side length h and centered at 
N intersects an obstacle. In both cases, the vertex N 
is marked as forbidden to pass. Graph edges can be 
constructed in two alternative ways such that:  

1) 8-neigborhood vertices around any vertex V, 
which is not prohibited, are examined one by one. 
The edge is added between the vertex V and the one, 
which is permitted to pass.  

2) All pairs of vertices (U, V) are to be examined 
one by one. If the vertices of a pair (U, V) are not 
prohibited and line segment UV does not intersect 
any obstacle, the edge with the length |UV| is 
constructed between U and V. 

At the first alternative, discrete approach is also 
used to construct the edges. Therefore, the total 
number of edges is minimal and edge structure is 
easy to process. In the second alternative, which can 
also be characterized as greedy approach, edge 
structure is difficult to implement. However, it 
provides solution closer to the optimal solution than 
the first one does. In simulations, the results of 
which are represented in the next section, the second 
approach is applied. 

Thus, the solution of the problem is reduced only 
to find the shortest path from vertex S to vertex F in 
the obtained graph. This new problem is solved by 
applying Dijkstra’s algorithm (Anderson, 2004). 
Furthermore, some improvements have been done 
based upon the properties of the problem in order to 
make the Dijkstra’s algorithm application more 
efficient. For instance, forbidden vertices are not 
included to the set of graph vertices. Let v  be the 
number of graph vertices. If the first alternative 
mentioned above is realized then instead of weight 
matrix of size vv×  a zero-one (or binary) matrix of 
size v×8  is used. Hence, this approach is suitable 
for real-time applications. For the second alternative, 
as weight matrix is symmetric, then only lower 
triangle matrix can be stored at memory. 

Note, that in the first alternative the graph is 
sparse (number of edges ve 8~ ). In this case the 
complexity of Dijkstra’s algorithm, implemented 
with a binary heap, is )log(~)log( vvOveO .  
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5 SIMULATIONS RESULTS 

The proposed two-stage algorithm is verified by 
many simulations. In simulations the obstacles are 
chosen randomly in a rectangular region. The target 
position is selected. Then the proposed algorithm is 
executed for different starting positions. 

 

 
Figure 5: Near-optimal (solid lines) and optimal paths 
(dashed line) obtained from calculations in presence of 50 
obstacles. Thin dashed line represents the boundary of 
elliptic feasible region used at the second stage of the 
algorithm.  

The results of one simulation are represented in 
Figure 5. Here we take scene with size of 

120120×=×ba (unit length can be assigned 
arbitrarily). We randomly generate circles 

),,( ccc ryx  with radius ]8,4[∈cr . If next candidate 
circle don’t intersects an existing one, we add this 
circle to the list of obstacles. Otherwise the 
candidate one is rejected.  

The paths that are obtained by the first stage 
have been represented with solid-line. For one of the 
starting points, (S2), optimal path by the second 
stage has been shown as dashed-line in Figure 5. 
This optimal path has essential differences in 
comparison with the result of the first stage (solid-
line starting from S2). For other cases (S1, S3, S4), the 
optimal paths, obtained at the second stage, have not 
been represented for the purpose of clarity of the 
figure, since they do not differ a lot from drawn 
ones.  

For the case with starting point S2, the boundary 
of feasible region, used at the second stage, is shown 
by an ellipse (thin dashed-line) in Figure 5. This 
ellipse envelops an area, which is about 1/5 of the 

whole search space (rectangle). Since the operation 
complexity of Dijkstra’s algorithm is )( 2vO  and v  
is proportional to covered area, the benefit of 
proposed algorithm is about 25 times better than the 
algorithm applied to whole region. 

It has been verified by simulations that the 
proposed algorithm is useful to solve the 
optimization problem for obstacle avoidance. 
According to obtained results, in some cases only 
the first stage of the algorithm can be sufficiently 
used, especially considering robotic applications that 
require essential time and memory resources. 

Although the proposed algorithm works well for 
circular obstacles, more efficient approximations for 
obstacles can be obtained by implementing the other 
convex figures, e.g. rectangles and ellipses. 
Therefore, the geometric method can be extended 
easily to cover these shapes. Fortunately, the second 
stage of the algorithm is independent from the 
shapes of obstacles. 

6 EXPERIMENTAL RESULTS 

Pioneer 3-DX mobile robot, which has embedded 
computer with C++ based ARIA (Advanced 
Robotics Interface for Applications) software and 
wireless communication capability, has been 
controlled by remote PC. Driving capabilities of the 
robot are 2-wheel drive, plus rear balancing caster 
with differential steering.  
 

 
Figure 6: Experimental setup. 

As shown in Figure 6, after extensive image 
processing, necessary path planning commands are 
produced by the proposed algorithm that all running 
at PC, and are transmitted through wireless network 
to the robot. Obstacles are chosen as circular shaped 
disks. Besides, their positions are selected in 

3S

1S

2S

4S

TWO-STAGE ALGORITHM FOR PATH PLANNING PROBLEM WITH OBSTACLE AVOIDANCE

169



 

accordance with robot dimensions (swing radius is 
32 cm), and minimum inter-distance requirements, 
see Section 4.  

The first preliminary experiments are done with 
two obstacles to evolve the implementation. Finally, 
the last experiment is done with five obstacles. After 
image processing, the algorithm is implemented in 
an efficient way. At the end, the robot followed the 
prescribed path successfully as planned beforehand. 

For future work, automatic identification and 
setting the robot orientation and pose will be an 
important achievement, since it took time to set the 
right orientation for the robot. Integrating both 
stages of the algorithm with image processing to 
work in real time while obeying the dynamic 
constraints will complete this research project. 

7 CONCLUSIONS 

Optimization problem for obstacle avoidance on the 
plane has been investigated. Two-stage algorithm 
has been proposed for solution to the problem and 
tested successfully with experiments. In the first 
stage, near-optimal solution is obtained through 
geometric approach. Using this solution, the feasible 
region is restricted to an ellipse. At the second stage 
the problem is reformulated as the shortest path 
problem in graph, and optimal solution is found by 
applying Dijkstra’s algorithm in the reduced search 
space. Consequently, two main contributions of this 
research come out clearly at the last stage. The first 
one, the solution is optimal, and the second one, it is 
obtained through an efficient way with a significant 
reduction of search space. Simulation results have 
proved that the two-stage algorithm complies with 
theory and produces accurate solutions.  
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Abstract: Holonomic omnidirectional mobile robot is useful with its high mobility in narrow or crowded area, and
omnidirectional robot equipped with normal tires is desired for difference excess, vibration suppression and
ride comfort. Caster-drive mechanism using normal tire hasbeen developed to realize a holonomic omni-
diredctional robot, however, there remains some problems.This paper presents effective systems to control
the caster-drive wheels of omnidirectional mobile robot. Differential-Drive Steering System (DDSS) using
planetary gearing is proposed to improve the operation ratio of motors. DDSS generates driving and steering
torque effectively from two motors. Simulation results show the proposed system is effective for holonomic
omnidirectional mobile robots.

1 INTRODUCTION

An omnidirectional robot is highly maneuverable in
narrow or crowded area including residences, offices,
warehouses and hospitals. It can be applied to an
autonomous mobile robot in a factory, a wheelchair
and so on. Several kinds of omnidirectional mobile
robots and their applications have been developed by
(West, 1992), (Pin, 1994), (Damoto, 2002) and (Kita-
gawa, 2008). However, these robots realized their
omnidirectional motion by using special wheels such
as mechanum wheels, ball wheels, omni-disks and
omni-wheels.

To improve the ride comfort, vibration suppres-
sion, slippage reduction and ability of difference ex-
cess, omnidirectional robots equipped with normal
tires have been strongly required. (Arai, 1981) pro-
posed an omnidirectional vehicle equipped with nor-
mal tires. However, it was a non-holonomic vehicle
which has to adjust the direction of wheels before
changing the moving direction of vehicle.

Holonomic omnidirectional vehicles, which can
move in any direction without changing the direc-
tion of tires beforehand, equipped with normal tires
include dual-wheel type by (Wada, 2000) and caster-
drive(active-caster) type by (Wada, 1996).

The dual-wheel type has problems as follows.
Number of wheels is limited to two, and it is impos-
sible to get high friction or to adapt a rough terrain
by synchronous drive of many wheels. Moreover, a
passive wheel is needed to stabilize the posture of ve-
hicle.

The caster-drive wheel has offset between the
steering axis and the center of wheel. The wheel
can move in any direction by controlling the steer-
ing axis and the driving wheel independently by using
two motors. A holonomic omnidirectional motion of
a robot can be realized by using two or more caster-
drive wheels.

However, the caster-drive wheel has a problem as
follows. When the vehicle is in steady motion includ-
ing straight motion and rotation with constant curva-
ture, only the driving motor works and the steering
motor becomes idle. When the vehicle changes its
moving direction, high load is applied to the steering
motor. Therefore, high power is required both for the
driving and steering motor. It causes increase of mass.

The aim of our research is to develop a holonomic
omnidirectional mobile robot with caster-drive wheel
minimizing the motor power by using the interference
of output of two motors. New gearing mechanism is
proposed to realize the interference.

171



Steering axis

r

s

w

O
X

Y

Yw Xw

s

Ow(xw ,y w )

s

Contact point

θ

Figure 1: Caster-drive wheel.

Figure 2: Lateral motion to right.

2 PRINCIPLE

2.1 Omnidirectional Motion using
Caster-Drive Wheel

The principle of holonomic omnidirectional motion
using caster-drive wheels is described in this section.
Figure 1 shows the caster-drive wheel. The position
and orientation of wheel can be represented by the po-
sition Ow(xw,yw) of steering axis and the orientation
θs from the contact point between the wheel and the
ground to the steering axis with reference to the fixed
frameO−XY .

By rotating the driving wheel with the angular ve-
locity ωw, velocity ẋw = rωw generates in the direc-
tion of Xw axis. Here,r is the radius of driving wheel.
By rotating the steering axis with the angular velocity
ωs, velocity ẏw = −sωs would generate at the cen-
ter of wheel in the direction ofYw axis. Here,s is
the offset between the steering axis and the center of
driving wheel in the direction ofXw. However, react-
ing velocityẏw = sωs generates at the steering axis in
the direction ofYw axis, because the position of the
driving wheel is fixed by the friction with the ground.
Therefore, the velocity ( ˙xw, ẏw) of caster-drive wheel
can be controlled by changingωw andωs.

Figure 2 shows an example of motion. The initial
orientationθs of the wheel is set to beθs = π/2 in
the frameO−XY . The motion as shown in Fig. 2
can be given by changingωw andωs appropriately.
Even though the rotating wheel itself can not generate

lateral motion to the right, the lateral motion of the
robot, which is fixed to the steering axis, is realized.

Each wheel does not have to control the orienta-
tion of the robot by itself.

The direct kinematic equation is denoted by the
state vectorxw = [xw,yw]T and the input vectoruw =
[ωw,ωs]

T as

ẋw = Bwuw, (1)

where

Bw =

[

rcosθs −ssinθs
rsinθs scosθs

]

. (2)

The inverse kinamatic equation becomes

uw = B−1
w ẋw, (3)

where

B−1
w =

[

1
r cosθs

1
r sinθs

− 1
s sinθs

1
s cosθs

]

. (4)

Holonomic omnidirectional motion ( ˙x, ẏ, θ̇) of a
mobile robot can be achieved by using two caster-
drive wheels or more. Furthermore, synchronous
drive with arbitrary number of wheels and rotation
mechanism yields three dimensional holonomic om-
nidirectional motion by three motors.

2.2 Differential-Drive Steering System
(DDSS)

In this section, we develop a useful method for con-
structing a caster-drive wheel using Differential-Drive
Steering System (DDSS). The DDSS outputs driv-
ing and steering velocities from two motors using
differential-drive gearing.

Figure 3 shows the principle of the DDSS. Just
like a usual planetary gearing, it is composed of sun
gear(A), outer ring gear(B), planet gear(C) and planet
carrier(D). The planet carrier(D) holds the planet
gear(C) and rotates relative to the sun gear(A) and the
outer ring gear(B). However, unlike usual planetary
gearing, the DDSS is 2-input 2-output system with-
out fixing any component. A and B are independently
driven by two motors. C and D provide output torque.

Figure 4 shows the mechanism of the DDSS. D,
which is fixed to the chassis(E), provides the steering
torque, and C, which leads to the driving wheel via
the bevel gear, provides the driving torque.

Let ωA, ωB, ωC andωD be the angular velocity of
A, B, C and D in Fig. 3, andZA, ZB andZC be the
number of teeth of A, B and C, respectively.

WhenωD = 0, the steering angular velocityωs be-
comes zero, and we obtain

ωA = −
ZB

ZA
ωB =−

ZC

ZA
ωC, (5)

ωD = 0. (6)
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Figure 4: Mechanism of DDSS.

WhenωC−ωD = 0, the driving angular velocity
ωw becomes zero because C does not rotate between
A and B, and we obtain

ωA = ωB = ωC = ωD. (7)

The direct kinematic equation, which derives driv-
ing and steering outputuw = [ωw,ωs]

T from motor in-
putuP = [ωA,ωB]T , can be described as

uw =

[

ωC−ωD
ωD

]

= BPuP, (8)

where

BP =

[

− ZAZB
ZC(ZA+ZB)

ZAZB
ZC(ZA+ZB)

ZA
ZA+ZB

ZB
ZA+ZB

]

. (9)

The inverse kinematic equation becomes

uP = B−1
P uw, (10)

where

B−1
P =

[

− ZC
ZA

1
ZC
ZB

1

]

. (11)

Next, we derive the motor power ratio of the
DDSS. Joint torquesTA, TB, TC and TD of A, B, C
and D, respectively, are given by

[

TC
TD

]

=

[

− ZC
ZA

ZC
ZB

ZA+ZC
ZA

ZA+ZC
ZB

]

[

TA
TB

]

, (12)

where positive direction of each torque is same as that
of angular velocity in Fig. 3.

For an omnidirectional mobile robot with the
DDSS, steady motion including straight motion and
rotation with constant curvature is achieved byωs(=
ωD) = 0. Whenωs = 0 (TD = 0), the joint torques are
given from (12) by

TA = −
ZA

ZB
TB, (13)

TC = −
2ZC

ZA
TA, (14)

TD = 0. (15)

The power ratio of two motors is given from (5) and
(13) by

PA : PB = TAωA : TBωB

=

(

−
ZA

ZB
TB

)(

−
ZC

ZA
ωC

)

: TB
ZC

ZB
ωC

= 1 : 1 (16)

On the other hand, whenωw = 0 (TC = 0), the joint
torques are given from (12) by

TA =
ZA

ZB
TB, (17)

TC = 0, (18)

TD =
2(ZA + ZC)

ZA
TA. (19)

The power ratio is given from (7) and (17) by

PA : PB = TAωA : TBωB

=
ZA

ZB
TBωB : TBωB

= ZA : ZB. (20)

Letting the diameter of sun gear and planet gear be
the same in Fig. 1 yields

PA : PB = 1 : 3. (21)

2.3 Operation Ratio of Motors

In this section, we discuss the operation ratio of mo-
tors by comparing the DDSS to a conventional caster-
drive wheel. We define the operation ratioδ of motors
as

δ =
(Sum o f motor power in motion)

(Sum o f rated power o f motors)
. (22)
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Figure 5: Prototype DDSS.

The ratio (PA0 : PB0) of rated power of two motors
used in the DDSS is set to be 1:1. The ratio of rated
power used in conventional method is also set to be
1:1 as denoted in (Wada, 1996).

We calculate the operation ratioδ in case of driv-
ing motion (TD = 0). Let P be the sum of motor
output power needed to achieve the motion. The re-
sult of the conventional method isδ = P

PA0+PB0
= 0.5

from PA0 = PB0 = P. The result of the DDSS is
δ = P

PA0+PB0
= 1 fromPA0 = PB0 = P

2 .
Next, we calculateδ in case of steering motion

(TC = 0). The result of conventional method isPA0 =
PB0 = P andδ = 0.5. The result of the DDSS isPA0 =
PB0 = 3

4P andδ = 0.67, becausePB0 = 3
4P from (21).

The output power of motors can be decreased by
using the DDSS as a caster-drive wheel because of its
high operation ratio of motors. It means that the size
of robot become smaller by using the DDSS.

3 CONSTRUCTION OF
OMNIDIRECTIONAL MOBILE
ROBOT

We constructed a prototype model of the DDSS to
check the availability of proposed mechanism as
shown in Fig. 5. Torques of two motors are trans-
mitted to the sun gear(A) and the outer ring gear(B)
by the timing belts, and driving and steering torques
are generated. Effectiveness of the proposed DDSS
was confirmed by this apparatus.

Figure 6 and Table 1 show picture and specifi-
cation of an omnidirectional mobile robot with four
DDSS wheels, respectively. The proposed omnidi-
rectional robot has capability of climbing slope of 10

Figure 6: Omnidirectional Mobile Robot.

Table 1: Specification of Omnidirectional Mobile Robot.

Size (D×W) 600× 600 [mm]
Weight 70 [kg]

Motor power 150 [W]× 8
Max. velocity 6 [km/h]

Max. acceleration 0.5 [m/s2]
Max. slope angle 10 [deg]

Max. step difference 60 [mm]
Max. loading weight 100 [kg]

[deg], accelerating 0.5 [m/s2] and exceeding differ-
ence of 60 [mm] with carrying load of 100 [kg].

4 SIMULATION

4.1 Simulation Method

To show the performance of the DDSS, simulations
are conducted. The simulation model is constructed
by SolidWorks and DADS. The radiusr of the wheel
and the offsets shown in Fig. 1 were given asr = 80
[mm] ands = 50 [mm], respectively.
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rM 2ω
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TG2
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Figure 7: Control system of DDSS.
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Figure 8: Simulation results (Vx = 6 km/h, Vy = 0 km/h).

Figure 7 shows the control system of a wheel used
in this simulation. The reference angular velocities
ωM1r andωM2r are given by (3) and (10). The velocity
(ẋ, ẏ) of the DDSS is given from the angular velocities
ωM1 andωM2 and the steering angleθs.

Four translational motions toward +X, –X, +Y and
–Y direction with maximum velocity of 6 [km/h] (=
1.67 [m/s]) and maximum acceleration of 0.5 [m/s2]
were examined. The initial value ofθs was set to be
zero in any case.

4.2 Simulation Results and Discussion

Figures 8 through 11 show the simulation results of
motions toward +X, –X, +Y and –Y direction, respec-
tively, from the initial stateθs = 0. Here,Vx, Vy, ωMs,
ωMr, ωw andωs indicate the velocity in X-direction,
the velocity in Y-direction, the angular velocity of sun
gear motor, the angular velocity of outer ring gear mo-
tor, the angular velocity of wheel and the angular ve-
locity of steering axis, respectively.

As seen from these graphs, error from the refer-
ence trajectory is within 6 [cm] in any case. We can
also see the feature of caster-drive wheel. In Fig. 9,
the angular velocityωs of steering axis becomes large
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Figure 9: Simulation results (Vx = – 6 km/h,Vy = 0 km/h).

in the beginning of motion because the moving direc-
tion is opposite to the initial directionθs = 0.

5 CONCLUSIONS

We proposed Differential-Drive Steering System
(DDSS) for caster-drive wheel of holonomic omnidi-
rectional mobile robot. The DDSS can provide high
operation ratio of motors rather than conventional
caster-drive wheel. Numerical analysis, examination
by prototype model and simulation results showed ef-
fectiveness of the DDSS.

Future works include

• construction of an omnidirectional mobile robot
and experiments,

• posture control on rough terrain,

• application to an omnidirectional wheelchair.
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EVALUATION OF SUN POSITION USING THE PHOTOVOLTAIC
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An Application for Attitude Estimation in Box-Shape Satellites
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Abstract: It is necessary at least two or more independent known vectors for attitude determination of an artificial
satellite. One of these vectors can be the Earth Magnetic Field, which is used as reference in navigation for
centuries. Other reference can be the sun, which is easily distinguished of other astronomical objects in the
proximities of the Earth. While the Earth Magnetic Field canbe measured by a small solid-state three-axis
magneto-resistive transducer, the own photovoltaic system of the artificial satellite can provide a evaluation of
the azimuthal position of the sun. This paper presents a way to estimate the sun position from the own satellite
power system. This information is used for attitude determination, allowing the integration of two important
subsystems of an artificial satellite.

1 INTRODUCTION

An artificial satellite is a component of a spatial sys-
tem, an ample set of elements in the space (other
satellites, spacecrafts, spatial stations, etc.) and in
the ground (tracking stations, antennas, control cen-
ters, etc.). For the realization of a spatial mission,
an artificial satellite transports several onboard equip-
ments, such as radars, antennas, telescopes, photo-
graphic cameras, equipments for scientific measures,
etc. The power supply for onboard equipments has
vital importance in an artificial satellite. Considering
characteristics such as modularity, cost, maintenance
and life, the photovoltaic generation is the more ade-
quate energy resource for spatial applications. Since
the light-generated power in photovoltaic arrays is
highly dependent of the intensity and direction of the
incident sunlight, it is considerably variable in a satel-
lite and must be conditioned and regulated by power
electronic converters to supply onboard equipments.

The onboard equipments of an artificial satellite
must be pointed to a specified aim to interact with
others elements of the spatial system. Thus, the de-
termination of the spatial position and orientation of
an artificial satellite, also known as attitude, is fun-
damental for its perfect operation. The attitude re-

lated to an inertial reference is mathematically rep-
resented by an operator that rotates a vector inside
of a coordinate system, which can be estimated us-
ing algorithms that require the observation of at least
two independent and known vectors (Shuster and Oh,
1981). Several known vectors can be used as refer-
ence for attitude determination. One of these vectors
is the Geomagnetic Field, a magnetic dipole aligned
along the Earth’s rotational axis which points toward
to magnetic north. Since the sun is easily recognized
by any object near of the Earth due to its relatively
small apparent radius with a high brightness in rela-
tion to other astronomical bodies, its azimuthal posi-
tion related to artificial satellite can be considered as
a possible reference vector for attitude determination.

This paper proposes the attitude estimation of an
artificial satellite using the own photovoltaic gener-
ation to evaluate the azimuthal position of the sun.
A mathematical algorithm estimates the satellite at-
titude using this vector, which is evaluated from
the power converter operation, and the Geomagnetic
Field, which is measured using a three-axis solid-state
magnetometer. Thus, two important subsystems of an
artificial satellite can be integrated, providing various
benefits always welcome in spatial applications, such
as economy, redundancy, autonomy, etc.
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Figure 1: Sequential Shunt Regulator.

2 POWER REGULATION

An artificial satellite generally uses a regulated volt-
age bus and some form of direct energy transfer for
power conditioning of the photovoltaic energy (Shum
and Ashley, 1996). Due to a low and relatively con-
stant heat dissipation, the Sequential Shunt Regulator
(SSR) is widely used in satellite applications (Gar-
rigós et al., 2006). This power electronic converter
is shown in Fig. 1, where is considered a segmented
photovoltaic array in six modules. Each photovoltaic
module can be admitted as a current source, which
contributions are summed by an OR connection of
very fast diodes. The photovoltaic currentI can ei-
ther flow to the bus when the MOSFET switch is off,
supplying loads and batteries, or be deviated, short-
circuiting the photovoltaic module when the MOS-
FET switch is on. Since the current in the bus is
pulsed, a large capacitor filter is required to smooth
current pulses and to reduce the voltage ripple.

Since the variations in the capacitor charge re-
flect the energy exchanges between photovoltaic ar-
rays and electrical loads, the bus voltage must be
controlled to assure the power balance, restricting
the voltage variations to operational limits of the
onboard equipments. The voltage controller modu-
lates the duty cycle of a PWM signal, which simul-
taneously drives all six MOSFET’s switches of the
SSR. The battery operates in stand-by, assuming the

Figure 2: Equivalent electrical circuit of a photovoltaic cell.

Figure 3: Definition of the sunlight incidence angleβ.

load when the bus voltage decreases and the series
diode becomes directly polarized, which occurs dur-
ing eclipses, faults and eventual current peeks. A
MOSFET switch can connect the battery to the power
bus for its recharge when the satellite is illuminated
again.

3 SUN POSITION ACQUISITION

Usually, the azimuthal position of the sun is evalu-
ated using a sensor based in photovoltaic cells, cam-
eras or CCD sensors (Winetraub et al., 2005; Chen
et al., 2006). However, an interesting possibility for
artificial satellites is the use of its own photovoltaic
system for evaluation of the azimuthal position of the
sun (Sityar, 1992; Santoni and Bolotti, 2000; Visc-
ito and Cerise, 2007), since the light-generated power
is highly dependent of the intensity and direction of
the incident sunlight. A photovoltaic module consists
in series-parallel arrays of several photovoltaic cells,
which equivalent electrical circuit is shown in Fig. 2.
The series resistanceRs depends on the p-n junction
depth, impurities and the contact resistance, while the
shunt resistanceRsh is inversely related with leakage
current to the ground. The light-generated electrical
currentIsc depends on the efficiency of photovoltaic
conversion and the incident solar radiation over the
photovoltaic cell. This current can be approximated
by the mathematical cosine model (Patel, 1999)

Isc = Isc|β=0o cosβ. (1)

where the incidence angleβ is defined in the Fig.
3. Since the electrical output in the real photovoltaic
cells deviates significantly from the proposed cosine
model for β > 50o, this approach can lead to inac-
curacies in the determination of the sun positioning
(Winetraub et al., 2005; Sityar, 1992; Patel, 1999).
For a better accuracy, it is recommended the use of
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Figure 4: Incidence of the sunlight in a box shaped satellite.

other power-angle curves of the photovoltaic cell,
such as the Kelly cosine (Patel, 1999). Neglect-
ing the diode and shunt-leakage currents, which are
very small in real cells, the currentIsc can be evalu-
ated short-circuiting the output of a photovoltaic array
(Sityar, 1992).

An illuminated box shape satellite with all six
sides covered by photovoltaic modules is shown in
Fig. 4. Considering a coordinate system constituted
by the normal axes to the surfaces of this box satellite,
a geometric inspection reveals that the components of
a vector that points towards to sun are the own sum-
mations of light-generated currents of opposite side
photovoltaic modules. Thus, the unitary vectorŝ that
points towards to sun is given by

ŝ=
Isc+x− Isc−x

Iscx|φ=0o,θ=0o
i +

Isc+y− Isc−y

Iscy

∣

∣

φ=90o,θ=0o

j +
Isc+z− Isc−z

Iscz

∣

∣

θ=90o

k,

(2)
whereIsc+x, Isc−x, Isc+y, Isc−y, Isc+z, and Isc−z are the
light-generated currents by the photovoltaic panels re-
spectively located in the axes+x, −x, +y, −y, +z,
and−z.

The scheme for acquisition of azimuthal position
of the sun from the SSR operation is shown in Fig.
5. When the outputs of opposite photovoltaic mod-
ule are short-circuited by their respective shunt MOS-
FET’s of the power converter, a Hall current trans-
ducer measures the differential light-generated cur-
rent in the respective coordinate axis. This signal is
sampled in S/H circuit while the shunt MOSFET’s are
on. When the shunt MOSFET’s are off, the S/H cir-
cuit holds the differential current measurement, assur-
ing that this component of vectorŝ is always availed
for acquisition.

4 SIMULATION RESULTS

The acquisition of the vector sun position is verified
from a computational simulation of the SSR using the
SimPowerSystems of the MATLAB/SIMULINK. It is

Figure 5: Scheme for acquisition of azimuthal position of
the sun from the SSR and bus voltage regulation.

considered that a box shape satellite is rotating in the
space aṫφ = 1.26rad/s anḋθ = 6.28rad/s (see Fig. 4).
The surface of this satellite is covered by six photo-
voltaic arrays that generates 6×10Wp at an irradiance
of 1000W/m2. The sunlight irradiance in the space
is considered 1367W/m2. The duty cycleD of the
SSR is modulated by a PWM of 5kHz, and a capac-
itor of 1500µF is connected to power bus aiming to
reduce the voltage ripples. Since the bus capacitance
behaves as a big integrator, a simple proportional con-
troller, which gain is adjusted to 300, is enough for a
null error in the regulation of the bus voltage. The
voltage reference is adjusted to 15V to supply a resis-
tive load of 90Ω and a 12V battery. A hysteresis con-
troller monitors the battery charge and commands the
MOSFET switch, connecting the battery to the power
bus when its voltage level is the minimum. Aiming
to preserve the useful life of the battery, it is discon-
nected from bus voltage when the maximum charge is
reached.

The real and acquired azimuthal sun position is
shown in the Fig. 6. The error in the acquired vec-
tor is small, basically caused by the sample operation.
The attitude motion (angular frequencies of the satel-
lite) can be evaluated from the Fast Fourier Transform
(FFT) of the acquired data. Although the photovoltaic
power supply is highly variable due to satellite rota-
tion, the proposed P controller is enough to assure a
null voltage error, providing an excellent regulation of
the bus voltage for the considered load, as shown in
the Fig. 7.
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Figure 8: Magnetometer circuit.

5 MAGNETOMETER CIRCUIT

The measurement circuit for Geomagnetic Field is
shown in Fig. 8. The heart of this circuit is a
small solid-state three-axis magneto-resistive trans-
ducer Honeywell HMC2003,which output voltage
signals are proportional to the magnitudes of the three
ordinal components of the applied magnetic field in
a range of the 0 to +5V, where +2.5V represents the
reference value for a null intensity of the magnetic
field. In order to maximize the transducer resolution,
a strong SET/RESET pulse must be occasionally ap-
plied to transducer to eliminate the effect of the past
magnetic history and to avoid the degradation of the
output signal. The output voltage signals X, Y and
Z can be connected directly to an analog-to-digital
(A/D) converter.

6 ATTITUDE ESTIMATION

A common way to specify the attitude of a body is the
use of the Euler’s anglesψθφ, which represent three
consecutive rotations in a convenient sequence around
the axis of an inertial system. The combination of
these rotations results in the attitude matrixA, which
represents the orientation of an object in relation to
inertial coordinate system. Considering a stipulated
reference vectorvi, its rotation to obtain an observed
vectorwi by one of the n sensors of the satellite is
described as

wi = Av i , (3)

where an estimative of the attitude matrixA can be
obtained from the minimization of the cost function:

L(A) =
1
2

n

∑
i=1

ai(wi−Avi)
2 (4)
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with the non negative weightsai submitted to restric-
tion ∑n

i=1ai = 1 (Shuster and Oh, 1981). This opti-
mization problem can be conveniently simplified ex-
pressing it in terms of the quaternion̄q, an alternative
attitude representation defined as:

q̄ =

[

Q
q

]

=

[

sin(θ/2)n
cos(θ/2)

]

(5)

and related with an attitude matrixA by:

A(q̄) = (q2−QQT)I +2QQT +2qQ̃ (6)

In terms of quaternions, the solution of this op-
timization problem is given by an algorithm known
as Q-method, which consists of a simple generalized
problem of eigenvalues and eigenvectors described by
(Keat, 1977; Shuster and Oh, 1981)

Kq̄opt = λmaxq̄opt, (7)

where the optimal quaternion̄qopt that minimizes the
cost functionL(A) is the eigenvector associated to
maximum eigenvalueλmax of the matrixK , given by

K =

[

S−σI Z
Z σ

]

, (8)

whereσ = ∑n
i=1aiwivi , S = ∑n

i=1ai(wivT
i + viwi)

T ,
andZ = ∑n

i=1aiwi×vi.

7 INTEGRATION

Considering spatial applications, both the power reg-
ulation and the attitude estimation must be integrated
in an unique, compact and low consumption onboard
platform, which should read analog signals, compute
the present satellite attitude, and perform the power
control and energy management. This platform must
still execute other complementary functions of the
satellite such as telemetry, command, control, com-
munication and error analysis. In this context, an in-
teresting high performance and low cost option is a
DSP-based platform, which combines a high process-
ing speed processor, great amount of memory and
several peripheral devices for real time digital pro-
cessing signal, such as A/D converters, I/O ports,
PWM modules, parallel and serial communication in-
terfaces, and special modules to read encoders, coun-
ters, timers, etc. The programming uses high level
language, presenting several tools to develop complex
algorithms such as FFT (Fast Fourier Transform), fil-
ters and other indispensable functions for the satel-
lite operation, such as attitude estimation and control,
power regulation and management, auto-diagnose,
communications, fail analysis, and data storage.

Figure 9: Experimental implementation.

8 EXPERIMENTAL RESULTS

The Q-method algorithm is experimentally imple-
mented using C language in a starter kit module based
in the Texas Instruments DSP TMS320F2808. A pho-
tography of this practical implementation is presented
in the Fig. 9. While reference vectorsv1 andv2 are
considered fixed and its values are directly inserted in
the code, the observation vectorsw1 andw2 are ac-
quired using sample rate superior to 10 Hz. The vec-
tor w1 is the magnetic field produced by Helmholtz
coils, which is measured using the magnetometer cir-
cuit presented in Fig 8, while the vectorw2 is emu-
lated by potentiometers. The experimental results of
implementation considering two static known situa-
tions are shown in the table I, where is observed that
this DSP platform can provide satisfactory attitude es-
timations for this satellite application.

9 FINAL DISCUSSION

This paper presents a proposal to acquire the az-
imuthal position of the sun using the own power pho-
tovoltaic supply of an artificial satellite. Consider-
ing a box shape satellite, where all sides are cov-
ered by photovoltaic modules, the components of the
azimuthal position of the sun correspond to summa-
tions of the light-generated currents by opposite pho-
tovoltaic modules, which can be evaluated from the
operation of the SSR power converter. In the even-
tual absence of a photovoltaic module, photovoltaic
cells or photodiodes can substitute it in the satellite
configuration. This information about the sun po-
sition and the measurement of other known vector,
such as the Geomagnetic Field, can be used to esti-
mate the attitude, allowing the integration of two of
the more important subsystems for the operation of
an artificial satellite. The integration of these subsys-
tems can be implemented in a DSP platform, which
would realize data acquisition, power regulation, bat-
tery management, attitude determination and others
important satellites functions. The simulation results
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Table 1: Experimental results.

w1 andw2 are aligned withv1 andv2.
v1 w1 v2 w2

x 0.0000 0.0000 0.0000 0.0000
y 1.0000 1.0000 0.0000 0.0000
z 0.0000 0.0000 1.0000 1.0000

Theoretical attitude matrix




1.0000 0.0000 0.0000
0.0000 1.0000 0.0000
0.0000 0.0000 1.0000





Experimental attitude matrix (DSP)




0.9994 0.0352 −0.0006
−0.0352 0.9992 −0.0179
0.0000 0.0179 0.9999





w1 is inclined 45o in relation tov1,
while w2 andv2 are aligned.

v1 w1 v2 w2
x 1.0000 1.0000 0.0000 0.0000
y 0.0000 1.0000 0.0000 0.0000
z 0.0000 0.0000 1.0000 1.0000

Theoretical attitude matrix




0.7071 −0.7071 0.0000
0.7071 0.7071 0.0000
0.0000 0.0000 1.0000





Experimental attitude matrix (DSP)




0.7017 −0.7124 0.0028
0.7124 0.7013 0.0029
−0.0040 0.0000 1.0000





Reference and observation vectors
v1 w1 v2 w2

x 1.0000 0.70523 0.0000 -0.00793
y 0.0000 0.70884 1.0000 0.00881
z 0.0000 -0.01353 0.0000 0.99999

Theoretical attitude matrix (MATLAB)




0.70522 −0.00338 0.70897
0.70894 0.01337 −0.70513
−0.00709 0.99990 0.01183





Experimental attitude matrix (DSP)




0.70523 −0.00337 0.70896
0.70894 0.01339 −0.70513
−0.00711 0.99904 0.01183





shows that the azimuthal position of the sun can be
evaluated from the SSR operation with sufficient ac-
curacy for attitude determination. The results of the
experimental implementation in a DSP platform of
the q-Method, an algorithm that involves a theoreti-
cally great computational effort, are satisfactory for
this satellite application. An experimental evaluation
of this proposal will realized using the little proto-
type of a box-shape satellite (Fig. 10), where the sub-
systems related to power regulation and attitude esti-
mation will be integrated by a DSP platform. Other
satellite configuration will be also considered in fu-
ture studies related to this subject.

Figure 10: Box-shape structure.
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Abstract: This paper deals with plane extraction from a single moving camera through a new optical-flow cumulative 
process. We show how this c-velocity defined by analogy to the v-disparity in stereovision, could serve 
exhibiting any plane whatever their orientation. We focus on 3D-planar structures like obstacles, road or 
buildings. A translational camera motion being assumed, the c-velocity space is then a velocity cumulative 
frame in which planar surfaces are transformed into lines, straight or parabolic. We show in the paper how 
this representation makes plane extraction robust and efficient despite the poor quality of classical optical 
flow. 

1 INTRODUCTION 

Our work deals with obstacle detection from moving 
cameras. In this application, most of real-time 
implemented approaches are based on stereovision. 
Yet stereo analysis shows two main drawbacks. 
First, it tends to group objects which are close to 
one-an-other. Second, height thresholds limit the 
detection implying to miss small obstacles close to 
the ground for example. Motion information is only 
exploited afterwards for detected objects. Motion 
analysis, on the other hand, allows the detection of 
any moving object. Therefore, we propose to exploit 
the ego-motion of the camera to distinguish between 
various moving objects. To that aim, we have 
established a correspondence with a very efficient 
stereovision technique based on the v-disparity 
concept (Labayrade, Aubert and Tarel, 2002). Our 
conjecture is that such result is general. Thereby we 
show how to extend the technique to detect planes 
along an image sequence shot from a moving 
vehicle. The apparent velocity from the scale change 
occurring to image data takes place of the disparity 
leading to the so-called c-velocity frame. In this 
paper we propose a complete plane detection 
process. Peculiar emphasis is placed on the 
parabolas detection in the c-velocity space. 

The paper is organized as follows: in the next 
section we take a look at ego-motion based object 
detection. Then we recall some pertaining relations 
between 2D and 3D motion. The fourth part is 
devoted to the computation of constant velocity 

curves in the image plane – analogue in our c-
velocity frame of the lines of the v-disparity, and we 
explain the cumulative process. The fifth section 
details how parabolas – 3D planes – are extracted in 
the c-velocity space using a Hough transform 
enriched by a K-mean technique. After the section 
devoted to results we conclude with discussions and 
future work. 

2 PREVIOUS WORK 

Recent years have seen a profusion of work on 3D 
motion, ego-motion or structure from motion 
estimation using a moving camera. It was followed 
by numerous classifications of existing methods 
based on various criteria. A classification commonly 
accepted groups existing techniques into three main 
categories: discrete, continuous and direct 
approaches.  

- Discrete approaches (Hartley, 1995) are based 
on matching and tracking primitives that are 
extracted from image sequences (point, contour 
lines, corners, etc.). They are usually very effective. 
However, they suffer from a lack of truly reliable 
and stable features, e.g. time and viewpoint 
invariant. Moreover, in applications where the 
camera is mounted on a moving vehicle, 
homogeneous zones or linear marking on the ground 
hamper the extraction of reliable primitives.  
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- Continuous approaches exploit optical flow 
(MacLean, Jepson and Frecker, 1994). The 
relationship between the computed optical flow and 
real theoretical 3D motion allows - through 
optimization techniques - to estimate the motion 
parameters and depth at each point. Results are 
dependent on the quality of the computed optical 
flow.  

- In direct approaches (Stein, Mano and Shashua, 
2000), motion is determined directly from the 
brightness invariance constraint without having to 
calculate explicitly an optical flow. Motion 
parameters are then deduced by conventional 
optimization approaches.  

- A large group of approaches (Irani, Rousso and 
Peleg, 1997) - which can be indifferently discrete, 
continuous or direct - exploits the parallax generated 
by motion (motion parallax, affine motion parallax, 
plane+parallax). These methods are based on the 
fact that depth discontinuities make it doable to 
separate camera rotation from translation. For 
instance, in "Plane+parallax" approaches, knowing 
the 2D motion of an image region where variations 
in depth are not significant permits to eliminate the 
camera rotation. Using the obtained residual motion 
parallax, translation can be exhibited easily. 

3 PRELIMINARIES 

Consider a coordinate system O XYZ at the optical 
centre of a pinhole camera, such that the axis OZ 
coincides with the optical axis. We assume a 
translational rigid straight move of the camera in the 
Z direction. That does not restrict the generality of 
computations. Moreover, the origin of the image 
coordinates system is placed on the top left of the 
image. If 0 0( , )x y  are the coordinates of the 
principal point, then the ego-motion ( , )u v  becomes: 

( ) ( )0 0 and z zT T
u y y v x x

Z Z
= − = −  

The previous equations describe a 2D motion 
field that should not be confused with optical flow 
which describes the motion of observed brightness 
patterns. We will assume here that optical flow is a 
rough approximation of this 2D motion field. In 
order to tackle the imprecision of optical flow 
velocity vectors, we propose to define a Hough-like 
projection space which – thanks to its cumulative 
nature –allows performing robust plane detection. 

4 NEW CONCEPT: C-VELOCITY 

In stereovision, along a line of a stereo pair of 
rectified images, the disparity is constant and varies 
linearly over a horizontal plane in function of the 
depth. Then, in considering the mode of the 2-D 
histogram of disparity value vs. line index, i.e. the so 
called v-disparity frame, the features of the straight 
line of modes indicate the road plane for instance 
(Labayrade, Aubert and Tarel, 2002). The 
computation was then generalized to the other image 
coordinate and vertical planes using the u-disparity 
by several teams including ours on our autonomous 
car.  

In the same way we have transposed this concept 
to motion. Our computations build on the fact that 
any move of a camera results into an apparent shift 
of pixels between images: that is disparity for a 
stereo pair and velocity for an image sequence. The 
v-disparity space draws its justification, after image 
rectification that preserves horizontal – iso-disparity 
– lines, from inverse-proportional relations between 
first image horizontal-line positions vs. depth, 
second depth vs. disparity. We show here under how 
to exhibit the same type of relation in the ego-
motion case between w  (≅ disparity) and the iso-
velocity function index c (≅ line index v). 

2 2 2 2
0 0( ) ( )

( , ) ( , )

zTu v y y x x
Z

K f x y f x y c
K

= + = − + −

= × ⇒ = =

w

w
w

 

The translation ZT being that of the camera, 
identical for all static points, if depth Z is constant 
the iso-velocity curves are circles. c varies linearly 
with the velocity vector. Beyond that “punctual” 
general case, Z can be eliminated in considering 
linear relations with (X,Y) i.e. plane surfaces well 
fitting the driving application for instance.  

4.1 The Case of a Moving Plane 

Suppose now the camera is observing a planar 
surface of equation (Trucco and Poggio, 1989): 

T d=n P , with ( , , )x y zn n n=n  the unit normal to 
the plane and d the distance "plane to origin". Let us 
assume that the camera has a translational motion 

( )0,0, ZT=T . We study four pertaining cases of 
moving planes and establish the corresponding 
motion field. a) Horizontal: road. b) Lateral: 
buildings. c)Frontal1: fleeing or approaching 
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obstacle, with (0,0, )o
ZT=T . d) Frontal2: crossing 

obstacle, with ( ,0,0)o
XT=T . 

 

 
Normal 
vector 

Associated  
3D motion 

Dist. to the 
origin 

a)  (0,1,0)=n
 ( )0,0, ZT=T  dist. dr 

b)  (1,0,0)=n
 ( )0,0, ZT=T  dist. db 

c)  (0,0,1)=n
 ( )0,0, o

Z ZT T= +T  dist. do 

d)  (0,0,1)=n
 

( ),0,o
X ZT T=T  

 
dist. do 

 
The corresponding motion fields, after [2] for 

instance, become those listed in the table below for 
each case. Let ow , rw  and bw  be 
respectively the module of the apparent velocity of 
an obstacle point, a road point and a building point. 
We choose to group all extrinsic and intrinsic 
parameters in a factor K and make it the unknown: 

 

a)  
0 0

2
0

( )( )

( )

Z

r

Z

r

T
u y y x x
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Each type of w  leads to the corresponding 
expression of c and then to the related iso-velocity 
curve. For instance in the case of a building plane: 

4 2 2
0 0 0( ) ( ) ( )c y y y y x x

K
= = − + − + −

w

 
The final formula above proves that c is constant 

along iso-velocity curves and proportional to w , 
same as the disparity is proportional to the line value 
v. Thus, as explained in introduction, the c-velocity 
space will be a cumulative space that is constructed 
in assigning to each pixel ( , )x y  the corresponding c 
value through the chosen model, and in 
incrementing the resulting ( ),c w  cell were w is 

the velocity found in ( , )x y . The latter w is 
computed thanks to a classical optical flow method. 
A study of the function ( , )c x y  that corresponds to 
each plane model – in particular for the road and the 
building model – led us to the following 
conclusions: first, each previous curve intersects the 
x axis (road model) or y axis (building model) in the 
image plane in: 0y c±  or 0x c±  respectively. 
Second, for a standard image size, the range of 
variation of c is very large. For instance, for an 
image size of 320×240: max 32000c =  (road model) 
and 24000 (building model). As a consequence and 
for implementation reasons, we propose to deal for 
these two models with the relations between ||w|| and 

c  (see Figure 1).  
 

 
 
 
 
 
 

Figure 1: The c-velocity space that depends on the chosen 
relation between c and w: Linear for the obstacle model 
and parabolic for the road and the building model. 

4.2 Cumulative Curves 

For each point ( , )x yp =  in the image, there is an 
associated c value depending on the chosen plane 
model (see left column of Figure 2). We can 
calculate it once off-line because it only depends on 
( , )x y . Also, it is possible for implementation 
facilities and by analogy to image rectification (that 
makes all epipolar lines parallel) to compute the 
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transformation that makes all the c-curves parallel to 
the image line, that is the intensity function ( , )I c y  
for road and obstacle model and ( , )I x c  for building 
model (see right column of Figure 2). 

 

       
a) Obstacle model 

 
b) Road model 

  
c) Building model 

Figure 2: Left: for each model, the corresponding c-values 
for each point of the image. Right: images constructed 
using the geometric transformation that makes all c-curves 
parallel. 

5 1D HOUGH TRANSFORM AND 
K-MEAN CLUSTERING FOR 
PARABOLAS EXTRACTION 

Planes are represented in the c-velocity space by 
parabolas that could be extracted using a Hough 
transform. The distance p between each parabola 
and its focus or its linea directrix is then cumulated 
in a one dimensional Hough transform (see Figure 
3). The classes of the histogram split by K-mean 
clustering. Of course, any other clustering approach 
could be applied. 

( ) ( )22 1
4 4

c
w K c p

K w
= ⇒ = − = −
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Figure 3: Example of a 1D Hough transform on the c-
velocity space for detecting parabolas. For each (c,w) cell, 
a p value is cumulated. 

6 EXPERIMENTAL RESULTS 

In Figure 4, we have considered an image sequence 
in which one can see 6 moving planes: 2 planes 
corresponding to buildings, 2 planes corresponding 
to cars parked on the sides, a frontal moving 
obstacle (a motorcycle crossing the road) and the 
road plane. We have used the Lukas & Kanade 
method for optical flow estimation (Lucas and 
Kanade, 1981). In this sequence, velocity vectors are 
in majority on vertical planes. In the building c-
velocity space, we get as expected 4 parabolas (see 
Figure 4.b). We have studied in the effects of 3 
kinds of perturbations that have a consequence on 
the thickness of the parabolas. First, inter-model 
perturbation, second the imprecision on optical flow 
and third the possible pitch, yaw or roll of the 
camera. We use 2 kinds of confidence factors. First 
one is related to the translational motion hypothesis; 
it is the difference Δfoe between the coordinate of 
image centre and the position of the Focus of 
expansion (for its estimation see section 6.1, results 
on Figure 6). Second one is related to possible 
contamination by planes of other models; it is the 
variance σ of each K-mean class. Points far from the 
mean belong probably to another plane model 
(Figure 4.c). 
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a) Top image: optical flow, here Δfoe=7. Bottom: 
resulting vertical plane detection. Planes have a 
label according to K-mean clustering. 

 
b) Resulting c-velocity for building model. Each 
vote is normalized by the number of points in each 
c-curve. 

 
c) Results of parabolas extraction using a 1D 
Hough transform followed by a K-mean clustering 
(4 classes). In white the points that are discarded: 
they probably belong to another plane model. σmean 
= 10. 

Figure 4: Example of results obtained from a database of 
the French project “Love” (Logiciel d’Observation des 
VulnérablEs). 

 
 

 
 

 
Figure 5: Results of a building detection (top left image in 
red). The crossing obstacle here is – as expected – not 
detected in the building c-velocity space. 

6.1 FOE Estimation 

Several methods exist (Sazbon, Rotstein and Rivlin, 
2004). For sake of further real on board 
implementation, we favor here a method coherent 
with the present computations. All pixels are asked 
to vote for a global intersection point of apparent 
velocity vectors within a regular Hough space.  

Indeed, in the case of a translational motion, each 
velocity vector with angle θ  is directed toward the 
FOE. Let us assume that 0 0( , )x y are the FOE 
coordinates in the image. Then we have: 

1 1 0

0
tan tan

x xv
u y y

θ − − ⎛ ⎞−⎛ ⎞= = ⎜ ⎟⎜ ⎟ −⎝ ⎠ ⎝ ⎠
 

The above relation means that we can extract the 
FOE by estimating the intersection of all velocity 
vector lines. In practice, we have carried out a voting 
space where each velocity vector votes for all the 
points belonging to its support line. The FOE 
corresponds then to the point with maximum votes. 
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Figure 6: Voting space for FOE determination. 

6.2 Results on Synthetic Images 

In the following toy example, we generate a 
synthetic velocity vectors field of a moving 3D 
scene with 3 planes: a vertical one (on the left of the 
image), an horizontal one (on the bottom of the 
image) and a frontal plane with its own motion 
parameters (a crossing obstacle), see Figure 7.a.  
 

 
a) Velocity vectors field of a moving scene with a 
building, a road and an obstacle plane. 

  
b) Associated c-velocity spaces (left: building, 
right: road). The parabolas indicate the expected 
moving planes. The constant segment 
corresponds to the obstacle; it appears in all the 
c-velocity spaces because of its constant velocity. 

Figure 7: Results on synthetic images. 

The results confirm that this simulated ego-
motion (Figure 7,b) transforms a road plane and a 
building plane into a parabola in the corresponding 

c-velocity space. Likewise the obstacle in the middle 
of the road is a segment with its own constant w. 

7 CONCLUSIONS 

First results are very encouraging and confirm that 
the cumulative process is efficient in retrieving 
major entities of a moving scene environment. Our 
future work deals with implementing an iterative 
approach that deals with all the c-velocity spaces. 
Each detected plane from a given space could be 
discarded from the other spaces in order to reduce 
inter-model perturbation. On the other hand, we 
propose to progressively generalize the approach to 
more complex structures than planes and to more 
complex motion models, including rotations for 
instance. 
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Abstract: In this paper an approach for the detection of passages and their use in autonomous off-road robot navigation
is presented. The authors argue that many two-layered architectures of robot navigation systems suffer from
the gap between the typically coarse-grained high-level path-planning and the basically reactive low-level
collision avoidance. In this context, passages shall be defined as paths leading through obstacles. The proposed
approach is based on the idea that passages in the proximity to the robot should be evaluated with respect to
their relevance for reaching the target area in order to avoid local detours by following suitable passages.
The detection and assessment of passages is based on virtual sensors, a standardized data representation of-
fering a unified, straightforward, and flexible retrieval mechanism for accessing the data provided by different
sensor systems. For the evaluation of passages the authors introduce the concept of virtual sensor probes which
can move independently from the robot. That way the point of view on the environment information can be
tailored to support the detection and evaluation strategy.
The proposed approach was deployed on the mobile off-road platform RAVON which serves as a testbed for
the experiments carried out in the context of this work.

1 INTRODUCTION

Many robot navigation systems are designed follow-
ing a two-layer concept: A deliberative path-planner,
the “navigator”, builds global maps, which it uses for
high-level path planning. The output of this planner
are single path points, which are passed to a lower
level component, the “pilot”. This component trans-
forms the target coordinates into motion commands,
taking into account sensor data to realize collision
avoidance. The pilot typically operates in a nearly
reactive way, storing only little state information and
having a very much limited view on the robot’s en-
vironment. In such an architecture, the pilot exerts
a draw towards the target, which the anti-collision
system may counteract, resulting in the robot driving
around obstacles towards the target.

While this principle works well in simple envi-
ronments, it can easily fail in more complex ter-
rain. As the collision-avoidance works locally, miss-
ing the “big picture”, it cannot keep the navigator
from drawing the robot away from a path and into
small openings between obstacles, which are so wide

Figure 1: The problem of dealing with indentations.

that the collision avoidance does not get active di-
rectly, but which could be easily recognized as inden-
tations when using a larger scope (see Figure 1, (1)).

The idea that is presented here is to search for
paths leading through obstacles, so-called passages,
and to evaluate them with respect to their value for the
robot’s navigation. In the described situation, the path
the robot is driving on would be detected as such a
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passage, while the indentation would be ignored (see
Figure 1, (2)). Furthermore, estimating a passage’s
orientation would allow for directing the robot in a
way that it can more easily enter the passage.

It shall be emphasized here that the described ap-
proach targets at environments in which there is no
clear path that could be followed using a path track-
ing approach like the ones mentioned in section 2. In-
stead, the paths constituted by passages are consecu-
tive spaces between obstacles that are wide enough to
be used by a robot.

2 STATE OF THE ART

The concept of separating a robot navigation system
into two layers is widespread and described in many
places in the literature. The classic separation results
in a low-level system for local navigation that has a
limited view on the world and operates in a fast, yet
shortsighted manner. Different approaches have been
followed to establish the interaction of the two parts
((Wooden et al., 2007), (Ranganathan and Koenig,
2003)). An approach for detecting narrow passages in
indoor environments is described in (Schröter, 2005).
Its author used the polar data of a laser scanner to
identify and assess passages and combined it with 3D
rectangular objects reconstructed from the images of a
stereo vision system to identify doors. The algorithm
used for processing the laser data resembles the one
presented here. However, it only processes the data
of one polar sensor and not of several (virtual) sen-
sors. Evidently, using a stereo system in such a way to
detect passages will not work in unstructured off-road
environments. Approaches for keeping the robot from
leaving the road or path include detecting curbs using
a light-stripe scanner (Thorpe et al., 2003), detecting
lanes using edge extraction from images, or road de-
tection using a combination of LADAR data and color
information (Hong et al., 2002). The work described
in (Lieb et al., 2005) uses the assumption that the ve-
hicle is situated on the road to form templates of the
road’s appearance and from them and current images
calculates an estimate of the road’s curvature. (Alon
et al., 2006) describes a system that uses two different
path-finding algorithms in parallel and uses the output
of the one with the highest confidence. However, all
of these approaches are tailored to detecting a path in
an environment that is completely different from the
one of this work.

3 SYSTEM ARCHITECTURE

3.1 A Two-layered Navigation System

The work at hand is embedded into a two-layered
robot navigation system consisting of a classical
deliberative navigator (Braun and Berns, 2008) on
top of a behavior-based system for local navigation,
i.e. target-oriented motion and collision avoidance
(Schäfer et al., 2008b). The navigator creates and up-
dates topological maps of the environment, which are
used as basis for the path planning process. It sends
the points of a path one by one to the lower layer, from
which it receives basic status information.

3.2 Virtual Sensors

Special behaviors of the local navigation system
translate the goal poses into motion commands, which
are altered by a behaviour-based anti-collision sys-
tem. The behaviors use a special type of representa-
tion that provides a powerful yet slim interface to ar-
bitrary types of sensors. Different aspects and ranges
of the robot’s environment are abstracted using po-
lar and Cartesian sector maps, which represent virtual
sensors (VS). Polar maps are defined by start and stop
angles whereas Cartesian maps have an extent in pos-
itive and negative y-direction. Each sector holds the
most relevant representative of the area it covers. In
the architecture presented here, the VS are filled with
data from a scrollable, robot-local, and orientation-
fixed grid map that stores highly preprocessed sensor
data of a pannable laser range finder (Schäfer et al.,
2008a). Using this short-range map as input for the
virtual sensors allows for monitoring areas which are
currently not in the range of the robot’s real sensors.

3.3 Virtual Sensor Probes

While the virtual sensors used for collision avoid-
ance are defined with respect to the robot coordinate
system (RCS) and are fixedly mounted on the robot,
virtual sensors that are used to gather information
about specific structures in the environment have to
be fix with respect to the working coordinate system
(WCS). Hence their pose in terms of the RCS changes
whenever the robot moves. This special type of vir-
tual sensor is called virtual sensor probe (VSP).

The preprocessing of the sensor data, the coordi-
nate transformations (sensor to robot to working CS),
and the filling of the VSPs with the correct data is
done in the sensor processing subsystem. Therefore
higher components do not have to deal with these
technical details, but can simply provide a WCS pose
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Figure 2: The views of a real sensor and a virtual sensor
probe.

for a VSP and be assured that it is filled with the cor-
rect information.

Using VSPs, the robot can “look” at a place in
the environment from a different point of view (see
Figure 2). While this naturally does not yield new
information that the robot cannot gather from its ac-
tual pose, it structures the existing sensor data in an
abstract way, allowing for the use of more straightfor-
ward algorithms.

4 THE USE OF PASSAGES

4.1 Passage Detection

A passage is defined by its entry, which is delimited
by an obstacle on each side. These two obstacles are
called Passage Entry Points (PEP), the line connect-
ing them Passage Entry Line (PEL). The algorithm
for detecting passages traverses all sectors si of a po-
lar sector map (see Figure 3, (1)) covering the area in
front of the robot and compares the distances di of the
obstacles oi (with 0 ≤ i < n and n being the number
of sectors).

If o j+1 is farther away from the origin than o j by
at least the threshold t0, then o j is considered as po-
tential first PEP. Be ok with k≥ j+1 the first obstacle
that is closer to the origin than o j+1 by at least the
threshold t1. Then ok is the second PEP and all ob-
stacles between o j and ok are considered to lie within
the passage. The new passage is added to a list and
the search goes on with the remaining sectors. In the
following, pseudocode for the detection algorithm is
shown.

For every passage, the passage entry midpoint
(PEMP), which is defined as the point lying in the
middle between o j and ok, is calculated. It is a pas-
sage’s characteristic point and, as described below, is
important for navigating into a passage.

As the distance values in the sectors refer to
the virtual sensor’s coordinate system, the algorithm

Algorithm 1. Detecting Passages.

searching for = cFIRST PEP; // the status of the search process
index first pep = 0; // the first PEP’s index
index point in passage = 0; // the index of a point within the passage
for (i = 0; i < n - 1; i++) do

if (searching for = cFIRST PEP) then
if (d[i] - d[index first pep] < t 0) then

index first pep = i;
else

searching for = cSECOND PEP; index point in passage = i;
else // currently searching for second PEP

if (d[index point in passage] - d[i] >= t 1) then
passages.add(new Passage(o[index first pep], o[i]);
index first pep = i;
searching for = cFIRST PEP;

else
// nothing to be done here

Figure 3: The sector maps used for passage detection.

tends to not detect passages that lie in the sideway
parts of the polar sector map. To overcome this de-
ficiency, two Cartesian sector maps are also used as
data sources (see Figure 3, (2)). Due to the generic
interface of the sector maps, the algorithm described
above needs only simple modifications to process the
data of Cartesian sector maps.

It shall be remarked here that by using sector
maps, the passage detection and evaluation algo-
rithms do not have to access the complex grid map,
but can operate on a much simpler data structure.

A temporal aspect was integrated by creating and
updating a list of persistent passages: In every sen-
sor processing cycle, the PEMP of each passage that
is detected is compared to the PEMP of each persis-
tent passage. Two passages are regarded as similar if
the distance between their PEMPs is below a certain
threshold. Taking into account the passages’ PEPs
was also considered, but experiments showed that the
distance between two PEMPs is a suitable criterion
for similarity. If a similar persistent passage is found,
it is updated with the newly found passage, i.e. the
persistent passage’s PEPs and PEMP are set to the
ones of the new passage. If not, the newly found pas-
sage is added to the list of persistent passage. Per-
sistent passages that have not been seen for a certain
amount of time are removed.
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4.2 Passage Evaluation

The passage evaluation operates on the persistent pas-
sages. Its first step checks whether a passage fulfills
the basic requirements, i.e. whether it is wide enough,
has a minimum age, lies in a suitable direction, has
a suitable orientation, and is long enough. A pas-
sage which fulfills these requirements is called suit-
able passage.

The first four aspects can be checked easily. A
passage’s width is calculated as the distance between
its two PEPs. If a passage’s entry is too narrow for the
robot, it is obviously irrelevant for navigation. The
age is calculated as time that has passed between the
first and the latest detection. Passages which have not
been seen for a minimum amount of time are ignored.

As passages shall be used to assist the navigation
system in driving the robot to its target, a suitable pas-
sage shall lie in the direction of the target with respect
to the robot. This is checked by comparing the ori-
entation of two lines—one going from the robot to
the target and one going from the robot to the PEMP.
Furthermore, a suitable passage has to point approxi-
mately in the direction of the target. This is checked
by first calculating the orientation of a line that starts
at the PEMP and is perpendicular to the PEL. This ori-
entation is then compared to the one of a line starting
at the PEMP and going to the target. If the difference
between the two orientations is below a certain thresh-
old, the passage is considered to be well-oriented.

A VSP represented by a Cartesian sector map con-
sisting of only one sector is used to “look” into the
passage, measure the distance to the closest obstacle
and thus estimate the passage’s length (see Figure 4,
(1)). Using a sector map as VSP instead of accessing
the grid map directly facilitates the data access and
spares the evaluation component more complex data
processing.

Figure 4: The sector maps for length and orientation esti-
mation.

It is advisable to navigate the robot in a way that
it reaches the PEMP with approximately the passage’s
orientation as this facilitates entering the passage. The
orientation estimation described above does not take
into account information about the presence of obsta-
cles in the passage. Thus a more precise estimate is

calculated for the passage that best satisfies the above
criteria, the relevant passage. Two Cartesian sector
maps are used to monitor the sides of the passage (see
Figure 4, (2)). Each of their sectors stores informa-
tion about the closest obstacle in the area it covers, i.e.
it contains a local estimate of how far away the pas-
sage’s border is. For each sector, the angle between
the following two lines is calculated: (a) a line that
starts at the PEMP, is perpendicular to the PEL and
points into the passage, and (b) a line going from the
PEMP to the sector’s obstacle. The passage’s orien-
tation is calculated from the arithmetic mean of these
angles, so its axis is pushed away from obstacles (see
Figure 4, (3)). Of course this is only a rough esti-
mate, but it can be calculated using the existing mech-
anisms, while other methods need more complex, spe-
cialized algorithms.

4.3 Integration

The component that detects and evaluates passages
and navigates the robot to a PEMP has been imple-
mented as behavior and integrated into the behavior-
based system mentioned above. It is referred to as
passage behavior. Whenever it detects a relevant pas-
sage, it gets active and sends the coordinates of the
PEMP to the behaviors that drive the robot to given
target coordinates. These behaviors are also used by
the navigator, but when a passage is detected, the be-
havior gets active and overwrites the target pose pro-
vided by the navigator.

In some cases, an inhibition of the passage behav-
ior is sensible. If the robot follows a wide path that
leads to the target and has only few obstacles, the pas-
sage behavior would constantly detect a relevant pas-
sage and would try to guide the robot to its PEMP. If
the number of visible obstacles is too low, the orienta-
tion calculations would produce poor estimates. Us-
ing these passages would result in a swinging robot
motion although it would be possible to drive straight
ahead. To cope with this problem, another behavior
uses a wide Cartesian sector map to monitor the area
in the direction of the target. If there is no obstacle,
there is no need for using passages, so the monitor-
ing behavior inhibits the passage behavior and thus
returns control to the navigator.

The system’s operation shall be illustrated taking
up the example from section 1. At first, only a small
part of the situation is visible to the robot (see Fig-
ure 5, (1)). A large passage is detected between the
outer obstacles. The area in the direction of the target
(green square) is free, so the passage is ignored. As
soon as the free space to the right of the robot is rec-
ognized as indentation, the navigation system guides
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the robot towards the newly detected suitable passage
instead of driving into the indentation (see Figures 5,
(2) and (3)).

Figure 5: The operation of the passage behavior in the situ-
ation depicted in Figure 1.

5 EXPERIMENT AND RESULTS

For experiments the passage detection mechanism
presented in this paper was integrated into the nav-
igation software of the mobile off-road platform
RAVON1, a 4WD vehicle with the dimensions and
weight of a city car, which is equipped with a variety
of sensor systems (e.g. 2D laser scanners, a 3D laser
scanner, stereo camera systems). Detailed informa-
tion about the robot can be found in (Armbrust et al.,
2009).

Several test runs have been conducted in the
Palatinate forest, of which one shall be presented here
as example2. RAVON started on a trail and was given
a target location several hundred meters away. Its task
was to drive there fully autonomously. Figure 7 shows
a part of the run as pose trace. Red crosses symbolize
obstacles that were classified by the sensor process-
ing system as definitely not traversable. Vegetation
that was probably traversable when driving cautiously
is marked with green crosses. It shall be pointed out
here that the robot drove the complete route depicted
in the figure without any user action.

Figure 6: RAVON. Figure 7: The pose trace with the
checkpoints. The unit of length is
meter.

Different passages were detected during the drive.
For lack of space, only three significant checkpoints

1Ravon: Robust Autonomous Vehicle for Off-road Nav-
igation

2video showing large part of test available at:
http://rrlab.cs.uni-kl.de/robot-gallery/ravon/

shall serve as examples here. For each of them, a visu-
alization of the scrollable grid map filled with the 3D
scanner’s data is depicted (see Figure 8). The robot
is situated in the map’s center (blue square). The col-
ored circles depict various types of obstacles (red: too
high to be driven over; green: other types of obstacles
with ground contact; pink: places where the robot
could hit the ground). The direction to the target is
visualized by a red line starting at the robot’s center.
Passages are visualized with circles for the PEPs and
PEMPs, and lines for the PEL and for visualizing the
first and second orientation estimates. For reasons of
clarity, only two types of passages are displayed: suit-
able, but not relevant ones (green), and relevant ones
(blue).

Shortly after the start, at checkpoint 0, the path
made a slight turn to the left. The relevant passage
was oriented to the left, following the path (see Fig-
ure 8, (0)). Although it did not lie exactly in the direc-
tion of the target and was oriented a bit away from it,
it was still suitable. While this was a good first exam-
ple of the passage behavior’s operation, the combined
action of the navigator and the anti-collision system
would most likely have dragged the robot around the
obstacles to its right.

At checkpoint 1 (see Figure 8, (1)), the deviation
of the path’s direction from the direction to the target
was so large that following the navigator’s drag would
have led the robot into the underwood. The usage of
the passage along with its orientation resulted in the
robot driving a curve around the obstacles to its right.

Figure 8: The situation at the three checkpoints.

At the last checkpoint (see Figure 8, (2)), the
robot’s motion would have probably been the follow-
ing without the use of the passage: When driving to-
wards the target, the robot would have gotten so close
to the obstacles ahead of it that the collision avoid-
ance behaviors would have had to turn it to the left
or the right. Due to noisy sensor data and the lack
of a larger scope, it is possible that the robot would
have been turned to the left, thus driving straight into
the underwood. At this point, backing off maneuvers
would have to be conducted. By contrast, the detec-
tion of a suitable passage made the robot turn to the
right. It avoided the obstacles before getting too close
to them and stayed on the trail. Due to the obstacles
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on the left border of the trail, no suitable passage was
detected there—which is the desired behavior of the
detection component.

6 CONCLUSIONS AND FUTURE
WORKS

In this paper a concept for passage detection tai-
lored to navigation in terrain with many obstacles and
without a clear path was presented. Furthermore, a
loosely coupled interaction of the passage detection
facility with a topological navigator on the basis of
passage orientation estimation was proposed. A suit-
able passage is negotiated by continuously passing the
characteristic passage entry midpoint to a behavior-
based point approacher. That way non-holonomic
platforms—as presented in the experiments by exam-
ple of the off-road robot RAVON—can enter even nar-
row passages without unneeded maneuvering.

The presented system is capable of leading the
robot through complex terrain on the basis of a sin-
gle target location avoiding local detours where pos-
sible. As only local terrain information is available
on this layer, difficulties like dead ends still remain a
problem. As a next step, the passage behavior shall
provide detected passages to the navigator, which
shall store them in terms of navigation-relevant spots.
When a dead end is reached, the navigator shall tag
passages leading to the current location as dead end
entry points to avoid global detours in the future.

Furthermore, the system shall be extended so that
other types of navigation-relevant places like very
narrow ways (which require especially careful move-
ments) or crossroads (which offer several options for
the robot to proceed to the target area) are also de-
tected. Exchanging information about these places
with the higher navigation layer will support back-
tracking if following a path turns out to be unhelpful
in getting to the target.
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Abstract: Nowadays rescue robots are used in some rescue operations. Increasing the speed and accuracy of victim 
detection with sensors and equipment which are installed on the robot and yet increasing human safety 
factor of rescuers are among the advantages of using rescue robots. 
By the experience of rescue operation in Bam earthquake and participating in some robocup competitions, a 
new four-wheeled robot has been designed which has highly operational capability. In initial part of this 
article, robot locomotion and controlling in different situations and the method of connection operator with 
robot are surveyed; then, sensors which are used in for navigation and victim detection are explained. At the 
end, the method of generating the map of robot’s movement route, which is very important for identifying 
the trapped victim's location in a rapid rescue operation, was studied. 

1 INTRODUCTION 

In December 2003, a severe earthquake destroyed 
one southern Persian city called Bam. This 
earthquake was the most devastating earthquake in 
the Middle East. Writers of this article who have 
been designing and building several robots, joined 
the rescue teams with their rescue robots and 
searching devices for detecting victims. 

    
Figure 1: Robot navigation in Bam earthquake collapses. 

By the experience of Bam earthquake, another 
rescue robot was designed and built whose 
characters would be describe in this article. This 

robot has high movement capability which could 
traverse the obstacles easily. The electronical and 
software parts of the robot have the ability of 
distance navigation, victim detection, and generating 
the map of victim places. 

Individual Height adjustment of each wheels, 
carrying baby robot with ability of separating from 
the main robot and going through the small hole 
which the main robot could not goes, rapid ability 
for changing from four-wheeled to the track 
situation and mapping ability in both systems are 
among interesting idea which are used on this robot. 

2 ROBOT LOCOMOTION AND 
OTHER MECHANISMS 

The designed rescue robot is based on the  
four-wheeled robot mechanism. The design and 
production of it is so that the robot has a high 
capability of movement so that it can traverse the 
obstacles and unevenness easily. This robot is made 
using modern technology. 
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Figure 2: The robot. 

The designed robot has four moving wheels and 
its dimensions are 87*50*80 cm. The weight of 
robot is about 32 kilograms. Four DC 12 V engines 
are used for the moving system of the robot each of 
them acts independently. The velocity of the robot is 
about 1 m/s and the rotation speed is 30 degrees per 
second. 

The central computer which has the duty of 
processing, receiving and transmitting the data is an 
industrial PC (PC-104). Four packs of batteries of 
Ni-cadmium type are used to supply robot energy. 

This robot uses the height adjustment system and 
the height of each wheel can be adjusted separately. 
By using this system the robot can easily climb the 
obstacles. Also in those cases where the patrol area 
is crowded, and there is a possibility for the bottom 
of the robot to collide with the obstacles, the height 
of robot could be increased to remove this problem. 
The changing range of the height in this robot is 
about 10 centimeters and the height is adjustable at 
the speed of two centimeters per second. 

 
Figure 3: The height adjustment system. 

In order to increase the moving ability, an innovative 
suspension system is used in this robot. This 
suspension system is devised in the form of a joint at 
the middle of the robot. This joint is capable of 
being locked at any angle and can help robot to 
traverse the obstacles and unevenness. The freedom 
degree of the joint is between -20 to +20. The time 
needed for the joint to be locked is about three  
seconds. 

 
Figure 4: Joint suspension system of the robot. 

To control the robot, three moving cameras are 
used. One of which is at the front the other at the 
back and the last one is located on the top of robot. 
The camera which is located on the robot is 
equipped with two Omni-directional mirrors above 
and under the camera. These mirrors give the robot 
the opportunity to have a visual angle of 360 degrees 
vertically. 

Under the pedestal of the camera, there are 12 
Sonar sensors which have the duty to help the robot 
in measuring the distance and also to obtain the map 
of environment. 

  
Figure 5: Pan-tilts and omni-directional mirrors. 

The speed of the cameras at the back and front 
which are moved by RC Servos is about 50 degrees 
per second and the speed of the camera on the above 
is about 10 degrees per second. 

For increasing the moving ability of the robot in 
special environments, and the ability of changing the 
moving system, four-wheeled tracked are used. It 
could be very rapid to change this situation. 

 
Figure 6: Track system. 

In order to increase the searching ability of robot, 
a baby robot is used which is located inside the robot 
and it will exit whenever it is necessary. This baby 
robot is linked to the main robot through a cable. 
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The moving system of this robot is of the      
four-wheeled type, its dimensions are 15*10*8 cm 
and it weighs 1 KG. Two DC (12 V) engines are 
used in its moving system. The moving speed of the 
robot is about 0.2 m/s.  

 
Figure 7: Baby robot. 

3 CONTROL METHOD AND 
HUMAN-ROBOT INTERFACE 

Controlling the robot is a partial autonomy. The 
major part of the controlling effort is performed by 
the operator and some movement decisions are made 
by the robot itself with the prior permit of the 
operator (which will be activated in the robot 
guiding software). Some of these decisions are: to 
automatic prevent collisions with the surrounding 
environment and to automatic return the robot to the 
starting point. But the software is designed so that 
the human decisions are considered prior to the 
robot decisions. For instance, in a narrow place the 
operator may deem it reasonable for the robot to 
collide with the walls so that it can pass the narrow 
entrance; therefore the orders of the operator are 
considered prior to the automatic decisions of the 
robot. 

Regarding the mechanical specifications and the 
moving situation of the robot, three situations are 
defined for its movement: slow speed, medium 
speed and fast speed. The operator determines which 
of the above mentioned speeds shall be selected. But 
when the robot moves on a slope, the robot's 
movement will be set automatically according to the 
angle of the slope (which will be measured by 
ADXL330 accelerometer) and the software setting 
in which speed of the robot, while moving on the 
slope, is determined. 

Moreover the PID controller is used to correct 
the mechanical errors and to adjust the exact speed 
of the robot in different situations. 

4 COMMUNICATION 

Regarding the fact that the robot is a PC base, 
W-Lan was used to establish connection between the 
robot and the computer (operator). Moreover, since 
in some regions it is impossible to establish wireless 
connections because of the high rate of noise, the 
capability of making connections through wire was 
added to the above system so that establishing the 
connection is practical even for long distances 
(several kilometres). A wire gathering system is 
devised inside the robot which could spread the long 
wire simultaneous with the robot's movement when 
connections shall be established through wire. In this 
way the wire will not hinder the robot while moving 
and it does not interfere with the robot's movement.  

Table 1: W-Lan Specification. 

Frequency Channel/Band Power (mW) 
5.0 GHz - 802.11a 4 100 

Through displacing a few simple jumpers which 
are devised on the robot and also through activation 
of the multiple choices exist in the provided 
software, we can easily determine the method for 
establishing connection with the robot. 

To transmit the video pictures and voice, the 3W 
video transmitter with 2GHz frequency are used. 

5 SENSOR FOR NAVIGATION 
AND LOCALIZATION 

The baseline of navigation in a robot is to use 
graphical and video pictures sent by various cameras 
and Sonar system installed on the robot. Processing 
data, sent by cameras, is performed by the operator 
and the data sent by sonar system will be processed 
by a central microcontroller. 

In addition to sonar system, several photo 
sensors are also installed on the robot's critical 
movement points which prevent robot colliding with 
the surrounding environment. According to the robot 
maximum speed, the identifying distance of obstacle 
by sensor is adjustable in a way that the robot will 
not collide the obstacles.  

In order to locate the robot, a combination of 
data sent by various sensors are used which reduce 
the errors (that are inevitable). Increasing the rate of 
certainty in identification, grouping and also 
eliminating of the ambiguities & conflicts are among 
the benefits of this work. To perform the data 
combining system, it requires selecting and using the 
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group of techniques harmoniously to achieve the 
best answer. 

In order to apply the intelligent combination of 
data from the viewpoint of data processing, the high 
level method is used.  
These sensors include: 

 Four encoders which are mounted onto the 
motor shafts.  

 Digital compass plus µ-metal to eliminate the 
noise of engines which could completely 
disable the digital compass sensor. 

 the accelerometer sensor which obtains the 
robot's vertical angle in two vertical directions 
robot (using ADXL330 IC which most 
importantly is used to obtain the vertical angle 
(zx, zy) of the robot and to measure the height 
of the distance traversed by the robot). 

 

To use the data provided by these sensors for 
illustrating the map, the following definitions shall 
be considered. 
The break points: whenever the command for the 
robot's movement sent by operator through PC is 
interrupted or the Stop command is transmitted to 
the robot, that place will be considered as break 
point. 

 
Figure 8: Break points for drawing map of robot's 
movement. 

Note 1: the angle and the measure of the 
traversed distance from the previous break point and 
also the vertical distance of the robot from the 
horizontal line of the starting point will be desirable 
at the break point. 

Note2: B3 is also defined as a break point here 
because the robot's movement in the straight 
direction is interrupted although it continued to 
move without changing its direction. 

Note3: having the data about the robot's location 
(angle and the distance) at the break points, in an 
ideal condition we could illustrate the route map of 
robot in an accurate and simple way. This is the 
advantages of the break point definition. 
The movement route: the robot's route of movement 
is obtained through connecting the vectors of break 
points. 

Note4: the specifications stated in note 1, will be 
stored in the side memory of the robot in a special 

arrange. Whenever the investigating operation is 
finished, returning to the starting point could be 
automatically delegated to the robot by using the 
reversed combination of the stored data and  
real time data provided by the sensors 
simultaneously. (Obviously facing changes in the 
environment is unavoidable thus just in the ideal 
situation saved break points are used for returning to 
the start point and in real situation the real time data 
of sensors which could rectify the previous errors 
are used to obtain the new break points.) 

Note5: Advantages of storing the data about 
break points in the side memory: 

 The automatic returning of robot even in cases 
when the operator and the robot are 
disconnected. 

 Access to the data in different steps of 
movement in order to perform the combining 
operation of the data provided by sensors 
(sensor fusion) to obtain a relatively accurate 
mapping. 

 Access to the complete information of the route 
stored inside the memory so that in case the 
robot and PC are disconnected, the 
information could be transferred to PC (after 
returning of the robot). 

6 SENSORS FOR VICTIM 
IDENTIFICATION 

The most important method to identify the victim, is 
using pictures transmitted by the cameras which are 
installed on the robot (three cameras are installed on 
the robot but by using an analog switcher, the 
operator selects one of the pictures provided by one 
of these cameras to be transmitted. 
 And besides we can use: 

 CO2 gas sensors for detecting the victim's 
breathing. 

 Installation of highly sensitive stereo 
microphones on the robot helps the operator to 
find the victim. 

 LM75 IC for measuring the temperature of the 
environment. 

 The non-contact thermometer sensor model 
IL301, with D:S (30:1) for measuring the 
body temperature of the victim from a far 
distance. 

 Also a motion detector is installed on the robot 
which is sensitive to any trivial movement in 
the environment. 
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7 ROBOT MECHANIC AND 
LOCALIZATION 

Firstly, we describe the mathematical equations of 
localization differential mechanism and then by 
using those equations, we could generate  
four-wheeled robot and tracked robot equations with 
acceptable accuracy.  

7.1 Differential Drive 

Figure 9 shows a typical differential drive mobile 
robot. In this design incremental encoders are 
mounted onto the two drive motors to count the 
wheel revolutions. The robot can perform dead 
reckoning by using simple geometric equations to 
compute the momentary position of the vehicle 
relative to a known starting position. 

 
Figure 9: A typical differential drive mobile robot 
(top view). 

20 Part I Sensors for Mobile Positioning For 
completeness, we rewrite the well-known equations 
for odometry below. Suppose that at sampling 
interval I the left and right wheel encoders show a 
pulse increment of NL and NR, respectively. Suppose 
further that: 

Cm = π Dn / n Ce                         (1)

where: 
Cm = conversion factor that translates encoder pulses 
into linear wheel displacement 
Dn = nominal wheel diameter (in mm)  
Ce = encoder resolution (in pulses per revolution)  
n = gear ratio of the reduction gear between the 
motor (where the encoder is attached) and the drive 
wheel. 
     We can compute the incremental travel distance 
for the left and right wheel, ΔUL,i and ΔUR,i 
according to: 

ΔUL/R,i = Cm NL/R,i (2)

     And the incremental linear displacement of the 
robot's center point C, denoted ΔUi, according to: 

ΔUi = (ΔUR + ΔUL)/2 (3)

Next, the robot's incremental change of 
orientation was computed: 

Δθi = (ΔUR - ΔUL)/b (4)

Where b is the wheelbase of the vehicle and 
ideally measured as the distance between the two 
contact points between the wheels and the floor. 

The robot's new relative orientation θi can be 
computed from: 

θi = Δθi-1 + Δθi (5)

And the relative position of the center point 
is: 

xi = xi-1 + ΔUi cos θi (6)
yi = yi-1 + ΔUi sin θi (7)

where: 
xi, yi = relative position of the robot's counterpoint c 
at instant i. 

7.2 Tracked Vehicles 

Yet another drive configuration for mobile robots 
uses tracks instead of wheels. This very special 
implementation of a differential drive is known as 
skid steering and is routinely implemented in track 
form on bulldozers and army vehicles. Such  
skid-steer configurations intentionally rely on track 
or wheel slippage for normal operation (Figure 10), 
and as a consequence provide rather poor 
 dead-reckoning information. For this reason, skid 
steering is generally employed only in tele-operated 
as opposed to autonomous robotic applications, 
where the ability to surmount significant floor 
discontinuities is more desirable than accurate 
odometry information. An example is seen in the 
track drives popular with remote-controlled robots 
intended for explosive ordnance disposal. 

 
Figure 10: The effective point of contact for a skid-steer 
vehicle is roughly constrained on either side by a 
rectangular zone of ambiguity corresponding to the track 
footprint. As is implied by the concentric circles, 
considerable slippage must occur in order for the vehicle 
to turn. 
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7.3 Four-wheeled Vehicles 

Obtaining the robot route map is one of the issues 
about which designer really concern. For this, there 
are simple mathematic equations. The robot route 
map equations parameters are described below. 
These equations are valid while wheels revolutions 
are equal, it means that the robot should go forward, 
backward or rotate at its place and could not use 
these equations in complicate movement. In rotation,     
robot changing angle is calculated and it has no 
movement. 

Table 2: Parameters of movement route for four-wheeled 
robots. 

Dimensional distance traveled by wheel 
for each encoder pulses Ct 

Effective width of robot divided by two O 
Incremental travel distance for the left and 

right wheel in the straight movement 
ΔUR1 = ΔUL1 

Incremental travel distance for the left and 
right wheel in u turn movement 

ΔUR2 = ΔUL2 

Number of pulses received by left and 
right encoder  NR,i = NL,i 

Wheelbase of the vehicle, measured as the 
distance between the two contact points 

(wheels & floor) 
b 

The mathematic equations of robot route 
movement are described below: 

Sin α = O / b    (8)
Cm = лDn / nCe   (9)
ΔUL1 = Cm NL,i  (10)
ΔUR1 = Cm NR,i  (11)
Ct = Cm × Sin α  (12)
ΔUL2 = Ct NL,i (13)
ΔUR2 = Ct NR,i (14)

ΔUi = (ΔUR1 + ΔUL1 ) / 2  (15)
ΔӨi = ΔUR2 / b  (16)
Өi = Өi-1 + ΔӨi  (17)

Xi = Xi-1 + ΔUi cos Өi  (18)
Yi = Yi-1 + ΔUi sin Өi  (19)

If compass sensor or gyroscope use more 
than encoders, ΔӨi parameter is directly obtained 
from sensors and other movement route equations 
shall use without change. 

 
Figure 11: A typical four-wheeled drive mobile robot  
(top view). 

8 MAP GENERATION 

The map generation process, for illustrating the 
route of robot's movement is studied on this part. 
The recorded data, observed by cameras and also the 
piece of information were received by various 
sensors, illustrated on the map of robot movement 
(in form of a general report for the robot 
performance). This part consists of two parts called 
automatic mapping and manual mapping which the 
automatic mapping is chosen as the default. The 
work procedure is as follows: 

Data about shaft encoders exist on the robot, and 
the data received through the digital compass sensor 
are transmitted continuously from robot. The 
computer firstly combines the received data and 
applies a series of error correcting algorithms to 
reduce the errors of shaft encoders (sensor fusion) 
and then the coordinates of the robot in each second 
will be obtained. By using these coordinates, two 
dimensional routes of robot's movement will be 
illustrated. Meanwhile, the data provided by gas and 
voice sensors, transmitted by the robot, will be saved 
in the computer and they will be illustrated on the 
map at the place which they were received. In 
addition, some tools are designed for the operator by 
which the operator can record its observations and 
insert information in the map. 

 
Figure 12: The scheme of the software used to illustrate 
the route map. 
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Figure 13: Symbols which are used in map generating.  

Whenever the operator realizes that at the place 
where the robot locates or at its surroundings, there 
is a stair, wall, door, slope, or a victim, it can locate 
a symbol of what it observes on the route map. 

By using observed environment button and while 
navigating the robot, the operator will mark the 
places visited by the robot to prevent the repetitive 
visiting and then, saves time. For returning to the 
previous situation the operator just need to press 
undo button. 

While working, whenever the robot and the 
computer are disconnected or whenever major errors 
in the coordinates data or the data provided by 
sensors are observed which may caused as a result of 
robot damage, the operator can select the manual 
mapping choice to illustrate the route. In this way, 
he can enjoy the benefits of software in controlling 
the robot and will face fewer errors. 
      In case that operator uses each of the above 
objects in a wrong place, the software has the ability 
to delete the object by a right click or to replace it by 
a left click. The places in white colour show that 
they are observed by the operator. 

While observing an injured person, and placing 
its symbol on the route map, another form will 
appear for the operator in which the operator should 
enter the related data to be recorded and also to be 
used for the next reportages.  

 
Figure 14: Form for recording the victim data. 

9 CONCLUSIONS 

Height adjustment and suspension systems enrich 
the robot to go through the entirely destructed 
buildings; however, it is not possible for it to cross 
some obstacles such as steps. Robot mapping system 
acts perfectly inside the buildings, but in the open 
areas or the rubble it needs to improve. In the 
improvement plan, these limitations must be 
removed. In its final version, laser scanner and radio 
positioning will be installed. The received 
information plus the other sensors data result in a 
better mapping achievement. It order to accelerate 
its movement on the steps and through the obstacles, 
some changes will be applied on the wheels and the 
motion system. 
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Abstract: The man-machine cooperative system is attracting great attention in many fields, such as industry, welfare
and so on. The assisting system must be designed so as to accommodate the operator’s skill, which might
be strongly affected by the fatigue. This paper presents a new fatigue recognizer based on the Electro Myo-
Gram (EMG) signals and the Stochastic Switched ARX (SS-ARX)model which is one of the extended model
of the standard Hidden Markov Model (HMM). Since the SS-ARX model can represent complex dynamical
relationship which involves switching and stochastic variance, it is expected to show higher performance as
the fatigue recognizer than using simple statistical characteristics of the EMG signal and/or standard HMM.
The usefulness of the proposed strategy is demonstrated by applying to a peg-in-hole task.

1 INTRODUCTION

The man-machine cooperative system is attracting
great attention in many fields, such as manufacturing,
medicine, welfare and so on. The main purpose of
assisting system is to reduce physical burden of the
operator. Since a human skill is strongly affected by
fatigue of the operator, the assisting system must be
designed so as to accommodate with the change of
skill characteristics caused by fatigue. To meet this
requirement, fatigue must be detected and evaluated
based on some quantitative manner. One of the ba-
sic ideas to evaluate the degree of fatigue is to mea-
sure physiological signals, such as the density of lac-
tic acid in blood. This approach, however, requires
the operator to stop the task, to take special examina-
tion and to be injured for sampling.

Recently, Electro Myo-Gram (EMG) signal is rec-
ognized as a promising one to measure the degree
of physical fatigue without any special examination.
EMG signal can be easily detected by only putting
the probe on surface of the corresponding muscle.
The relationship between the fatigue and the change
of features such as Muscle Fiber Conduction Veloc-
ity (MFCV), magnitude, spectrum of EMG and so
on are reported (Sadoyama and Miyano, 1981; Lip-
pold et al., 1960; Arendt-Nielsen and Mills, 1988;
D. K. Kumar and Bradley, 2003). Although these
previous researches enable us to characterize the re-
lationship between fatigue and the statistical charac-

teristics of the EMG signal, their applications have
been restricted in simple monotonous motion because
those measures are developed under the Maximal Vol-
untary Contraction (MVC) condition. If the target
task is more complex, fatigue recognition based on
these features turns difficult cause of large variance
of the measured signals in dynamic motion. To over-
come this problem, a model-based approach, which
can reflect the effect of the dynamic motion, must be
exploited for the fatigue recognition.
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Figure 1: SS-ARX model (three states).

This paper presents a new fatigue recognizer
based on the EMG signals and the Stochastic
Switched ARX (SS-ARX) model. The SS-ARX
model (Sekizawa et al., 2007) can be regarded as an
extension of standard Hidden Markov Model (HMM)
wherein each Auto Regressive eXogenous (ARX)
model is embedded in each discrete state of the
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HMM. In the proposed framework, we pay attention
not only to the measured signal itself but also to the
dynamic relationship between the EMG signals and
motion, i.e. movement of the tool. Since the SS-
ARX model can represent complex dynamics, which
involves switching and stochastic variance, it is ex-
pected to show higher performance as the fatigue rec-
ognizer using standard HMM. This advantage is more
emphasized when the target task becomes much more
complex. Furthermore, we demonstrate the useful-
ness of the proposed strategy by applying to a peg-in-
hole task. A comparison with standard HMM is also
discussed.

2 STOCHASTIC SWITCHED ARX
MODEL

SS-ARX model is defined as the system wherein one
autoregressive exogenous (ARX) models is switched
to the other one according to the state transition prob-
ability(Sekizawa et al., 2007). Figure 1 shows the SS-
ARX model with three states.

This model can be regarded as the model wherein
each ARX model is embedded in each discrete state
of standard HMM. In the following, the definition
and three important problems of the SS-ARX model
are briefly reviewed (see detail in (Sekizawa et al.,
2007)).

2.1 Parameters in SS-ARX Model

The parameters in SS-ARX model are specified as
follows:

• Si: Discrete state(i=1,2, · · · ,N)

• ai j: State transition probability(i=1,2, · · · ,N; j=
1,2, · · · ,N)

• πi: Initial state probability(i=1,2, · · · ,N)

• θi: Parameters in ARX assigned toSi (i =
1,2, · · · ,N)

• σi: Variance of equation errorei,t in ARX model
assigned toSi(i=1,2, · · · ,N)

N denotes the number of discrete states. We denote
the set of parameters in the SS-ARX model byλ=
(πi,ai j,θi,σi).

2.2 Three Fundamental Problems

To address several fundamental problems listed be-
low, the measured signal and its occurrence probabil-
ity are defined for SS-ARX model as follows: First
of all, a measured signalol,t at time t is defined as

combination of the outputyl,t and the regressorψl,t ,
that is,ol,t =(yl,t ,ψl,t ). Wherel is index of observed
sequences, i.e. the index of trials. Then, its occur-
rence probabilitybi(ol,t) is defined by assumption of
the Gaussian distribution of the equation error, and is
given by

bi(ol,t) =
1√

2πσi
exp

{

−
(θT

i ψl,t − yl,t)
2

2σ2
i

}

. (1)

Based on these definitions, the following three
fundamental problems can be addressed for SS-ARX
model.

1. Evaluation problem
The probabilityP(Ol|λ) that the measured signal
sequenceOl =(ol,0,ol,1, · · · ,ol,t , · · · ,ol,T ) occurs
from the modelλ=(πi,ai j,θi,σi), that probability
is called as likelihood, is calculated. This prob-
lem can be solved by applying Forward algorithm
(Rabiner, 1989).

2. Decoding problem
The most likely underlying state se-
quence s = (sl,0,sl,1, · · · ,sl,t , · · · ,sl,T ), which
yields the measured signal sequence
Ol = (ol,0,ol,1, · · · ,ol,t , · · · ,ol,T ), is found for
the modelλ=(πi,ai j,θi,σi). This state estimation
can be realized by applying Viterbi algorithm
(Rabiner, 1989).

3. Estimation problem
The model parameter λ = (πi,ai j,θi,σi),
which gives the highest occurrence prob-
ability for the measured signal sequence
Ol=(ol,0,ol,1, · · · ,ol,t , · · · ,ol,T ), is estimated.

EMG1

EMG2X

Z

Y

Figure 2: Data acquisition of peg-in-hole task.

The solution for problems 1 and 2 are same as
ones for standard HMM. However, the parameter es-
timation algorithm for the SS-ARX model requires
some extension to the one for standard HMM. The
concrete parameter estimation algorithm for the SS-
ARX model can also be derived based on the EM al-
gorithm. The resulting parameter update law ofθθθi is
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given as follows:

θ′i =

{

T

∑
t=0

L

∑
l=1

klψl,tψ
T
l,tα(l, i,t)β(l, i,t)

}−1

×
{

T

∑
t=0

L

∑
l=1

klψl,tyl,tα(l, i,t)β(l, i,t)

}

(2)

wherekl is defined by 1/P(Ol|λ), andα(l, i,t) and
β(l, i,t) are the forward probability and the backward
probability of SS-ARX model, which resemble them
of HMM respectively. Other update laws and its
derivation are written in our previous study (Sekizawa
et al., 2007).

Note that this model is applicable not only to the
linear dynamics but also to a certain class of nonlinear
dynamics, which may include switching mechanism.
This benefit strongly motivates us to apply to the mod-
eling and recognition of complex human skill.

3 EXPERIMENT SETUP AND
DATA ACQUISITION

The fatigue recognizer is realized using SS-ARX
model, and applied to the peg-in-hole task shown in
Fig. 2. The peg-in-hole task is widely known as the
typical skill which involves the switching in the dy-
namics caused by change of the contact configuration
(Hirana et al., 2004; Ricker et al., 1996). In this work,
the peg is supposed to move only onX −Z plane. The
mechanical arm in Fig. 2 provides no assisting force.
As shown in Fig. 2, examinee holds the peg by grasp-
ing the end of the arm. There is no clearance between
the rubber hole and peg. This implies that much force
is required to accomplish the peg insertion. The ex-
aminees execute the task following the scenario de-
picted in Figure 3.

HoleHoleHoleHole

PegPegPegPeg

Contact

Sliding
Up righting

Step. I Step. II Step. III

Terminate

Step. V

Insert

Step. IV

Figure 3: Typical motion of peg.

Table 1: Model parameters of examinee A (case of non-
fatigue).

State transition probability
ai j i = 1 i = 2 i = 3 i = 4

j = i 0.962 0.956 0.959 1
j = i+1 0.038 0.044 0.041 0

ARX-model parameters

θi1 θi2 θi3 θi4 σi

state1 0.404 0.134 0.042 0.549 0.005
state2 0.466 -0.166 0.031 0.472 0.006
state3 0.961 -0.088 0.006 -0.012 0.010
state4 0.189 -0.008 -0.014 0.014 0.004

Table 2: Model parameters of examinee A (case of fatigue).

State transition probability

ai j i = 1 i = 2 i = 3 i = 4
j = i 0.978 0.923 0.950 1

j = i+1 0.022 0.077 0.050 0

ARX-model parameters
θi1 θi2 θi3 θi4 σi

state1 0.945 -0.091 0.006 0.052 0.007
state2 1.071 0.347 0.229 -0.200 0.013
state3 0.984 0.029 -0.056 -0.021 0.005
state4 0.180 0.002 0.040 0.003 0.003

Step. I The peg goes down vertically until it con-
tacts with the surface of stage.

Step. II The peg slides to top of hole on the surface
with keeping contact.

Step. III The operator uprights the peg for preparing
the insertion.

Step. IV The peg is inserted firmly to the end of the
hole.

Step. V Terminate.

Furthermore, the operators are well trained so as
to be able to ignore the effect of experiences. The data
for parameter estimation and recognition are acquired
by the procedure shown in Fig. 4.

As a whole, twenty five data are acquired for ver-
ification of recognition. Examinees are expected to
be more fatigued in the latter trials. Three examinees
followed this procedure.

During the experiment, the position of the pegpZ
and two EMG signals at different locations shown in
Fig. 2 (Extensor carpi ulnaris and Triceps brachii
muscle) are measured every 1[msec]. The reason why
these muscles are chosen is that these are well related
with a force along with direction of peg insertion. The
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Figure 4: Data acquisition procedure.
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Figure 5: Example of signalsEMG1, EMG2 andpZ (exam-
inee A, case of non-fatigue).

EMG signals are amplified with a gain of 1000 (Bio-
metrics Ltd; SX230). Examples of measured EMG
signals are shown in Fig. 5 together withpZ.

In addition, the EMG signals are transformed to
feature values by using the moving integral and nor-
malized using the minimum and maximum values in
trial 1 of DatasetNF , and also decimated by 20. In
the following,E1 andE2 are used to denote the nor-
malized feature values of theEMG1 andEMG2, re-
spectively.

4 PARAMETER ESTIMATION
RESULTS

In this section, the parameters of SS-ARX model are
estimated based on learning data and the parame-
ter update algorithm described in section 2. First of
all, the signals and parameters appearing in the ARX
model in the statek are defined as follows:

yt=pZ(t) (3)

ψt={pZ(t −1),E1(t −1),E2(t −1),1} (4)

θT
k ={θk1,θk2,θk3,θk4} (k = {1,2, · · · ,N}) (5)

θθθk is the coefficient vector in the ARX model at
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Figure 6: State transition, feature value of EMG, and
pZ(examinee A).

statek. For reduction of the computational burden
and complexity, the analysis is restricted in the mo-
tion alongZ-axis which requires much more muscle
force than other direction in the insertion task. Fur-
thermore, the number of states is set to beN = 4 by
try and error, and the left-to-right SS-ARX model is
adopted.

The parameters of SS-ARX model of non-fatigue
case,λNF is estimated using Data setNF . On the
other hand, the parameters of SS-ARX model of fa-
tigue case,λF is estimated using Data setF . 500
sets of initial parameters for the SS-ARX model were
tested in the parameter estimation algorithm to find
semi-optimal parameters. The parameter estimation
results are shown in Tables 1 and 2.

Although we can see big difference in parameters
between two models, this is partly because the physi-
cal meaning of the state in each model differs.

In Figs. 6 and 7, the estimated state transition, nor-
malized feature values of EMG signals, and the com-
parison between the observedpZ and calculated one
using the estimated model are depicted from the top.
The top figure represents the estimated state transi-
tion using Viterbi algorithm (Note that the state tran-
sition is not measured explicitly in our framework).
The bottom figure indicates that the observed output
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Figure 7: State transition, feature value of EMG, and
pZ (examinee B).

agree well with the calculated output. Thus, the accu-
racy of the SS-ARX model can be verified.

Also, the steps in the motion of the peg (II to V)
are superimposed in the bottom figure. Intuitively, the
state transition scenario must be associated with the
switching occurred in the real task. Thus, we can see
that the state definition ofλF is different from one
of λNF . In addition, we can see the big difference in
the profiles of theE1 andE2 in the case of examinee
A, however, the differences are not clear in the case
of examinee B as shown in Fig. 7. In this case, it
seems almost impossible to discriminate fatigue and
non-fatigue cases only by looking at the profiles of
E1 andE2 and the state transition in each case. How-
ever, Since the SS-ARX model explicitly includes the
dynamic relationship betweenE1, E2 and pZ, the fa-
tigue recognition can be realized even in such a case
as shown in the next section.

5 FATIGUE RECOGNITION

In this section, fatigue is recognized using the two
models estimated in the previous section. The log-
likelihood values of the measured data over the two

Results
Fatigue or Non-fatigue

No fatigue model ( λNF ) Fatigue model ( λF )

Recognition    

Observation

P(Ol|λNF) P(Ol|λF)

DLL = log{P(Ol | λNF)}-log{P(Ol | λF)}

Figure 8: Proposed Recognition Scheme

models are computed and compared to recognize the
degree of fatigue of examinee. The illustrative dia-
gram of the proposed scheme is shown in Fig. 8. The
degree of fatigue of each examinee is evaluated by
the difference of two log-likelihood values (denoted
by DLL) given as follows:

DLL = log

{

P(Ol |λNF)

P(Ol|λF)

}

= log{P(Ol |λNF)}− log{P(Ol|λF)} (6)

whereOl is the measured sequence. log{P(Ol |λ)},
which is log-likelihood of the measured sequence
over the model, can be easily calculated by using For-
ward algorithm introduced in section 2.

We can see the clear tendency that theDLL goes
down according to increase of the trial number. In ad-
dition, the trial when theDLL across zero is regarded
as the turning point from ‘non-fatigue trial’ to ‘fatigue
trial’. Thus, the degree of fatigue of the examinee can
be evaluated in quantitative manner.

Table 3: Correlationr between theDLL and trial number.

Exam. SS-ARX HMM
Exam.A -0.80 -0.77
Exam.B -0.83 -0.25
Exam.C -0.77 -0.62
Exam.D -0.62 -0.65
Exam.E -0.93 -0.85

Finally, some discussions on the comparison with
the standard HMM are given in the following. For the
comparison, the number of states of the HMM were
set to 8 (left-to-right structure), although the proposed
SS-ARX model has 4 states. In the numerical exper-
iments, the 4-state HMM did not work at all as the
fatigue recognizer. The measured signalsE1, E2 and
pZ were vector quantized by using 32 symbols. Here,
a correlation of five examinees between theDLL and
data number, which is regarded as a typical index to
evaluate the relationship between theDLL and degree
of fatigue, is calculated and shown in Table 3. This
result implies that the growth ofDLL calculated by
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Figure 12:pZ and state transition of trial 1 of examinee B(in
the case of HMM).

SS-ARX has stronger correlation with the increase of
trial number compared with that of standard HMM
(except examinee D.) This comes from the fact that
the HMM cannot capture the accurate dynamic char-
acteristics underlying the measured signals compared
with the SS-ARX model.

The recognition performances of the standard

HMM and the SS-ARX model are compared using the
profile of examinee B in the following. The recogni-
tion result of the HMM of examinee B is shown in
Fig. 11. Also, the calculatedpZ and estimated state
transition obtained by Viterbi algorithm are shown in
Fig. 12.

In Fig. 11, obtainedDLL does not related to trial
number apparently. According to this result, it is al-
most impossible to discriminate between fatigue tri-
als and non-fatigue trials. Therefore, the degree of
fatigue does not seem to be recognized by standard
HMM for examinee B.

6 CONCLUSIONS

This paper has presented a new fatigue recognizer
based on the EMG signals and the stochastic switched
ARX (SS-ARX) model. Since the SS-ARX model
can represent complex dynamics which involves
switching and stochastic variance, high performance
as the fatigue recognizer was achieved. And the use-
fulness of the proposed strategy was demonstrated by
applying to a peg-in-hole task. The design of adap-
tive assisting system which can accommodate with
the change of skill characteristics caused by fatigue
is our future work.
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Abstract: Although numerous nonholonomic control methods have been proposed, few is known about the advantages
and disadvantages of each method. So in this paper an automatic parking system is used as a benchmark to
test several typical nonholonomic control approaches experimentally. The emphasis is put on the applicability
and control performance.

1 INTRODUCTION

Since the last decade nonholonomic control has been
studied extensively and numerous methods have been
proposed. However, no experimental comparison was
reported up to date to the knowledge of the author. So
in this paper the automatic parking problem will be
used as a benchmark to test several typical nonholo-
nomic control approaches experimentally.

The methods to be tested are (1) Khennouf-
Wit method (H.Khennouf and Wit, 1996), (2)
Astolfi’s method (Astolfi, 2000), (3) Sordalen-
Egeland method (Sordalen and Egeland, 1995), (4)
Ikeda-Nam-Mita method (Ikeda et al., 2000), (5)
Jiang’s Method (Jiang, 2000) and (6) Liu-Sampei
method (Sampei and et al., 1995; Liu et al., 2006).

The following specifications are used for compar-
ison: (1) applicability to automatic parking subject
to steering angle and parking space constraints, (2)
safety, (3) convergence performance of each variable,
(4) oscillatory behaviour during the parking control
process.

2 MODEL AND EXPERIMENT
SET-UP

The plant is a rear-drive 4-wheeled car illustrated in
Fig. 1. Subject to the assumption that no side slip
occurs, the kinematic model is described by

ẋ = u1cosθ, ẏ = u1sinθ, θ̇ = u1
1
L

tanφ (1)

x,y
u1

L

x

y

0

θ

φ

Figure 1: Model of 4-wheeled car.

in which L denotes the wheel base,(x,y) is the posi-
tion of the center of rear wheel,θ is the orientation
angle with respect tox axis. Further,φ andu1 denote
the steering angle and driving velocity respectively.
Here

η = tanφ
and the driving velocityu1 are regarded as the control
input.

As real cars are subject to limitation of steering
angle, the steering angle will saturate when the de-
signed steering angle surpasses this limitation. That
is, when the limit of steering angle is given by

φ ∈ [−φmax,φmax], φmax > 0 (2)

the real inputη becomes

η =

{

η∗, |φ| ≤ φmax
sgn(η∗)|ηmax|, |φ| > φmax

(3)

where η∗ = tanφ∗ denotes the designed input and
ηmax = tanφmax.
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Applying the following variable transformation

z0 = x, z1 = y, z2 = tanθ (4)

as well as input transformation
{

v0 = u1cosθ
v1 = 1

L η∗(1+ tan2 θ)u1 (η∗ = tanφ)
(5)

to the system (1) leads to a 3rd order chained system:

ż0 = v0, ż1 = z2v0, ż2 = v1. (6)

Most of the 6 methods are built with respect to this
chained system.

The prototype motor car used in experiment is
shown in Fig.2, in which the garage and road are in-
dicated by the white lines.

LED 

Figure 2: Experiment system.

Numerous parking experiment have been con-
ducted and two sets of them will be shown (Table 1).

Table 1: Initial values.

x(0) y(0) θ(0)
Experiment 1 37[cm] 20[cm] 85[deg]
Experiment 2 41[cm] 16[cm] 33[deg]

In experiments, the designed driving velocity and
steering angle are applied to their closed loop systems
as reference input. Also in all figures of responses
the solid, dotted lines show the measured data and the
computed reference, respectively.

3 KHENNOUF-WIT METHOD

The input is given by

v =

[

v0
v1

]

= 2 f
S(z)
W (z)

[

−z2
z0

]

− k

[

z0
z2

]

(7)

in whichS(z) andW (z) are

S(z) = z1(t)−
1
2

z0(t)z2(t), W (z) = z2
0 + z2

2. (8)

The closed loop system satisfies

W = W (z(0))exp(−2kt), S = S(z(0))exp(− f t) (9)

when this input is applied to system (6). Therefore,
W,S,z0,z1,z2 converge to zeros.

The results are illustrated in Fig. 3, 4. This method
is good at controllingx,y,θ to zeros. However, in ex-
periment 1 the car moved away from the garage to the
position(46,77) before backing into the garage. This
causes a safety problem. The phenomenon happens
because the driving velocity is determined automati-
cally and it can not be predicted where the car will
make a turn. In this sense this method cannot be ap-
plied to parking control when the initial orientation
angle is large.
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Figure 3: Khennouf-Wit method: Experiment 1.
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Figure 4: Khennouf-Wit method: Experiment 2.
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4 ASTOLFI’S METHOD

This approach is proposed by Astolfi(Astolfi, 2000).
First, the next coordinate transformation (σ-process)

y1 = z0, y2 = z2, y3 = z1/z0 (10)

is introduced to make the chained system (6) discon-
tinuous. The transformed system is

ẏ1 = v0, ẏ2 = v1, ẏ3 =
y2− y3

y1
v0. (11)

When

v0 = −ky1, k > 0 (12)

is applied,y1 is stabilized and
[

ẏ2
ẏ3

]

=

[

0 0
−k k

][

y2
y3

]

+

[

1
0

]

v1 (13)

is controllable. Hence, a linear feedback

v1 = − f2y2 + f3y3, f2 > k, f3 > f2 (14)

can stabilizey2, y3. As a result, the original states
z1,z2,z3 are also stabilized.

The responses are shown in Figs. 5 and 6. As is
seen from the measured data, the(x,y) path is pretty
smooth, but the steering angle does not converge to
zero. Further, they coordinate moves to the oppo-
site side when the initial orientation angleθ is over
80[deg] (Fig. 5), which may cause a safety problem.
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Figure 5: Astolfi’s method: Experiment 1.

5 SORDALEN-EGELAND
METHOD

Sordalen-Egeland method uses a periodicv0 to drive
the car and during this motion a time-varyingv1(t) is
applied to attenuatez1,z2 exponentially.
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Figure 6: Astolfi’s method: Experiment 2.

The control law is as follows: let the period beT
andZ2 = (z1,z2)

T , setv0(t) in iT ≤ t < (i+1)T as

v0(t) = k(z(iT )) f (t) (15)

in which f (t) = 1
2(1−cos2πt/T), G(Z2) = c‖Z2‖

1/2
2 ,

k(z(iT )) = sat(−[z0(iT )+ G(Z2)sgn(z0(iT ))]β, K).

Hereβ > 0 ,K > 0 ,c > 0 are design parameters and
sat(x,K) is a saturation function ofx with peak value
K. On the other hand, iniT ≤ t < (i + 1)T v1(t) is
determined as 0 whenz0(iT ) = 0, and

v1(t) = [γ2,γ3]Z2, (z0(iT ) 6= 0) (16)

where γ2 = −λ − f 3(t)λ, γ3 = [−λ2 f (t) −
2λ ḟ (t)] f (t)/k(z(iT )) andλ > 0 is a parameter.

The results are shown in Fig. 7. The experiment
failed when the initial orientation angleθ is around
80[deg] because the car moves out of the sensing
range of PSD camera with an approximately 0[deg]
steering angle. Moreover, the tuning of parameter is
rather difficult since there are many parameters in the
control law. The oscillation in response in intrinsic to
this method. So this method is not suitable for parking
control.
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Figure 7: Sordalen-Egeland method: Experiment 2.

6 IKEDA-NAM-MITA METHOD

The control procedure of this method is divided into
two steps. In step 1, the input is determined as

v0 = −λ2
z1

z2
, v1 = −λ1z2, λ2 > λ1. (17)

Then the closed loop system becomes

ż0 = −λ2
z1

z2
, ż1 = −λ2z1, ż2 = −λ1z2 (18)

and(z2,z1) → 0. Note thatz1/z2 is bounded ifλ2 >
λ1. In step 2, the input is switched to

v0 = −λ3z0, v1 = −λ1z2 (19)

oncez2 is sufficiently close to zero. The correspond-
ing closed loop system changes to

ż0 = −λ3z0, ż1 = −λ3z0z2, ż2 = −λ1z2 (20)

and (z0,z2) → 0. In this processz1 will not deviate
far away from 0 because the initial values ofz1,z2 are
sufficient small due to the control in step 1. In the
experiment, the input is switched back to step 1 ifz2
deviates far away from zero due to disturbance.

In the experiments, the input of step 1 is used if
|θ| ≤ 0.1[rad]. Otherwise the input of step 2 is used.

As can be seen from Fig.8 and 9, this method is
able to controlx,y,θ to zeros pretty good. But in the
first experiment, the car moves back and forth four
times around thex axis. However, compared with
Khennouf-Wit Method the change of the direction of
the driving velocity occurs only in positions that are
far away from the origin, it is not so severe a draw-
back.
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Figure 8: Ikeda-Nam-Mita method: Experiment 1.
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Figure 9: Ikeda-Nam-Mita method: Experiment 2.

7 JIANG’S METHOD

In (Jiang, 2000) Jiang Proposed a robust exponential
regulation method for a class of nonholonomic sys-
tems with uncertainty.

First, a rotation of(x,y) coordinate is introduced
to avoid singularity in the transformation to canonical
form

x0 = θ, x1 = xsinθ− ycosθ

x2 = xcosθ+ ysinθ, u0 = u1
1
L

tanφ. (21)

This transformation brings (1) into

ẋ0 = u0, ẋ1 = x2u0, ẋ2 = u− x1u0. (22)
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Further, a state scaling

z1 =
x1

x0
, z2 = x2 (23)

is introduced. Then based on backstepping, the fol-
lowing control input are obtained:

u0 = −λ0x0 (24)

u1 = −[λ2 + λ0(λ1 +1)+
λ0

4
(x2

0−1+ λ1+ λ2
1)]

×(z2− (λ1+1)z1), λ0, λ2 > 0, λ1 > 1.

It is clear from the Figs.Please place \label
after \caption and Please place \label after
\caption that the car moves back and forth near
the garage which may cause safety problem. Also,
the steering angle is quite oscillatory and so is the ori-
entation angle as its consequence.
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Figure 10: Experiment 1(x(0)=64.7[cm], y(0)=42.8[cm],
θ(0)=70[deg]).

8 LIU-SAMPEI METHOD

This method(Liu et al., 2006) evolved from Sampei’s
method(Sampei and et al., 1995). Its essence is to at-
tenuate the orientation angleθ andy coordinate while
drive the car back and forth on the allowed road, then
finally park the car into the garage. A distinguishing
feature of this method is that the driving velocity can
be determined freely.

Let z∗2 be

z∗2 = −C1sgn(v0)z1, C1 > 0 (25)

and determine the control inputv1 as

v1 = −C1z2|v0|− z1v0−C2(z2− z∗2)|v0|. (26)
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Figure 11: Experiment 2(x(0)=57.3[cm], y(0)=31.4[cm],
θ(0)=39[deg]).

Then the derivative of Lyapunov functionV =
1
2z2

1 + 1
2(z2 − z∗2)

2 satisfiesV̇ = −C1z2
1|v0| −C2(z2 −

z∗2)
2|v0| which is negative semidefinite. Hence, the

convergence of(z1,z2) is guaranteed.
The inputv0 is selected as follows: (1) Takev0

arbitrarily if z2
1+(z2−z∗2)

2 > γ. (2)v0 =−sgn(z0)|U |
when z2

1 +(z2 − z∗2)
2 < γ so as to stabilizez0. Here,

U is given by

U =

{

umaxβcos(θ) i f
√

x2 +y2 ≥ βumax
√

x2 +y2βcos(θ) i f
√

x2 +y2 < βumax
(27)

umax is the maximum of driving velocity andβ is
a deceleration factor.

The experiment data are illustrated in Fig. 12, 13.
This method can stabilizex,y,θ from any initial state
and provides the best performance for parking con-
trol.

9 CONCLUDING REMARKS

The applicability of 6 typical control methods for
chained system has been tested experimentally by us-
ing an automatic parking benchmark. The results in-
dicate that Astolfi’s method(Astolfi, 2000) and Ikeda-
Nam-Mita method(Ikeda et al., 2000) may be ap-
plied to parking control when the initial orientation
angle is not too big. It is noted that in Astolfi’s
method the steering angle does not converge to zero.
Liu(Liu et al., 2006)-Sampei(Sampei and et al., 1995)
method is applicable to any situations. Meanwhile,
Khennouf-Wit method and Jiang’s method should be
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Figure 12: Liu-Sampei method: Experiment 1.
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Figure 13: Liu-Sampei method: Experiment 2.

used with care due to safety concern. Sordalen-
Egeland method is not suitable for parking control un-
der steering angle and parking space limitation.

It is also worth noting that all methods, except
Liu-Sampei and Ikeda-Nam-Mita methods, guaran-
tees asymptotic stability, but their performances are
not as good as those of Liu-Sampei and Ikeda-Nam-
Mita methods. The author feels that the degrading of
performance is caused by killing the freedom of con-
trol (the driving velocity) in order to prove the asymp-
totic stability. In contrast, both Liu-Sampei method
and Ikeda-Nam-Mita method use switching of con-
trol input which provides the control flexibility and
leads to better performance, although it is very dif-
ficult to show their asymptotic stability. The author

strongly believe that control design based on asymp-
totic/exponential stability point of view is not suitable
for this class of control problems, the emphasis should
be put on improving the performance instead.
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Abstract: The wavelet transformation is a well known method in several engineering fields. In image processing and 
pattern recognition the wavelet transformation is used for the recognition of object shapes by deriving so 
called wavelet descriptors. In this context the Mexican Hat as well as the Haar function were used as mother 
wavelets. To derive wavelet descriptors the methods use a periodical angle function derived from the 
contour polygon. The angle function describes an object shape by calculating the angle changes along the 
object contour beginning from a given starting point. Since object shapes are described by polygons, the 
angle function is step-shaped and therefore it includes discontinuity at the existing polygon corners. This 
causes big changes of the Haar wavelet descriptors if the positions of the polygon corners change due to 
small changes of the object shape. Such changes can be caused at least by digitalization or binarization 
errors. The Mexican Hat wavelet descriptors are more adapted and suffer however from small changes. In 
this paper we present the results of the comparison between both methods in there accurateness of 
describing object shapes. 

1 INTRODUCTION 

The automatic recognition of objects, their 
classification or representation is a very important 
task in the field of image processing and pattern 
recognition. In particular, the recognition of object 
shapes is a commonly needed process in many 
applications in this area (Grenander, Chow and 
Keeman, 1991), (Belongie, Malik and Puzicha, 
2001), (Fergus, Perona and Zisserman, 2003). The 
recognition of weed species classes in agricultural 
applications is one of the interesting examples for 
the importance of object recognition using shape 
information, since the shapes of weed species 
change according to the growing stages of the weeds 
(Nabout, Nour Eldin, Gerhards, Su and Kühbauch, 
1994). 

The most known method for the above 
mentioned task uses the Fourier analysis (Zahn and 
Roskies, 1972). The method is used to obtain a 
number of coefficients, called Fourier descriptors 
(FD) to describe a given object shape. The 
recognition can be done through the comparison 
between the FD of the unknown object with those of 
the stored object samples using minimum distance or 

Fuzzy methods (Nabout, 1993). In (Nabout and 
Tibken, 2004, 2005, 2007 and 2008) we established 
an alternative method using Wavelet transformation. 
Similar to the FD we applied Wavelet descriptors 
WD using the Mexican Hat or Haar function as 
mother Wavelet. 

In this paper we conclude the derivation of 
wavelet descriptors for both cases and compare the 
results of these different implementations in order to 
find out the appropriate Wavelet building set. To 
represent a given object shape we will show the right 
way how to apply a periodical angle function using 
the polygon data of a given object shape. This angle 
function must be free from any singularity which 
might arise due to object rotations. For that reason 
the paper shows the derivation of the angle function 
for a simple geometric object. To obtain a suitable 
number of WD we normalized the angle function 
over the interval 0 2π  and derived a wavelet 
building set in the same interval. The results are 
shown on the basis of different characters to 
illustrate the different steps. We also present some 
results related to the recognition of weed species in 
plant fields. The paper is organized as follows: 
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Section 2 addresses the derivation of the angle 
function and describes the problem of singularity. 
Section 3 introduces the continuous Wavelet 
transformation. The derivation of the WD using 
Mexican Hat as well as Haar function is presented in 
section 4. In section 5 the results of applying the 
new method are demonstrated and discussed. In this 
context the minimum distance approach is described, 
which is used to compare two different WD sets. In 
section 6 the starting point problem is discussed.  

2 SHAPE DESCRIPTION USING 
AN ANGLE FUNCTION 

To derive an angle function we use the polygon 
information of a given object shape derived after 
contour extraction and approximation (Nabout, 
1993). Fig. 1 shows the example of a triangle shaped 
object (a) and his derived angle (red) and periodical 
angle functions (green) (b). 

 

 
Figure 1: Polygon of triangle shaped object (a) and the 
angle functions of the given shape (b). 

To obtain the angle function we calculate the 
angle differences between the absolute angles at 
every position on the given polygon and the absolute 
angle of the polygon at the starting point. It should 
be noted that the starting point depends on the 
object’s position and orientation in the image. The 
calculation of the angle differences must take into 
account that the absolute angles can change 

according to the object rotation. In some cases small 
object rotations cause significant changes in absolute 
angles. We denote this problem as singularity 
problem (Nabout, Tibken, 2008). 

To avoid any singularity, we calculate all 
absolute angles of the polygon edges with respect to 
the x-coordinate as given in Fig. 1. The absolute 
angles of a polygon edge PP  are always positive 
and can be computed using the polygon data as 
follows: 

if x ! x  
 if y ! y  
 { 
  ω tan y y x x⁄  
  if x x  ω ω π 
  else if y y  ω ω 2π 
 } 
 else if x x  ω 0, else ω π 
    2⁄ ,   3 2⁄  

where x , y  and x , y  are the coordinates 
of the polygon corners P  and P . To obtain the 
angle function we then calculate the angle 
differences as 

α ω ω  
if α π & α 2π  α 2π α  

else if α 2π & α π  α 2π α  
else α α  

where ω  is the absolute angle of the polygon edge 
PP  and ω  the absolute angle of the first polygon 
edge P P . According to this definition, we obtain 
for the example in Fig. 1.a the angle differences 
0 , 139 , 230 , which correspond to the radian 

values 0, 2.4, 4.0  as shown in Fig. 1.b. 
The angle differences are negative in clockwise 

direction. The angle function f l  (red colored 
function in Fig. 1.b) can be derived by calculating 
the value of α  for every position specified by the 
parameter l, where l  is the contour length measured 
from the starting point up to the current contour 
position. The derived angle function is defined on 
the interval 0, L , where L is the total length 
(circumference) of the given contour polygon and 
can be scaled on the 0,2π -interval using the 
following parameter transformation: 

, ⁄  (1) 

with 

⁄  (2) 

we receive a periodical angle function (green 
colored function in Fig. 1.b) f t  with a period of 
2π.   
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3 WAVELET TRANSFORMATION 

Similar to the FT, the WT uses elementary 
functions, called wavelets, to describe a given 
signal. In contrast to the FT, which uses harmonic 
functions with different frequencies, the WT uses 
only one basis wavelet (mother wavelet) to derive 
the reconstruction signals (Daubechies 1992). 
Through dilatation, compression and shifting of the 
mother wavelet, we derive new variants of this 
signal which together constitute the so-called 
wavelet building set. Equation (3) describes the 
general derivation of wavelets Ψ , t  from the 
mother wavelet Ψ t  (Daubechies, 1992). 

Ψ , | |  Ψ
t b
a  (3) 

where a is the compression or dilatation parameter 
and b  is the shifting parameter. Fig. 2 shows the 
mother wavelet based on the Haar function and 
some derived variants resulting from compression, 
dilatation and shifting using (3). Fig. 3 shows the 
equivalent Mexican Hat functions. 

The function Ψ can be scaled over the interval 
0, 2π  similar to the periodic angle function. 

 
Figure 2: Wavelet building set based on Haar function. 

Based on (3), the following equation shows the 
coefficient of the continuous Wavelet transformation 
W f a, b  for the derived angle function f t  
given in (2). 

,

| | ⁄ Ψ  
(4) 

 

 
Figure 3: Wavelet building set based on Mexican Hat 
function. 

Replacing the function Ψ  in (4) by the scaled 
Haar function and setting the integration limits to 
0, 2π , we obtain the following expression: 

H , | | ⁄
⁄

⁄
 

(5) 

After executing the integrals in (5) we receive 
the following expression: 

H , | | ⁄

2

2
4  

(6) 

where i, j, k are the indices of the polygon edges 
according to the position of the current used Haar 
function within the interval 0, 2π  and α  are the 
calculated angel differences (Nabout, Tibken, 2007). 

Simlar to (5) we receive (7) when we replace the 
function Ψ  in (4) by the scaled Mexican Hat 
function. 

 

Ψ
1 0, 0,5
1 0,5, 1
0
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, | |
2| | 

2 | |

2| |

2 2| |  

(7) 

where 

√
,

√
,

√
.  

 
In (6) and (7) the terms which include the angle 

differences α  are adequate to describe a given 
object shape. 

We denote WHf a, b  as Haar Wavelet 
descriptor (H-WD) and WMf a, b  as Mexican Hat 
Wavelet descriptor (MH-WD). 

4 DERIVATION OF WAVELET 
DESCRIPTORS 

To obtain suitable WD for representing a given 
object shape we vary the values of the compression 
or dilatation parameter a and the shifting parameter 

 according to the following equations: 

a r
2π
m ;        b k

2π
m  (8) 

with   m log n  and n: number of WD 

r 1, 2, , m  
k 0, 1, , m 1  

 
If we vary the parameter  m as given in (8) we 

obtain a sufficient Wavelet building within the 
interval   0, 2π . For m 6 is a 1  and (8) will 
deliver only components of the approximation 
signal. This signal describes the object shape 
roughly. Detailed signal information that describes 
small object shape changes can be derived for 
m 6  or through additional use of the reciprocal 
values of a as given in (8). Generally only a few 
number of WD (e.g. 32) is needed in practical 
recognition applications to describe different object 
shapes. In this case the parameter m can be set to 4 if 
we use the reciprocal value of a  to include 
components of the detail signal. For m 4, Fig. 4 
shows a part of the Haar wavelet building set for 
different parameter values. 

 
1;   0                                      4;   0 

 
2;   1                                          2;   2 

Figure 4: Part of the Haar wavelet building set derived 
within the interval 0, 2π . 

Fig. 5 shows the corresponding Mexican Hat 
wavelet building set for the same parameters. 

 

 
Figure 5: Part of the Maxican Hat wavelet building set 
derived within the interval 0, 2π . 

As shown in these figures small values of the 
parameter r produce compressed variants, big values 
on the other hand create dilated variants of the 
mother Wavelet. In both cases we receive an 
approximation signal of the Wavelet transformation, 
since a 1 . To receive components of the detail 
signal which describes small details of the contour 
shape we can use 1/a in combination with the same 
values of b. For such values we obtain WD which 
are qualified to describe small matches between the 
compared shapes. 

5 RESULTS 

Fig. 7 shows the 16 MH- as well as H-WD obtained 
from the approximation signal for the characters A 
and B as shown in Fig. 6. The used starting points of 
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the derived angle functions are marked in Fig. 6 in 
green colour. The dilatation or compress parameter a 
and shifting parameter b are calculated as given in 
(11) for r 1, 2,3,4  and k 0, 1,2,3 . 

 
Figure 6: Example of an image with three characters. 

 
Figure 7: The first 16 MH (a) and H-WD (b) for the 
shapes of Fig. 6 obtained from the approximation signal. 

As can be seen from Fig. 7 the differences 
between the MH-WD of the approximation signal 
are relatively small, the differences between the 
corresponding values of the H-WD are on the other 
hand large. This distinction is due to the 
discontinuity of the angle function, which causes big 
changes of the integration values in (6) when the 
Haar function jumps from negative to positive or 
positive to negative values. On the other hand the 
MH-WD indicate a periodical behaviour, so that 
only a few number of MH-WD of the approximation 
signal are needed to represent the given object 
shape. The H-WD on the other hand do not indicate 
such behaviour. This property carries forward even 
if we use different numbers of WD. Fig. 8 shows for 
instance the results of 25 WD of the approximation 
signal for r 1, 2,3,4,5  and k 0, 1,2,3,4 . 

 

 
Figure 8: The first 25 MH and H-WD for the shapes of Fig. 
6 derived from the approximation signal. 

To study the detail signal we derived the 16 MH- 
and H-WD obtained from the detail signal by using 
the same parameter b and the reciprocal value of the 
parameter a given before (Fig. 9). 

 
Figure 9: The first 16 MH and H-WD for the shapes of 
Fig. 6 derived from the detail signal. 

The results in Fig. 9 indicate that the MH-WD of 
the detail signal do not show any periodical 
behaviour similar to the MH-WD of the 
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approximation signal. On the other hand the values 
of the detail signal are relatively small. In contrast to 
the values of the MH-WD, the H-WD of the detail 
signal show relatively large differences. 

To compare the WD between different object 
shapes we use the Euclidean distances d as given in 
the following equation: 

 (9) 

where WD  are the values of the Wavelet descriptors 
for the first object shape and WD  are the values for 
the second one.  

The following table shows the distances between 
the object shapes given in our example derived from 
the approximation and detail signal separately. 

Table 1: Euclidean Distances between the Object shapes 
of Fig. 6 obtained from MH-WD and H-WD. 

Approximation signal (MH-WD) (dA)
„A“ / „B“ 2,48
„A“ / „A“ 0,90
„A“ / „B“ 2,74

  
Detail signal (MH-WD) (dD)

„A“ / „B“ 2,35
„A“ / „A“ 2,13
„A“ / „B“ 3,22

 
Approximation signal (H-WD) (dA)

„A“ / „B“ 25,42
„A“ / „A“ 11,22
„A“ / „B“ 27,86

  
Detail signal (H-WD) (dD) 

„A“ / „B“ 47,05
„A“ / „A“ 20,81
„A“ / „B“ 47,51

 
As shown in table 1 the distances between the 

similar characters A and A are relatively small and 
for the different characters A and B as well as A und 
B on the other hand relatively large. Due to these 
results it is possible to recognize the different object 
shapes A und B using the minimum distance 
method. In our example the characters can be 
recognized using only the Euclidean distances of the 
approximation signal. In many other applications it 
is required to use also the detail signal to include 

more detail information about the local changes of 
the compared contour shapes. 

The following example shows the results of 
applying the new method for the recognition of 
weed species (Fig. 10). 

 
 

Figure 10: Eight weed species in different growth stages.  

Table 2 shows the minimum distances between 
the WD of two different weeds using the WD 
components of the approximation and detail signal. 

Table 2: Euclidean Distances between the weed LAM and 
MAT of Fig. 10 obtained from MH-WD and H-WD. 

Approximation signal (MH-WD) (dA)
„LAM1“ / „LAM2“ 0,55
„LAM1“ / „MAT1“ 1,18
„LAM2“ / „MAT1“ 1,07

  
Detail signal (MH-WD) (dD)

„LAM1“ / „LAM2“ 1,77
„LAM1“ / „MAT1“ 5,00
„LAM2“ / „MAT1“ 5,52

 
Approximation signal (H-WD) (dA) 

„LAM1“ / „LAM2“ 61,50 
„LAM1“ / „MAT1“ 94,32 
„LAM2“ / „MAT1“ 72,92 

  
Detail signal (H-WD) (dD) 

„LAM1“ / „LAM2“ 73,50 
„LAM1“ / „MAT1“ 114,85
„LAM2“ / „MAT1“ 128,08

 
As shown in table 2 the weed can be recognized 

correctly using the minimum distance method even 
when we use either the approximation or the detail 
signal alone. For some other weeds (VER and LAM) 
the recognition process has failed. 

VER1 THL1 POA1 STE1 CAP1 LAM1 MAT1 GAL1 

VER2 THL2 POA2 STE2 CAP2 LAM2 MAT2 GAL2 
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6 THE STARTING POINT 
PROBLEM 

The results of table 1 are obtained according to the 
chosen starting points (green colored positions in 
Fig. 6). If the starting points change, the angle 
functions will also be changed and with them the 
corresponding WD. If we change the starting point 
of the character A for instance from the green 
colored position to the red one we receive for this 
character the following MH-WD and H-WD values 
(Fig. 11). Here both approximation and detail signals 
are drown in the same diagram. 

 

 
Figure 11: The MH-WD (a) and H-WD (b) for the 
character A for the two different staring points given in 
Fig. 6 derived from the approximation and detail signal.  

As shown in Fig. 11 the change of the starting 
point leads to large changes of the WD. Since the 
position of the starting point in real applications 
depends on several parameters, which cannot be 
fixed, like position and rotation of the objects in the 
image, number of objects, extraction method etc., 
the recognition process using the minimum distance 
method will fail. Table 3 reports the Euclidean 
distances between the given characters A and B 
derived from the MH-WD for the new starting point 
of the character A (red position). Using the H-WD 
instead of the MH-WD indicates similar behavior. 

 

Table 3: Euclidean Distances between the Objects of Fig. 
6 derived from the MH-WD for the red starting point. 

Approximation signal (dA) 
„A“ / „B“ 4,43 
„A“ / „A“ 6,86 
„A“ / „B“ 2,74 

  
Detail signal (dD) 

„A“ / „B“ 2,73 
„A“ / „A“ 2,64 
„A“ / „B“ 3,22 

 
As shown above the distances between the 

characters with the similar shapes A and A are 
higher than the distances between the different 
shapes A and B as well as A and B. This is due to 
the change of the angle functions within the interval 
0 2π  according to the change of the starting 

points. The following figure (Fig. 12) shows the 
angle functions of the character A for the two 
different starting points. 

 
Figure 12: The angle functions of the characters A for two 
different starting points. 

As expected, the figure shows big differences of 
the angle functions related to the change of the 
starting point. Since the starting point on the contour 
depends on several parameters of the image, the 
above mentioned issue can cause confusion in 
recognition tasks, because it is not explicit clear 
whether big values of the Euclidean distance are 
related to shape differences or to different starting 
points. To solve this problem we use the following 
strategy: 

 
Suppose we have a number of object samples Oj 

and an unknown object O which must be classified 
to one of the given object classes. The procedure can 
then be done as follows: 
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• Calculate the WD of all objects Oj for an 
arbitrary starting point and store them in a 
data base. 

• Calculate the WD sets for all possible 
starting points of the unknown object O. This 
can be done easily if we use the polygon 
description of the object contour and change 
the starting point from one polygon corner to 
the next. 

• Compare the WD sets of the unknown object 
separately with the stored WD of the object 
samples using the minimum distance 
method. We receive a number of Euclidean 
distances , ;   1,2, … ;   1,2, …   
according to the number of different starting 
points  used in step 2 and the number of 
object samples  given in step 1. 

• Find the minimum value of . The stored 
object sample related to this minimum value 
 represents the recognized object. 

7 CONCLUSIONS 

The representation of object contours using wavelet 
descriptors is useful in object recognition tasks. In 
particular, the Mexican Hat as well as Haar function 
are qualified to be used as a mother wavelet to 
obtain a sufficient number of WD which can be used 
in recognition tasks. The WD can be calculated very 
easily using (6) for the H-WD and (7) for MH-WD. 
The number of WD needed to recognize a given 
object increases according to the complexity of the 
object shapes and must be set according to the given 
application. It is possible in some cases to use only 
the components of the approximation signal in order 
to recognize an unknown object using the minimum 
distance method, but generally the use of the detail 
signal will include detail information about small 
differences between the compared object shapes. 
The starting point on the contour has a big influence 
on the recognition process, since the values of the 
WD depend strongly on it. The paper describes one 
possible solution where not only one set of WD is 
computed and compared with the stored WD of the 
object samples, but several sets of WD according to 
the different starting points. 
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Abstract: A novel haptic interface for extended range telepresence is presented that allows the user simultaneous wide
area motion and haptic interaction in remote environments. To achieve an extended workspace, the haptic
interface consists of a haptic manipulator for precise haptic rendering and a large portal carrier system that
enlarges the workspace by prepositioning the end-effector. As the prepositioning unit is grounded and driven
by three linear drives, our approach has the advantages of high force capability and an accurate positioning of
the haptic interface. The use of this haptic interface with Motion Compression permits to explore large remote
environments even from small user environments. As a result, not only has the user visual, acoustic, and haptic
feedback, but can also control the teleoperator or avatar by natural walking, which considerably increases the
sense of immersion. A prototype system for haptic extended range telepresence was designed, implemented,
and tested.

1 INTRODUCTION

Telepresence aims at creating the impression of be-
ing present in an environment, which is inaccessible
to a human user. Such an environment can be real or
virtual, and will be referred to in the following as tar-
get environment. The feeling of presence is achieved
by visual and acoustic sensory information recorded
from the target environment and presented to the user
on an immersive display.

The more of the user’s senses are involved, the
better the immersion in the target environment. In
order to use the sense of motion as well, which is
especially important for human navigation and way
finding, the user’s motion can be tracked and trans-
ferred to the teleoperator, a mobile robot or an avatar,
in the target environment. As a result, in extended
range telepresence the user can additionally use the
proprioception, the sense of motion, to navigate the
teleoperator by natural walking, instead of using de-
vices like joysticks, pedals or steering wheels.

However, without further processing the motion
information, the motion of the user is restricted to
the size of the user environment, which is limited, for
example by the range of the tracking system or the

Figure 1: User and haptic interface for interaction with ex-
tended target environments.

available space. Motion Compression (Nitzsche et al.,
2004) is an algorithmic approach that provides a non-
linear transformation, mapping the path in the target
environment to a feasible path in the user environment
by minimizing proprioceptive and visual inconsisten-
cies.

Extended range telepresence can be applied in
many fields, especially in those that require the human
navigation skills to solve the task, for example tele-
exploration of remote environments, visualization of
complex structures, training of emergency evacua-
tions, etc. An extended range telepresence system
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that uses Motion Compression to teleoperate a mo-
bile robot is presented in (Rößler et al., 2005). Since
haptic information is indispensable, amongst others,
for haptic exploration and manipulation of objects in
the target environment, a novel haptic interface for the
extended range telepresence system was built. A pic-
ture of the system is shown in Fig. 1.

Force reflecting telepresence systems usually as-
sume an immobile user and a restricted workspace.
For example, industrial robots have often been used
as haptic interfaces due to their accuracy and relative
high force capability (Hoogen and Schmidt, 2001)
but their limited workspace makes them unfeasible
for extended range telepresence. In the last years,
several haptic interfaces that allow a dexterous feed-
back and fairly high forces have been designed to en-
large their workspaces, e.g. a string-based haptic in-
terface (Bouguila et al., 2000), or a grounded hyper-
redundant haptic interface in (Ueberle et al., 2003).
Portable haptic interfaces like exoskeletons (Bergam-
asco et al., 1994) solve the problem of wide area mo-
tion, since the interface is carried along by the user.
However, working with exoskeletons can be fatiguing
for the user due to the high weight of the system. In
addition, they can display lower forces than grounded
displays (Richard and Cutkosky, 1997). The only
group of systems that really allow haptic interaction
during wide area motion are mobile haptic interfaces
(Nitzsche et al., 2003), (Formaglio et al., 2005), (Peer
et al., 2007). These are usually small haptic devices
mounted on a mobile platform. Drawbacks of such in-
terfaces are a difficult control and a dependency of the
force display quality on the localization of the mobile
platform.

In this paper, we present a novel haptic device that
allows haptic interaction in extended range telepre-
sence and combines the advantages of grounded and
mobile haptic interfaces. It consists of a grounded lin-
ear prepositioning unit that moves along with the user
and a manipulator arm attached to the prepositioning
unit that is used to display forces at any position in the
user environment. This haptic interface allows in con-
junction with Motion Compression unrestricted wide
area motion and the possibility of effectively guiding
the user in the target environment by means of hap-
tic information. The control of the haptic interface is
based on the decoupling of force control and preposi-
tioning of the haptic device, which takes both the op-
timal manipulator’s configuration and the user’s posi-
tion into consideration.

The remainder of this paper proceeds as follows.
The following section presents the extended range te-
lepresence system. Motion Compression is reviewed,
since it determines the requirements of the haptic in-

terface, and the mechanical setup of the haptic inter-
face is presented. In section 3, a detailed description
of the control design is given. Experimental results
are shown in section 4. Finally, a summary and an
outlook can be found in section 5.

2 EXTENDED RANGE
TELEPRESENCE SYSTEM

2.1 Motion Compression

Motion Compression provides a nonlinear mapping
between the user’s path in the user environment and
the path in the target environment. It consists of three
modules: Path prediction tries to predict the desired
path of the user in the target environment by means
of tracking data and, if possible, information of the
target environment. The resulting path is called target
path. Path transformation transforms the target path
so that it fits in the user environment. The resulting
user path conserves the length and turning angles of
the target path while there is a minimum difference in
curvature. Fig. 2 shows these paths in both environ-
ments. Finally, the user guidance module guides the
user on the user path, while he has the impression of
walking on the original target path.

4 m

4 
m

8 m

7 
m

User Environment Target Environment

Figure 2: The corresponding paths in both environments.
Left: user path in the user environment. Right: target path
in the target environment.

The result of Motion Compression is a trans-
formation between the user’s position in the user en-
vironment and the teleoperator’s position in the tar-
get environment at any time and position. This trans-
formation can also be used to map the user’s hand po-
sition, or to transform force vectors recorded by the
teleoperator back into the user environment.

The use of Motion Compression for extended
range telepresence puts a number of demands on the
design of a haptic interface. The haptic interface must
be able to reach all configurations in a user environ-
ment of 4×4 m2, in which the user may move with a
natural speed of up to 2 m/s. Especially the rotational
motion around the vertical axes must be unlimited.
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2.2 A Novel Haptic Interface: Setup

Fine haptic rendering and wide area motion require
very different characteristics regarding mechanics as
well as control. Therefore a novel haptic interface
was designed that consists of two subsystems: a linear
prepositioning unit that accompanies the user along
the user path so that he does not perceive the haptic
display, and a manipulator arm attached to the prepo-
sitioning unit that is used to display defined forces at
any position in the user environment. In this way, the
workspace of the haptic interface covers the whole
user environment. Fig.3 shows a CAD drawing of the
complete setup.

Figure 3: CAD drawing of the complete setup with linear
positioning unit and manipulator arm.

The motion subsystem is realized as grounded
portal carrier system of approximately 5× 5× 2 m3

with three translational degrees of freedom, which are
realized by three independent linear drives. These
linear drives are built using a commercially available
carriage-on-rail system. The carriages are driven by a
toothed belt. The x- and y-axis consist of two parallel
rails each for stability reasons, while the z-axis is only
a single rail. As a result, the system is driven by five
synchronous AC-motors with helical-bevel servo gear
units of 120 Nm maximal torque, that allow a maxi-
mum speed of 2 m/ s and an acceleration of 2 m/ s2.
As the configuration space equals cartesian space, for-
ward kinematics can be expressed by means of an
identity matrix. Thus position control is extremely
easy to handle and very robust (Rößler et al., 2006).

This construction has the advantages of a a high
force capability and an accurate positioning of the
manipulator, which is determined directly through en-
coder’s information with relative accuracy 0.1 mm.
By using a position control with high gains, the
user does not perceive the motion subsystem, and
the transparency depends only on the force-controlled
subsystem (Nitzsche et al., 2003).

Because the acceleration of the human hand is typ-
ically much higher than the acceleration of the portal
carrier, a fast manipulator was used. It covers the hu-
man arm workspace and has planar movement. It is
implemented as a planar SCARA arm, which is at-
tached to the z-axis of the portal carrier. The redun-
dant planar degrees of freedom permit the separation
of positioning and force display. Two active rotational
joints driven by two 150 W DC-motors are integrated
into the base, so that all moving joints are passive.
Circular drives allow infinite motion around the z-
axis. The manipulator arm was designed to display
a force of 50 N at the end-effector. More details can
be found in (Rößler et al., 2006).

3 CONTROL DESIGN OF THE
HAPTIC INTERFACE

3.1 Kinematic Model

The control of this haptic interface is based on the de-
coupling of force control at the end-effector and po-
sition control of the haptic device. The position of
the end-effector with respect to the basis coordinate
frame xE is described by the global position of the
linear prepositioning unit, xL, and xS, the relative po-
sition of the manipulator arm with respect to the linear
prepositioning unit as xE = xL + xS.

α

ψ
β

L

E

x

y

R

l2

l1

ϕ

Figure 4: Geometrical SCARA-Model.

Fig. 4 shows the geometrical SCARA-model used
to derive the kinematic equations. L represents the
linear prepositioning unit, E the end-effector, and l1
and l2 the lengths of the inner and outer segments,
respectively. If only the joints at the angles α and β

are actively driven, the end-effector position xE can
be expressed as

xE = xL + xS =
[

xL
yL

]
+

cos
(

α+β

2

)
·R

sin
(

α+β

2

)
·R

 , (1)
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where R, the radial travel, is calculated as

R = l1 cos
(

β−α

2

)
+

√
l2
2 − l2

1 sin2
(

β−α

2

)
(2)

With this equation the direct kinematics of the ma-
nipulator is defined. The Jacobian of the manipulator
J(γ) on the configuration space γ =

[
α β

]T, which
will be used next for the control of the haptic inter-
face, is defined as

J
(

γ

)
=

∂xS

(
γ

)
∂γ

(3)

3.2 Control Structure

Fig. 5 illustrates the block diagram of the control
scheme with force feedback, as well as the position
control of the haptic display. The end-effector ve-
locity of the haptic interface ẋE is transmitted via the
communication channel and acts as reference velocity
at the end-effector of the teleoperator ẋE,re f ,T . The en-
vironment reacts according to its impedance with a re-
action FT , which is measured by the teleoperator, and
transmitted to the haptic interface as reference input
FT,re f ,U . This architecture represents a two-channel
force-velocity bilateral control.

In our system, the haptic interface is modelled as
an admittance, which transforms FU,re f , the reference
force to be displayed, into the reference motion of the
end-effector as

FU,re f = M · ẍE,re f +D · ẋE,re f , (4)

where M is the desired mass matrix and D the de-
sired damping matrix. The admittance control scheme
is very well suited for systems with nonlinearities
and large dynamic properties because the admittance
model shapes the desired dynamic behaviour of the
system by compensating the natural device dynamics
(Ueberle and Buss, 2004).

The resolved acceleration control (J−1 control) is
applied to calculate the commanded motor torque of
the manipulator τre f :

τre f = M̂ ·J−1 · ẍC +h
(

γ, γ̇
)
· γ̇+g

(
γ

)
, (5)

where M̂ is an approximation of the device joint iner-
tia matrix and J is the Jacobian. The vectors h, repre-
senting the friction effects, and g can be approximated
through experimental identification.

The user, while moving the end-effector, applies a
force consisting of a voluntarily applied force and a
reaction force induced by the arm impedance. In or-
der to reconstruct the applied force from the measured

force F∗U and the velocity of the end-effector, a model
of the human arm impedance is applied:

FU = F∗U +Mu · ẍE +Du · ẋE +Ku ·xE (6)

It is known that the arm impedance varies with the
user and the arm configuration. Hence, the mean val-
ues of multiple users and planar configurations were
used: Mu = 2 Kg, Du = 6 Ns/m, and Ku = 10 N/ m.

The reference position of the linear prepositioning
unit xL,re f , which can be easily controlled in cartesian
coordinates, is calculated by optimizing the manipu-
lator’s configuration according to some performance
measure.

3.3 Prepositioning

When attaching the SCARA manipulator to the portal
carrier, there is a redundancy in the planar directions
that may be resolved by optimizing the manipulabil-
ity of the SCARA. The manipulability is usually rep-
resented as

w
(

γ

)
=
√

det
(

JT (γ) ·J(γ)
)

. (7)

For l1 = 0.285 m and l2 = 0.708 m, the SCARA
robot’s manipulability was found to be optimal when
ψ = β−α = 2.048.

Let’s consider the polar coordinates of
the end-effector’s position: R = l1 cos

(
ψ

2

)
+√

l2
2 − l2

1 sin2 (ψ

2

)
, and φ = α+β

2 . Since the manipu-
lability w is independent of φ, another criterion must
be found to optimize this parameter. It is also crucial
to avoid collisions with the user, therefore the angle
φ is chosen that maximizes the distance d between
the user and the prepositioning unit by adopting
Ropt = R(ψopt). By designating xEH the vector from
the end-effector’s position to the user’s position, and
θ the angle between this vector and the x-axis, the
distance d can be expressed as

d = Ropt 2 + |xEH |
2−2R |xEH |cos(θ−φ+π) , (8)

and it is maximal when φopt = θ, or in other words,
when the linear prepositioning unit is situated in front
of the user, and lies on the connecting line between
the user’s head and the end-effector. The optimal joint
angles are finally αopt = φopt− ψopt

2 and βopt = φopt +
ψopt

2 .

With xopt
S =

[
cos(φopt) ·Ropt sin(φopt) ·Ropt]T

being the optimal configuration of the manipulator,
the reference position of the linear prepositioning re-
sults xL,re f = xE − xopt

S .
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Figure 5: Control scheme of the haptic interface.

4 EXPERIMENTS

Two kinds of experiments were performed in order
to evaluate the proposed haptic interface. First, the
proposed force control was tested and second, the si-
multaneous wide area motion with haptic interaction
was validated.

The force at the end-effector, and the positions
of both, end-effector and prepositioning unit, were
recorded during free motion and during a hard con-
tact. In order to achieve transparency, the reference
force during free motion is FU,re f = 0 N. An admit-
tance of M = 4 kg was simulated. The control gains
of the prepositioning and the admittance position con-
troller were obtained experimentally using standard
Ziegler-Nichols.

Fig. 6 shows the force-position plots for the x-
direction, when a user walks 15 seconds back and
forth about 2 m in x-direction. Analogously, Fig. 7
represents the reference and the measured force when
a user walks against a wall at position −0.5 m with
rigidity K = 700 N/m. The maximal displayed force
is limited to 60 N. Both figures also show the motion
of the linear positioning unit at an optimal distance of
the end-effector.

The main advantage of the admittance control is
that the desired mass and damping of the device can
be shaped. However, it is known that the admittance
control reduces the force bandwidth of the haptic sys-
tem.

The prepositioning was tested together with the
haptic interaction to validate the entire concept of the
haptic interface. For this purpose, the virtual and

0 5 10 15
−2

−1

0

1

2

t/s

x/
m

(a)

0 5 10 15
−120

−100

−80

−60

−40

−20

0

20

t/s

F x
 /N

(b)
Figure 6: Position and force during free motion. (a) End-
effector position xE (red), linear system position xL (blue).
(b) Reference force Fx,re f = 0 N (red), actual force Fx (blue).
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Figure 7: Position and force by hard contact. (a) End-
effector position xE (red), linear system position xL (blue).
(b) Reference force Fx,re f (red), actual force Fx (blue).

the user environment were supposed coincident, i.e.
4× 4 m2 large, and two virtual walls were placed in-
side. Fig. 8 shows the results of this experiment. The
motion of the user can be divided into four segments:
a) the user moves toward the wall, b) the user walks
along the wall 1, c) the user walks along the wall 2,
and d) the user turns on place. The haptic interface is
always on the opposite side of the end-effector, so that
the danger of a collision with the user is avoided. At
the same time, the distance between the end-effector
and the basis of the haptic interface is kept constant
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on the optimal value that maximizes the manipulabil-
ity of the haptic display.
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Figure 8: Positions of user xH (blue), end-effector xE
(green) and linear system xL (red) in presence of virtual
walls during wide area motion.

5 CONCLUSIONS

This paper presents a novel multi-modal telepresence
system for extended range telepresence, which en-
ables the user to explore remote environments by nat-
ural walking. To achieve this goal, a novel haptic in-
terface was developed, which consists of a haptic ma-
nipulator mounted on a linear prepositioning unit that
follows the user by keeping the optimal configuration
of the manipulator and avoiding collisions with the
user. For the haptic feedback, a dedicated force con-
trol was implemented and tested. It uses an admit-
tance model to shape the dynamics of the system, as
well as a model of the impedances of arm and mani-
pulator to compensate their undesired dynamics. Ex-
periments show the suitability of this haptic interface
for extended range telepresence.

The use of haptic information in extended range
telepresence to improve the user guidance is a promis-
ing application of the presented haptic interface,
which is currently being investigated. For this ap-
plication, the simultaneous compression of head and
hand motion represents a further challenge.
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Abstract: A one-degree-of-freedom set-up driven by pneumatic muscles was designed and built in order to research 
the applicability of pneumatic artificial muscles in industrial applications, especially in wearable robots such 
as exoskeletons. The experimental set-up is very non-linear and very difficult to control properly. This paper 
describes the control of this mechatronic system’s interaction with its environment, controlling both its 
position and the force exerted against it. The classic position/force control techniques - hybrid control and 
impedance control - have been adapted to pneumatic muscles and applied to the experimental set-up 
developed. An alternative solution is also proposed whereby force or torque control is based on the 
calculation made by an estimator instead of on direct measurement by a sensor. The article presents a 
detailed analysis of the force and torque estimator used to close the control loops in the two position/force 
control schemes. Finally, the article concludes by presenting the experimental results obtained and the most 
outstanding conclusions of the study as a whole.  

1 INTRODUCTION 

The group of researchers from the IKERLAN 
technology centre working on the development of 
mechatronic systems have been involved for the last 
three years in the design and construction of an 
upper limb IAD (Intelligent Assist Device) 
(Martinez, 2007; Martinez, 2008). More specifically, 
the device is an exoskeleton for helping the user 
carry out routine tasks in the workplace (Figure 1). 
One of the requirements established from the start 
was to include non-conventional actuators as far as 
possible. Among the alternatives studied, artificial 
pneumatic muscles were considered to be the most 
suitable forms of actuation. In order to study the 
applicability of this type of actuators in 
biomechatronic systems a 1-DoF experimental set-
up was built, driven by a pair of antagonistic 
pneumatic muscles. Initially, a dynamic model of the 
pneumatic muscle was created, and then used to 
make the full model of the experimental set-up. This 
model was experimentally validated (Pujana-Arrese, 
2007). 

Motivated by the high degree of non-linearity of 
the experimental prototype, the authors developed 
different solutions for robust control of the system’s 

angular position: from a first initial attempt using 
basic controllers, to more advanced techniques 
achieved such as H∞ or the non-linear sliding mode 
technique (Pujana-Arrese, 2008; Arenas, 2008). 

This paper takes a step further as regards control 
of the mechatronic system’s interaction with its 
environment, controlling not only the position but 
also  the   force   exerted   against  it.  An  alternative 

 

 
Figure 1: Exoskeleton ÎKO (IKerlan’s Orthosis) worn by a 
dummy. 
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Figure 2: Geometric model of the 1-DoF robotic arm. 

solution is also put forward whereby the force or 
torque control is based on the calculation made by 
an estimator instead of on direct measurement by a 
sensor. 

A classic, in the field of the position/force 
control, is the Hybrid Controller strategy put 
forward by Raibert and Craig (1981). The controller 
carries out its action using selection matrixes which 
establish some spatial directions where position 
control must be carried out and some others where 
force must be controlled. In this way the force and 
position control actions are uncoupled by using the 
appropriate treatment of the spatial geometry where 
the manipulation task is being carried out. Another 
classic strategy is Impedance Control (Hogan, 
1985), which does not control the position or the 
force but the dynamic relation between the two. This 
type of control strategy is deemed to be very suitable 
for IADs, although it needs to be adapted depending 
on the specific application. 

The object of this paper is to present the 
algorithms implemented for controlling interaction 
with the environment, stressing the fact that an 
estimator requiring no direct measurement of either 
the torque or the force exerted by the mechatronic 
device has been developed for this purpose. The first 
point contains a brief description of the experimental 
set-up used for this study, and the paper then goes on 
to present a theoretical review of the control 
techniques most commonly used for these ends: 
Hybrid Control and Impedance Control. There then 
follows an in-depth analysis of the force and torque 
estimator used to close the control loops in both 
cases, and there is then a detailed description of the 
control diagram used for both the Hybrid Control 
and Impedance Control. Finally, the article 
concludes by presenting the experimental results 
obtained, and the most outstanding conclusions of 
the study as a whole. 

2 SET-UP DESCRIPTION 

A human arm orthosis-type application has been 
taken into consideration when designing the set-up. 
To this end and albeit with a single degree of 
freedom, it was considered that it should allow for 
the greatest angular displacement possible, and that 
it should be able to transport the greatest mass 
possible at the tip (emulating a weight borne by the 
hand). On the other hand, however, it needed to be 
confined to the length of the pneumatic muscles. In 
seeking a compromise between all the specifications, 
a displacement of around 60º and a maximum mass 
to be moved at the tip of 8 kg were set. By trying to 
minimize the length of the muscle required, the 
design focused on the mechanism that would enable 
the arm and inertias to rotate with good dynamics by 
means of the two muscles. 

The pneumatic muscle that was chosen was the 
DMSP-20-200N manufactured by Festo. Figure 2 
and Figure 3 show the resultant mechanism and a 
picture of the prototype. The parameter values that 
define the mechanism are: 

a=5 mm; b=85 mm; c=491 mm; d=40.6 mm 
e=129.4 mm; α=0º-60º; β=120º-180º; r=32 mm 

From these values the distance L (mm) between 
the ends (joining points of the mechanism) of the 
pneumatic muscles is: 

175059 2841.6 cos 26624 sinL α β= + ⋅ − ⋅  

When the muscles are without pressure, the 
distance L is of 423 mm, with the length of the 
muscle fibre being 200 mm. The centre of the arm 
mass with regard to the centre of rotation is at a 
height of 17.6 mm and at a horizontal distance of 
205 mm, considering that the arm is in the horizontal 
position. The arm mass is 0.987 kg. The centre of 
the additional masses placed on the end of the arm 
would be at a height of –24 mm and at a horizontal 
length of 367 mm with regard to the centre of 
rotation, always bearing in mind that the arm is in 
the horizontal position. The set-up may be rotated so 
that the arm moves in a horizontal plane and the 
effects of gravity are therefore cancelled out. The 
prototype (Figure 3) includes a FAGOR S-D90 
encoder, which supplies 180,000 pulses per turn, and 
a load cell on the lower stop of the model. 

The schematic diagram of the set-up, which 
includes the control hardware, sensors and 
pneumatic circuit, is shown in Figure 4. As the 
figure shows, two Festo MPYE-5-1/8HF pneumatic 
servo-valve  are  used  for  actuation, each  linked  to 
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Figure 3: Picture of the experimental set-up. 

one pneumatic muscle and controlled independently 
by the controller. The controller hardware is PIP8, 
an industrial PC made by the company MPL, which 
is very similar to The MathWorks’ xPCTargetBox. 
A PC104 card (Sensoray model 526) was 
incorporated into the PIP8 in order to read and write 
all the system signals. Control algorithms were 
implemented in Simulink and code was generated 
and downloaded in the aforementioned hardware by 
means of two of The MathWorks’ tools: RTW and 
xPCTarget. 

3 POSITION/FORCE CONTROL 
ALGORITHMS OVERVIEW 

Research into pneumatic muscles has been carried 
out considering them as orthosis actuators. And an 
orthosis, or exoskeleton, is a wearable robotic 
device. In an initial approach, the basic control of an 
orthosis-type device can be considered to be based 
on position control, where the user creates the 
movement set-point and closes the loop aided by the 
human body’s own sensors. Detecting the user’s 
intention and creating the movement set-point on the 
basis of this is a key element. Another very 
important factor to be taken into account is the 
interaction with the environment, whether from the 
perspective of controlling the force exerted so as not 
to cause damage to persons within the robotic 
device’s field of action, or because the device is 
being used as a force augmentation system. From 
this point of view, its functioning is similar to that of 
a robotic manipulator. There are two classic 
position/force schemes for robotic manipulators: 

hybrid control and impedance (or admittance) 
control. These schemes have been considered valid 
for the case of an arm orthosis, although they have 
some special characteristics that must be taken into 
account when the actuators are pneumatic muscles. 
 

 
Figure 4: Schematic diagram of the set-up and pneumatic 
circuit. 

3.1 Hybrid Position/Force Control 

Hybrid control is a conceptually simple method for 
controlling both the position and the contact force 
generated at the tip of a manipulator during a task 
involving restricted movement. The method does not 
specify any feedback control law for regulating the 
errors, but rather a control architecture in which any 
position and force control techniques can be 
considered. The principle of hybrid control is based 
on the idea that each manipulation task can be 
described by specifying a set of contact surfaces. 
These surfaces serve to detail the restrictions 
existing in the system, which may be either natural 
or artificial. 

The natural restrictions are connected with the 
system’s particular mechanical and geometrical 
characteristics. Artificial restrictions, on the other 
hand, are connected with the control task objectives, 
and are specified in terms of position or force 
parameters. 

Natural and artificial restrictions are defined 
within the space of the task, not within the space of 
the actuations. One natural and one artificial 
restriction may be specified for each degree of 
freedom of the task. In general, taking the task 
geometry into account, it is not difficult to determine 
the natural restrictions existing and decide on the 
most suitable way of dividing the space of the task 
on the basis of these. 

For the case of an orthosis, normally mixed 
exercises   are   performed,   which   consist  of  both  
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Figure 5: Structure of the hybrid position/force controller. 

stages of free movement and stages of restricted 
movement. The restricted movement part can be of 
much less importance than in the case of a robotic 
manipulator, any may simply consist of a force 
control loop, which does not necessarily have to act 
at the same time as the position control in other 
directions. In any case, a supervisor, able to switch 
between the different configurations of the 
manipulator and the corresponding control laws, is a 
key element. A supervisor of this type must pay 
special attention to the impact between the 
manipulator and the environment, and to its 
separation. 

Figure 5 shows a diagram of position/force 
hybrid control valid for both an orthosis and the 1-
DOF set-up used to analyse the specific case of the 
pneumatic muscles. It basically consists of two 
independent controls, one for position and the other 
for force, and a supervisor that switches between one 
control type and another depending on the contact 
with the environment. The supervision is based on 
the information on the force exerted, which may be 
provided by a force sensor or an estimator. The 
supervisor, at the same time as the set-point 
generator, makes the transition between the 
controllers in a soft manner, to prevent rebounds and 
to assure the system’s stability.  

As already mentioned, the hybrid control scheme 
does not impose the control techniques that are used 
for the position controller and for the force 
controller. 

3.2 Impedance Control 

Impedance control is another classic force control 
scheme, and it is of great interest in the case of 
orthoses. It does not require a supervisor and it is 
able to take on the control of a composite task, with 
free and restricted movement stages, maintaining the 
system’s stability without changing the control 
algorithm. It is based on the idea of controlling the 
dynamic relationship between the force and  position 
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Figure 6: Structure of the impedance controller. 

variables of the physical systems. It is presumed that 
in any manipulation task the environment contains 
inertias and kinematical restrictions, i.e. systems 
accepting forces as input and responding by means 
of displacements (admittances). The manipulator in 
contact with the environment must accordingly 
behave as an impedance and respond with a 
determined force to the displacement of the 
environment. The general strategy may be 
established in terms of controlling a movement 
variable and at the same time providing the 
manipulator with a disturbance response in the form 
of impedance. Thus, the interaction between the 
manipulator and its environment can be modulated 
and controlled by acting on the impedance values. 

In impedance control, the functional form of the 
torque of a manipulator’s actuators is well-known: 

      where each line of the second member represents a 
contribution of a different nature to the total torque. 
The first line corresponds to terms dependent on the 
position, the second to terms of speed, the third to 
terms of force, and the fourth to terms of inertial 
coupling. Within the field of the actuations, this 
equation expresses the behaviour that the controller 
should be able to induce in the manipulator, in the 
form of a non-linear impedance. The input variables 
are the desired Cartesian positions and speeds, and 
the terms – linear or not – that specify the required 
dynamic behaviour, characterised by the magnitudes 
M, B, and K. Figure 6 shows the typical impedance 
control structure for a robotic manipulator or for an 
orthosis, in which the feedback gains of the position, 
speed and force loops, Kp, Kv and Kf respectively, 
depend on the reference inertia and mass tensors and 
on the values designed for stiffness, K, and damping, 
B, and they are deduced from the control law (1). 
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The force feedback Fint, based on a measured 
force or estimated force, has the effect of changing 
the apparent inertia of the manipulator. However, the 
impedance control scheme can also be applied 
without a sensor or force estimator. In this case the 
force is not explicitly controlled, but, depending on 
the impedance values used in the controller design, 
the force the system exerts on the environment is 
limited. 

4 TORQUE/FORCE ESTIMATOR 

As already mentioned in the introduction, on most 
occasions different sensors are used to directly 
measure the force or torque exerted by the actuators 
in order to control the interaction between the 
mechatronic system and its environment 
(Tsagarakis, 2007; Jia-Fan, 2008).  

This paper puts forward the idea of carrying out 
the control of the interaction between a mechatronic 
system driven by pneumatic muscles and its 
environment without any direct measurement at all 
of either the torque exerted by the pneumatic 
actuators or the force exerted by the arm. The torque 
and force are calculated on an estimated basis from 
the angular position of the arm and the pressures on 
the pair of muscles, as set out in the ensuing 
paragraphs. 

The force exerted by each muscle can be 
modelled on the basis of its contraction and interior 
pressure according to equation (2) (Pujana-Arrese, 
2007). 

/ · /
· / /

/  
 

(2) 

w  here

· · · ·  
 

 

 
(3) 

q is the contraction of each muscle (up and down), P 
is the pressure exerted on each muscle, and the 
parameters D1, D2, D3, a, b, c, d and e are constants 
obtained from empirical tests for characterising the 
behaviour of the muscles (Pujana-Arrese, 2007). 

To calculate muscle contraction, trigonometric 
formulas are used to relate this contraction with the 
angle formed between the arm and the vertical 
(Figure 2). The torque exerted by the combination of 
the two pneumatic muscles  can thus be 
deduced as: 

 

· · sin 2

2 ·

· sin 2

2  

(4) 

where Fup is the force exerted by one pneumatic 
muscle, Fdown is the force exerted by the other 
pneumatic muscle, and r is the distance between the 
rotation point and the lower joining points of the 
pneumatic muscles. The angle of the arm with 
respect to the vertical is designated as θ, while θtop 
and θdown are the angles corresponding to the 
physical limit stops of the prototype. αup is the angle 
formed with respect to the horizontal by the muscle 
designated as up, while αdown is the angle formed by 
the other muscle with respect to the horizontal. 

Despite the good results obtained on simulation, 
the experimental tests showed lack of accuracy of 
the estimated value with regard to the torque 
actually exerted by the muscles. The main reason for 
this is that equation (2) does not contemplate 
hysteresis, which is a feature of the pneumatic 
muscles. The error assumed on ignoring the effects 
of hysteresis means the estimator is not applicable in 
cases where the arm moves freely. However, when 
the arm is blocked by collision, the pressures, and 
consequently the torque, increase in such a way that 
the measurement error is not critical. 

In order to obtain an estimator that behaves 
correctly for free movement, with the system 
moving at low torque values, a development based 
on Newton’s laws of motion is proposed. This new 
estimator calculates the torque by means of equation 
(5), which is in fact the development of Newton’s 
sec nd lao w of motion. 

· · · sin  
. · · · sin   ·  

 

(5) 

where m is the mass of the arm, L the distance 
between the rotation point and the arm’s centre of 
gravity, θ the angle between the arm and the vertical, 
β the angle between the rotation point and the centre 
of gravity, and Io its inertia on the rotation point. N is 
the number of extra masses placed on the tip, and mp 
is the weight of each mass (N⋅mp thus represents the 
mass placed at the tip of the arm). 

This torque estimator functions correctly but has 
two negative aspects. The first is that if the structure 
has two or more degrees of freedom instead of one, 
calculating the equation becomes rather 
complicated. The other aspect is that if any kind of 
interaction is produced with the environment, e.g. a 
collision, when the arm movement is blocked 
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equation (5) is no longer of use for estimating the 
torque exerted by the actuators. 

Knowing that the torque estimator based on 
Newton’s law of motion calculates the torque 
correctly in the case of free movement, and that the 
moment evaluated by the torque estimator based on 
the muscle pressures can be acceptable when an 
interaction occurs with the environment, it was 
decided to create a hybrid torque estimator. This 
hybrid estimator requires some kind of observer to 
indicate whether an interaction with the environment 
has occurred, so that the desired estimator can be 
selected at each time. In short, when free movements 
are made the estimator used will be the one based on 
Newton’s laws ( ), and in the case of limited 
movements or interactions with the environment the 
estimator used will be the one based on the pressures 
of each muscle ( ), switching between them 
where necessary. 

The switch between the torque estimator and the 
force estimator is practically instantaneous: all that 
is needed is to apply ation (6):  next equ

 

Where  is equal to  in the case of no 
interaction with the environment, or equal to  if 
there is a collision. l is the distance between the 
rotation point and the tip of the arm on which the 
force is to be calculated. 

 

(6) 

5 HYBRID POSITION/FORCE 
CONTROL OF THE SET-UP 

Figure 5 shows a diagram of the Hybrid Control 
implemented. It basically consists of a supervisor 
block that switches between position control and 
force control according to the status of the 
interaction between the arm and its environment (in 
this case, the lower limit stop). The position control 
is thus carried out separately from the force control, 
i.e. the system is controlled by the position 
algorithm until the supervisor block detects that a 
collision has occurred. When this happens, it 
switches between the controls as soft as possible, 
activating the force control. 

5.1 Position Control Algorithm 

The hybrid control structure enables different, 
independent algorithms to be implemented for 
position and force control. In the last  few  years  the 

 
Figure 7: Diagram of the internal pressure loops based 
position control algorithm. 

authors have conducted research into the position 
control of this same experimental device. 

Owing to the fact that the results obtained with a 
classical PI controller were not good, due to its high 
non-linearity, other advanced control techniques 
were applied in order to correctly control the angular 
position. Firstly, a PID-based controller was 
enhanced with linear and non-linear internal loops. 
However, good performance requires the use of 
robust or non-linear control techniques (Thanh, 
2006; Balasubramanian, 2007) and in this context, 
the application of different control techniques is 
found in the literature. Therefore, a robust linear 
control technique H∞ (Pujana-Arrese, 2008), and a 
robust non-linear technique, sliding-mode (Arenas, 
2008), were applied.  

Subsequently, based on an idea applied by 
Tsagarakis and Caldwell (2007), a new position 
controller was developed based on an internal 
pressure loop for each muscle. This new position 
algorithm requires the use of one servo-valve for 
each pneumatic muscle instead of one single valve 
for each DoF, as used with the position algorithms 
that were designed and implemented previously. 

Although this new solution initially doubles the 
variables that have to be controlled for each degree 
of freedom, it can be considered as a single-variable 
approach for each joint. Based on the symmetrical 
co-contraction of the opposing muscles, an 
asymmetrical variation is set in the pressure of each 
muscle. Thus, based on an initial pressure (P0) the 
setting is increased in one of the muscles and 
redu ed b  nt ( ther. c y the same amou ΔP) in the o

∆ ; ∆  
 

(7) 

Accordingly, from the control point of view, the 
position control problem is still SISO with the 
angular position of the joint (θ) as the output and the 
pressure variation (ΔP) as the input. 

Figure 7 shows the position control schematic 
based on the internal loops that control  the  pressure 
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Table 1: Force PID parameters for the different impact 
points. 

 64.8º 48.2º 37.5 27.2º 

Kp 0.045 0.025 0.03 0.025 

Ki 0.05 0.05 0.03 0.04 

Kd 0.002 0.0002 0.001 0.0005 

 
in each muscle, implemented by means of PI 
algorithms. As it has been already mentioned, the 
pressure set-point for each controller is set on the 
basis of an initial value (P0), adding and subtracting 
the same quantity (ΔP). The value of this 
increase/reduction is the output of the most external 
loop of the controller (the position loop). This loop 
has also been implemented by means of a PID 
algorithm. The gains of both pressure loops were 
adjusted to the values Kp=4, Ki=4, and the gains of 
the position loop to Kp=0.21, Ki=1.2, Kd=0.04, being 
P0=3 bar. 

The experimental results for the hybrid 
position/force control shown later in this paper were 
obtained with the position algorithm based on the 
internal pressure loops tuned for a nominal load of 3 
Kg placed at the tip. 

5.2 Force Control Algorithm 

Whereas direct measurement with the encoder 
located on the axis is the procedure used for position 
control, the value calculated by the force estimator is 
used to close the force control loop. The reaction of 
the device to any impact can thus be controlled 
without requiring the use of a sensor at the exact 
point of collision. 

Unlike the case with position control, simulation-
based tests confirm that to control the force correctly 
it is not necessary to design such complex 
algorithms. Also, the specifications of orthosis-type 
devices are much more restrictive for position 
control than they are for force control, in which it is 
normally sufficient for the force to be limited in the 
case of an inopportune collision. 

The algorithm implemented is simply a PID 
tuned for a nominal load of 3 Kg. In any case, due to 
the non-linearity of the system, the response varies 
depending on the angular position in which 
switching between position control and force control 
occurs. With the aim of obtaining a more uniform 
response, four points distributed over the whole 
range of movement of the metal arm were selected. 

These five points divide the movement of the system 
into five different zones. By means of impacts 
applied to these points, four different PID algorithms 
were tuned. Finally, a gain scheduling type strategy 
was implemented, which linearly combines the 
outputs of the two PIDs delimiting the zone in which 
the collision occurs. 

Table 1 shows the PID algorithm parameter 
values for each of the points expressed according to 
their angular situation with respect to the vertical 
plane. 

6 IMPEDANCE CONTROL OF 
THE SET-UP 

The classic impedance control formulation is based 
on the hypothesis that the actuation system is able to 
supply the torque required by the control algorithm, 
i.e. the impedance control output is the torque set-
point for the actuator. This hypothesis is not so 
evident in the case of one degree of freedom 
actuated by means of an antagonistic pair of 
pneumatic muscles. Tsagarakis (2007) puts forward 
the same algorithm based on the independent 
pressure loops used for controlling the angular 
position, which, as can be observed in Figure 7, is 
the one that has been implemented. As explained 
above, the scheme has two separate PI controllers 
for controlling the internal pressure of each muscle 
and an external loop governed by a PID, which in 
this case serves to close the torque loop. Logically, 
the tuning of the pressure loops is the same as in the 
case of the position control, i.e. Kp=4, Ki=4, while 
the optimum values for the torque loop gains are 
Kp=0.12, Ki=0.6, Kd=0.0024. 

The impedance control strictly speaking was 
implemented by adapting the general control law (1) 
to the experimental prototype presented in this 
study. The first step was to obtain a dynamic model 
of the system. In the field of robotics there are 
several methodologies for system modelling 
(including those of Newton-Euler and Lagrange-
Euler), but in this case, given the mechanical 
simplicity of the prototype, the model was obtained 
by means of the physical equations.  

First of all, the forces acting on the system 
needed to be identified. The intervening forces are 
the force of gravity and the two forces exerted by the 
pneumatic muscles. One of the muscles pulls 
upwards while the other pulls downwards. The 
resulting torque is the difference between them: 
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·  
 

(8) 

where  is the inertia of the body. When the existing 
forces had been established, the dynamic model was 
obtained by applying Newton’s second law for the 
rotationa ovements: l m

· · · · sin  (9) 

where m is the mass of the arm, θ the angle between 
the vertical and the arm, and L the distance between 
the centre of gravity and the rotation point. Finally, 
xg and yg are the coordinates of the centre of gravity 
with respect to the rotation point. 

To fully complete the dynamic model of the 
system, all that remains is to calculate the inertia . 
The inertia of the arm with respect to its centre of 
gravity should be calculated (10), and transformed 
with respect to e rotation point by means of 
Steiner’s the r

th
o em (11). 

12 ·

·  

 
 

(10) 

 
(11) 

where l is the length and a the width of the arm, d is 
the distance between the rotation point and the 
centre of gravity, and m the mass of the arm. 

It has not been taken into account up to now that 
plates with extra weight can be placed on one end of 
the arm. To do this, the terms corresponding to the 
extra masses should be inserted in the dynamic 
model. 

· · · · sin

· · · · sin

· sin  

 

(12) 

where N is the number of extra masses, mp the 
weight of each extra mass, Lp the distance between 
the centre of gravity of the extra weights and the 
rotation point of the arm, and xp and yp are the 
coordinates of the centre of gravity of the extra 
weights with respect to the rotation point. 

The next step is to establish the reference 
impedance (13). In this case, the parameters K, B 
and M are not matrixes but merely parameters 
simp thelifying  tuning process. 

 
 

(13) 

 

 
Figure 8: Experimental results in the intermediate 
displacement zone. 

The impedance control law (14) to be applied, 
which is a simplified form of the general law (1), is 
obtained by equalling the term of the angular 
acceleration i (1n 3). 

· ·

·  
 

  (14) 

If the control law is analysed, apart from the 
parameters to be tuned (K, B and M), it can be 
observed that there is a term, , which is the 
torque measured when the arm interacts with the 
environment. This torque can be the estimated 
torque, as described for the hybrid control, but it is 
not essential in the control law. This term was not 
used in the law implemented, as the results were 
analogous.  represents the static part of the 

idynam c equation (12). 

· · · sin · ·

· · sin  
  (15) 

As can be observed, it is dependent on the mass 
at the tip, and it is therefore not robust to mass 
change. However, this mass can be estimated during 
the free movement phase. The design parameters K, 
B and M were experimentally adjusted and the 
following values were obtained: K=3.1, B=0 and 
M=0.5. 

To close the torque loop, the most common 
procedure is to use the direct reading by means of a 
torque sensor placed on the actual rotation axis, as 
done by Tsasarakis (2007) and Jia-Fan (2008). 
However, as described in section 4 of this paper, an 
estimator was used to calculate the torque exerted by 
the antagonistic pair of muscles from the reading of 
their position and their internal pressures. 
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Figure 9: Position responses during a collision. Figure 10: Estimated force responses during a collision. 

force executed by the pneumatic muscles against the 
lower limit stop when the collision happens. In fact, 
during the collision, controllers are not comparable 
to each other. Hybrid control carries out the tracking 
of a force set-point whereas the reaction force of the 
impedance control is proportional to the error 
between the position set-point and the collision 
point. Force set-point for the hybrid control is 30 N 
for the first 5 s and then increases up to 50 N. After 
some initial disturbances due to the impact and the 
commutation between the controllers, the estimated 
force increases smoothly until it reaches the set-
point. This response could be faster, but the 
parameters were tuned to achieve an acceptable 
force control with a weight placed in the tip within 
the range of 0 to 6 Kg. In the impedance control the 
influence of the collision is lower, and after an initial 
peak the estimated forced is limited. After the first 5 
s position set-point increases, and the control reacts 
to this rise increasing the torque as it is shown in the 
graph of the force. 

7 EXPERIMENTAL RESULTS 

Initially, controllers were tuned by simulation, using 
the non-linear model previously developed (Arrese-
Pujana, 2007). Continuous-time controllers were 
discretized with sample time of 2 ms and then 
embedded into the control hardware. 

With the objective of comparing the behaviour of 
both control techniques, Figure 8 shows the 
experimental response to a position step of 10º with 
a slope of 20º/s. This input signal has been applied 
to the intermediate zone within the motion range. 
Moreover, the arm has been loaded by attaching in 
its tip a weight of 3 Kg. This trial has been carried 
out in free movement without any collision with the 
environment. 

The decoupling between the position and the 
force permits to adjust the hybrid control, thus it is 
possible to obtain a very fast position response 
which is almost identical in all the zones with a very 
little overshoot. Impedance control is not used to 
control explicitly the position, so, its response is 
more conservative because the same control law and 
the same tuning are used to control both the free 
movements and the collisions with the environment. 
Regarding the steady state error, both algorithms are 
able to eliminate it. 

The robustness of the controllers can be tested by 
changes in the weight placed at the extreme of the 
arm. In Figure 11 it can be observed that the tuning 
performed for the hybrid controller is suitable to 
manage collisions with different loads within the 
range 0 to 6 Kg, although in the upper limit of the 
range (with 6 Kg) a minor overshoot happens. 
Hybrid control offers a robust behaviour in free 
movements as well. 

The trial showed in Figures 9 and 10 was 
performed in order to study the behaviour of both 
controllers with collisions. In this case, the arm is 
initially 55º away from the vertical plane and it is 
generated an ascendant position set-point with a 
slope of 20º/s. The lower limit stop was located at 
61.5º, so when the arm tries to track the set-point 
and reaches this position a collision happens. 
Analyzing the dynamic of the position response 
(showed in Figure 9) it can be observed that the 
rebound   happened after the collision has bigger 
amplitude with the hybrid control, due to the 
commutation between the position control and the 
force control. Figur  10  shows  the  estimate  of  the 

Impedance control does not offer a robust 
behaviour with changes in the load. In fact, the 
algorithm (14) needs to specify the weight of the 
mass placed at the extreme of the arm. To solve this 
problem, it was developed an initialization function 
which it is used to carry out a set of free movements 
are useful to estimate the extra weight. Thus, the 
control systems can work autonomously. Once the 
extra weight is estimated the results showed in 
Figure 12 are obtained for different tip masses 
during a collision and maintaining the same control 
parameters. 
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Figure 11: Estimated force response with different tip 
masses for hybrid control. 

 

 

 
Figure 12: Estimated force response with different tip 
masses for impedance control. 

 
8 CONCLUSIONS 

This article is a study about the control issue of the 
interaction with the environment of a 1-DOF 
experimental set-up powered by pneumatic muscles. 
Due to the non linear behaviour of this kind of 
actuators the control of the mechatronic device is 
very complex both in free movements and when it 
comes into contact with an obstacle, having a 
different response depends on the movement zone or 
the position where the impact occurs. Moreover, the 
possibility of loading the extreme of the arm with 
extra weight requires using robust algorithms. The 
main contribution of this paper is the design and 
implementation of a torque/force estimator which is 
used to close the control loops. In spite of having a 
structural error derived from the equation used to 
model the force of the muscles, this inaccuracy only 
appears when the arm impacts with an obstacle and 
this is not critical because the dynamic is not 
affected.  
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Abstract: Artifacts like motion blur are a common problem for vision systems on mobile robots, especially when 
operating under low light conditions or when using high-resolution sensors. In this contribution we present a 
scheme for estimating the degree of motion artifacts, especially motion blur, present in a stream of 
individual camera images. A single quality estimate is derived per frame using data from an inertial 
measurement unit. Considering limited image processing capacity of resource-constrained mobile robots, 
we show a number of data processing strategies that are based upon the idea of congestion control by 
adaptive image rejection. 

1 INTRODUCTION 

While the presence of motion artifacts in images 
from moving cameras can also be exploited in 
several ways, it is usually a troublesome effect. 
Objects may become unrecognizable because of 
blur; visual SLAM algorithms may yield poor results 
because of difficulties when finding corresponding 
image points or due to geometric distortion of the 
whole image.  

At the same time, image processing tasks usually 
require significant resources and may easily exceed 
the capabilities of the computer hardware present on 
a mobile robot.  

In the following sections we describe our 
approach to lessen the effects of both problems. At 
first we evaluate motion artifacts in greater detail. 
After discussing related work we present our method 
for estimating the image quality regarding the 
presence of motion artifacts. We then show data 
processing strategies including an approach to 
congestion control in persistent overload situations. 
We also present improvements of a specific vision 
task achieved with our system. 

 
 
 

2 MOTION ARTIFACTS 

Cameras acquire images by exposing a light-
sensitive element for a given period of time. Camera 
movement while the sensor is exposed may result in 
a number of image artifacts. Lens distortion is 
considered to have a negligible impact and is 
therefore not modeled here.  

2.1 Motion Blur 

Motion blur can be induced by moving either objects 
in the camera’s field of vision or the camera itself. 
For simplicity we consider only a static scene and 
disregard any moving objects. 

 
Camera Translation. We distinguish between two 
kinds of camera movement. On the one hand there is 
translation in direction of the optical axis; on the 
other hand there is motion in the plane orthogonal to 
that axis. In the second case, the magnitude of blur b 
on the image sensor for an object is in inverse 
proportion to the distance to the camera plane dcam 
(See Figure 1). 
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Figure 1: Motion blur in case of translation parallel to the 
optical axis (upper part) and vertical or horizontal 
translation (lower part). 

For movements parallel to the optical axis the 
intensity of blur b for an object depends on its 
distances from line of view v and camera plane dcam 
and the displacement mcam. For a point at the optical 
axis, this kind of translation has no impact. If objects 
are relatively far away from the camera, translation 
becomes insignificant. 

Camera Rotation. When rotating the camera, the 
magnitude of blur also depends on the position of a 
given object relative to the optical axis. Figure 2 
shows that such a camera rotation results in a blur b 
roughly perpendicular to the axis of rotation. Its 
strength depends on the actual angle of rotation and 
on the angle between the rotation axis and the view 
direction. The distance to an object does not matter 
for rotational blur (See Figure 2). 
 

 
Figure 2: Motion blur in case of rotation. 

2.2 Distortion 

Geometrical image distortion is another common 
artifact that can be found with moving cameras. It 
occurs when different portions of the image sensor 
are exposed sequentially to light. This “rolling 

shutter”-mode is implemented in a number of 
CMOS-based cameras. 

A sudden change in illumination may influence 
only portions of the image. If the camera is moved 
horizontally or rotated around the vertical axis, skew 
can be observed. Vertical lines appear to lean to the 
left for moving to the left or the right side for the 
opposite direction of movement. Vertical 
movements as well as rotations around the 
horizontal axis result in stretching respectively 
shrinking of objects vertically. Altering the direction 
of movement at a high speed (in case of vibrations) 
is called “wobble”. When rotating the camera 
around the optical axis, straight lines get bent around 
the image center.  

3 RELATED WORK 

Two categories of techniques that are concerned 
with the problem of motion artifacts can be 
identified.  

The first group of approaches is concerned with 
avoiding artifacts in the first place. Here, special 
hardware with accurate actuators is required. One 
solution is to stabilize the whole camera on a special 
platform, as shown in (Schiehlen, 1994). Other 
solutions are shiftable image sensors (Yeom, 2007), 
(Cardani, 2006), (Chi-Wei Chiu, 2007) that 
counteract camera shake or agile optical components 
like a variable fluid prism (Sato, 1993), a movable 
mirror (Günther, 2006) or an additional lens between 
scene and sensor.  

A quite simple solution found in some recent 
hand-held cameras tries to delay image exposure in 
case of camera shaking. Camera movement is 
determined using acceleration sensors. 

A different group of solutions is not concerned 
with preventing artifacts during image acquisition, 
but tries to undo artifacts at a later stage by using 
image processing techniques. For instance one 
approach (Choi, 2008) merges blurred and sharp but 
under-exposed images of the same scene to obtain 
an overall improved image. In general, a correction 
in software is time-consuming and consists of two 
steps. In the first step the artifacts are identified, in a 
second step they are removed from the image. A 
number of algorithms for global shutter (Ji, 2008), 
(Fergus, 2006) and for rolling shutter (Cho, 2008), 
(Nicklin, 2007), (Chun, 2008) cameras have been 
developed. In contrast to our implementation, most 
of these approaches are, beside their excessive 
computational cost, limited to simple motions. 
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4 IMAGE QUALITY 
ESTIMATION 

We estimate motion artifacts by measuring the 
movement of the camera during image exposure. 
This eliminates the need for additional image 
processing to detect artifacts, which is beneficial for 
resource constraint mobile systems. 

4.1 Sensor Configuration 

In our system, motion tracking is done by an inertial 
sensor containing a MEMS gyroscope which can 
measure three-dimensional angular velocity and a 
MEMS three-axis-accelerometer. Measurements are 
discretized in time. As discussed in section 2, the 
effect of motion varies depending on the setup. 
Camera translation results only in marginal artifacts 
for objects at medium and large distances, which we 
consider prevalent in the vast majority of mobile 
robot scenarios. Additionally, the direction of view 
often is in coincidence with the driving direction. 
Here, camera movement as a result of the robot’s 
linear motion can also be ignored. The position of 
the sensor relative to the camera is irrelevant for the 
measured angular speed as long as they are both 
firmly mounted on a rigid frame. 

4.2 Tracing Motion Artifacts 

In our approach we consider the intrinsic camera 
parameters and the position and orientation of the 
camera relative to the gyroscope. The direction of 
the view vector varies over the image. Therefore the 
effect of camera motion is different at every image 
point. It is calculated by first projecting points from 
image space into world space by using the camera’s 
intrinsic matrix while considering its lens distortion 
(See Figure 3). The camera’s depth of field could be 
used as a rough clue. As discussed earlier, rotation is 
the main cause of artifacts in many scenarios. Here, 
solely the view vector at the considered image points 
is relevant.  

In a second step the measured motion is applied 
successively to the virtual camera while tracing the 
path in image space described by the projected point. 
The quality estimate for an image point is 
determined by the length of the path as well as by 
the maximum distance between any of two points on 
that path. We map the strength of motion artifacts to 
the interval from 0.0 to 1.0, where 1.0 stands for an 
immobile camera. The quality reaches 0.0 for 
infinitely high motion artifact strength.  

As stated above, the direction of sight rays and 
thus the quality estimate varies over different image 
points. To get a single estimate for the entire image, 
several possibilities exist to combine the data. The 
simplest method is to only consider quality at the 
image center. Depending on the application, it is 
also possible to sample quality values over the entire 
image or from predefined areas of interest and then 
use the average or the lowest quality as the overall 
quality measure. When combining samples over a 
larger area it is possible to account for rotation 
around the optical axis, which could not be detected 
when only considering the image center. 

 

 
Figure 3: Basic principle of tracing motion artifacts. 

5 DATA PROCESSING SCHEME 

While researchers made various efforts to deal with 
motion artifacts, many of them are not well suited 
for mobile robot applications. Undoing blur is a slow 
and cumbersome process. Adaptive triggering of 
image acquisition depending on current camera 
movement is a promising and computationally 
inexpensive approach. However, a sudden increase 
in camera movement during exposure cannot be 
predicted. 

In our system, we chose to continuously acquire 
images as well as motion data and apply a selection 
process at a later stage. One advantage is that the 
actual movement of the camera during image 
exposure is known for every individual image. 
Another advantage is that ‘bad’ pictures are not 
prevented from being acquired. A scheme for 
rejecting individual frames at an early processing 
stage is applied instead. Depending on the 
application, blurry images may still be used if 
continuous image degradation happens for a 
prolonged period of time.  
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5.1 Image Acceptance Test and 
Congestion Control 

We consider mobile platforms to have in general a 
limited computing capacity. At the same time we 
assume that image processing tasks consume 
significant resources. Here, the frame rate of a 
camera may easily exceed the image processing 
capacity.  

 

 
Figure 4: Structure of a system containing a mediator 
service for congestion control. 

As shown in Figure 4, instead of dropping 
random frames, we can apply a simple, yet effective 
congestion control scheme. Having a normalized 
image quality value available for every frame 
enables us to compare it directly to the current 
system load. Images are only accepted for further 
processing if their image quality is greater than the 
system load indicator. This implies that in case the 
system is idle, even images containing heavy motion 
artifacts are accepted for further processing. This 
ensures that it is not possible to reject every image 
for an extended period of time. The system load 
indicator is derived from the percentage of utilized 
space in the image queue right before the image 
processing stage mapped to the interval from 0.0 to 
1.0. 

5.2 Data Processing Strategies 

The basic data processing scheme has been 
described in the previous section. However, as in the 
computation of a global quality estimate for the 
entire image, some variations or extensions are also 
possible at this stage. 

Minimum Quality. If an application requires that 
the degree of motion artifacts doesn’t exceed a 
certain degree, it is possible to specify a minimum 
quality value at the mediator to prevent it from 
accepting low quality images.  

Binning Images. Scenarios where degraded images 
can still be useful if they are processed in an 
alternative way compared to artifact-free images can 
also be supported. Here, the mediator shown in 
Figure 4 can be extended to route images with 
quality estimates below a certain threshold to 
another processing module. An example of such a 
scenario may be a system for visual odometry where 
images are too blurry to match corresponding 
features in successive frames but can be used to 
derive camera motion from blur instead. Another 
scenario is the combination with deblurring 
algorithms. To prevent starvation of image 
processing in case of unacceptable blurry images for 
a long period of time, it is possible to route 
individual images through a deblurring stage when 
the load indicator becomes low.  

Reusing Quality Estimates. It may also be 
desirable of course to include the quality estimate or 
even the computed paths of movement at individual 
image locations in later processing stages. The 
overall quality measure can be easily included in the 
image metadata at the mediator stage. If access to 
more detailed data is required, it is more suitable to 
establish an additional connection between the 
quality estimation module and the processing stage 
and access desired data on demand. 

6 SYSTEM EVALUATION 

In this section we show results achieved with our 
approach to image quality estimation. We also 
present improvements of a scenario where markers 
are to be detected by a mobile robot while driving on 
a bumpy floor.  
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6.1 Evaluation of Motion Artifact 
Detection 

In a first experiment we examined the correlation 
between motion blur in camera images and the 
computed quality based on angular rate 
measurement. A mobile robot was equipped with a 
front facing camera and was driving towards a board 
placed in front of it. The robot passed various bumps 
of a maximum height of 1 cm, which resulted in 
displacement as well as rotation of the robot. Figure 
5 shows the correlation between blur radius at the 
image center and computed quality values. The blur 
radius was measured manually in each individual 
image. 
 

  
Figure 5: Correlation between quality estimate and actual 
strength of motion blur. 

In Figure 6 small parts of a blurry and a non-
blurry image is shown. The red dots indicate the 
motion calculated using inertial data only.   

 

 
Figure 6: Motion blur traced by inertial data. 

6.2 Improving a Marker Detection 
Scenario 

We applied our approach to a scenario where optical 
markers were to be recognized by a moving mobile 
robot. The computing capacity onboard the robot is 
limited. Therefore not all images acquired by the 
onboard camera can be processed. The lights were 

set to about 300 lux, which resulted in an average 
integration time of 60 ms. A 2/3 inch monochrome 
CCD sensor and a 4.8 mm fixed focus C-Mount lens 
were used in the experiment.  

The robot was approaching a board from a 
distance of approximately 13 meters. Markers of 
different sizes were attached to the board (See 
Figure 7). The goal when approaching the board was 
to recognize the markers as frequently as possible. 

 

 
Figure 7: Test setup of the marker detection scenario. 

Images and motion data were recorded in order 
to compare results achieved with uncontrolled frame 
drops due to queue overflow against results with 
dynamic congestion control. The total number of 
images acquired during the approach was 319. The 
average processing time per frame required by the 
marker detection algorithm was approximately 1.6 
times the interarrival time of new images. Table 1 
shows the number of images in which a marker 
could be identified for one particular approach. In 
general, markers could not be recognized in all 319 
frames because at first they were too far away, went 
partially outside of the image, or they were obscured 
by motion blur. It can be seen that the improvement 
in the total number of images with recognized 
markers increases with the decreasing size of the 
marker. This is because smaller markers are easily 
obscured by blur. 

Table 1: Improvements of recognition results when 
applying dynamic filtering. 

Marker Large Medium Small 
recognizable 246 272 99 

recognized(uncontrolled) 154 159 62 
recognized(filtered) 161 178 71 
Improvement [pct.] 4.5 11.9 14.5 
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7 CONCLUSIONS 

Here we presented an approach to improve the 
performance of image processing tasks on mobile 
robots equipped with common fixed focus, low-cost 
cameras. The basic idea presented was to improve 
the quality of images processed by arbitrary vision 
algorithms by estimating the amount of motion 
artifacts for every image and rejecting bad ones 
while also considering a system load indicator.  

Our system is suitable for resource-constrained 
robots where the camera’s frame rate usually 
exceeds the processing capabilities of the onboard 
computer. Based on improvements we have seen in 
an example scenario, we are confident that the 
performance of a number of different image 
processing tasks can be improved through this 
approach. 
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Abstract: The complexity of modern automation systems is growing steadily. In software engineering, model-driven 
development proved that it contributes significantly to cope with this complexity in development, while 
increasing efficiency and the quality of the development results. However, hardware-software dependencies, 
different types of requirements that must be considered in development and the large number of modeling 
languages are specific challenges for a model-driven approach in automation technology. In this paper a 
concept of model-driven system development is presented that takes into account these challenges, and thus 
provides the possibility to leverage model-driven development in industrial automation technology. 

1 INTRODUCTION 

Because of the integration of new functions and 
technologies necessary to fulfill customer require-
ments, environmental regulations or safety stan-
dards, the complexity of automation systems 
increases steadily (Ramebäck, 2003). Therefore, 
adequate development methods are needed pro-
viding the means to increase efficiency in develop-
ment and to increase the quality of the development 
results. In software engineering, model-driven deve-
lopment has proven that it offers mechanisms to 
cope with the increasing complexity and to boost 
efficiency in development (Schmidt, 2006).  

In this paper we analyze, why model-driven 
development is rarely used for the development of 
industrial automation systems and present a concept 
based on extended model transformations that 
allows to benefit from the advantages of model-
driven development in industrial automation 
technology. Therefore we discuss specific challen-
ges in development of industrial automation systems 
in chapter 2. Starting with a theoretical consideration 
of system development and the theory of model-
driven development in chapter 3, the limiting factors 
regarding the application for automation systems 

development are presented in chapter 4. Based on 
the limitations a concept of model-driven develop-
ment for industrial automation systems is deducted. 

2 CHALLENGES IN 
INDUSTRIAL AUTOMATION 

Industrial automation systems are complex hard-
ware-software systems, whose objective is the con-
trol and supervision of a technical process. Many 
different disciplines as software engineering, 
hardware development, or electrical engineering are 
involved in the development of such systems. 
Modeling is seen as an important lever for coping 
with the complexity in, since any model allows to 
focus on specific aspects. Therefore, for system 
development, many different models are used. Since 
dependencies between the various models are not 
automatically managed, there is a high manual effort 
for multiple entries of the same information and for 
ensuring consistency of the models (Schenk and 
Schlereth, 2008). Therefore, we need concepts to 
manage the dependencies between the various 
models used during development. 
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In contrast to software engineering, there is no 
established, universal modeling language such as the 
UML in industrial automation technology. This is 
due to the various disciplines involved in develop-
ment, using specific modeling languages tailored to 
their needs. Thus, the development method must be 
open to the use of different modeling languages. 

The hardware of an industrial automation system 
consisting of sensors, actuators and processing units, 
and the software are highly integrated, leading to a 
large number of dependencies in development. In 
order to increase efficiency and the quality of the 
developed industrial automation systems, reusable 
partial solutions should be used whenever possible. 
These partial solutions consist both of hardware 
parts and a specification or implementation of the 
related software parts. Hence, the development 
method for industrial automation systems must pro-
vide reusable partial solutions and has to offer con-
cepts to manage hardware-software dependencies. 

In the development of an industrial automation 
system different types of requirements must be 
fulfilled. First of all, the technical process needs to 
be controlled and monitored. Further specific re-
quirements for the automation system arise from the 
realization of the technical system, from existing 
legacy systems as well as from legal and economic 
constraints. These requirements can demand a 
specific property of the overall automation system as 
for example reduced energy consumption or a 
property of an individual subsystem, e.g. the manu-
facturer of a specific subsystem or a specific bus-
system to be used. These requirements vary between 
different automation systems that realize the same 
technical process. Any development method in 
industrial automation technology must support these 
different kinds of requirements. 

3 SYSTEMS DEVELOPMENT 

3.1 Basic Definitions 

According to Smith and Browne (1993) develop-
ment is the creation of a system or artifact to solve a 
given problem. Therefore representations of the real 
world are used. In the representation of the problem 
R(P) the problem is described using the vocabulary, 
concepts and metrics of the problem space. Starting 
from this representation the representation of the 
solution R(L) is developed in several development 
steps. Based on the representation of the solution 
R(L), the system can be produced. There may be 
representations of different formalization degrees. A 

textual requirements specification, for example, is an 
informal representation of the problem to be solved; 
the source code of the automation software is a 
formal representation of the solution. 
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Figure 1: Systems development. 

The system to be developed consists of a set of 
individual elements, which are related to each other 
and interact in a way, that they fulfill a common goal 
(Sommerville, 2007). The elements can be atomic or 
subsystems, i.e. in this case they are systems as well. 
The system properties comprise both the properties 
of the individual elements, e.g. the manufacturer of 
the element or subsystem, and the properties that 
arise from the interplay of the elements as for 
example energy consumption or reliability. The 
latter are known as global system properties.  

Considering the requirements to be fulfilled by a 
system, they can focus on different aspects: First of 
all, there are requirements describing the problem to 
be solved by the system. Other requirements focus 
on the global properties, the system must prove. 
Examples for this class are requirements concerning 
energy consumption. A third class of requirements 
prescribes properties of individual elements. These 
latter two classes of requirements restrict the number 
of possible solutions of the problem. 

During development, a multitude of design 
decisions have to be made, which affect the solution. 
These decisions are made by the engineer combining 
his own knowledge and expertise with the required 
system properties, available technologies and 
reusable partial solutions. In decision-making the 
engineer has to consider all interdependencies 
between the technologies and partial solutions. If 
there is a modification in the problem to be solved, 
in required system properties or in the partial 
solutions, all decisions must be checked manually 
for correctness under the new circumstances. 

The aim of model-driven development is to auto-
matically generate the representation of the solution 
R(L) from the representation of the problem R(P). 
Therefore the basics of model-driven development 
are described in the following section.  
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3.2 Model-driven Development 

In model-driven development, the course of the 
development from problem analyses to design and 
implementation is defined by models (OMG, 2003), 
whereas a model is a formalized representation of 
some aspects of the problem to be solved or the 
system to be developed. The formalized represen-
tation of the problem is called conceptual model 
M(P). This model has a high level of abstraction. As 
shown in figure 2, transformations are used for the 
automated generation of the model of the solution 
M(L) out of the conceptual model M(P). A trans-
formation is the conversion of a source model into a 
target model based on a formalized specification. As 
prerequisite for an automated transformation, all 
factors affecting the solution must be formalized. 
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Figure 2: Model-driven systems development. 

To implement a transformation, a platform and 
transformation rules are needed. The platform con-
tains all available reusable partial solutions of one 
dedicated level of abstraction, whose interfaces and 
properties are described in a formalized way.  

The platforms used in the various transforma-
tions determine much of the system properties. In 
reverse requirements concerning system properties 
such as high reliability or the operating system to be 
used determine the platforms to be chosen for the 
development of the system. 

Transformation rules formalize the part of the 
developer’s knowledge needed for the selection, 
linkage and configuration of the partial solutions of 
the platform, which are needed to implement the 
problems that can be modeled in the source model. 
When executing a transformation, the transformation 
rules link the problem modeled in the source model 
with the partial solutions of the platform.  

Since the transformation rules link the model 
elements of the source model with the partial solu-
tions of the platform, they depend on the modeling 
language of the source model and the description of 
the partial solutions. This is why standards for the 
specification of transformation rules such as QVT 
(OMG, 2008) define the structure of the rules using 

metamodels. These standards are very generic and 
require high efforts to define the necessary trans-
formation rules when introducing model-driven 
development in a specific domain. Hence, currently 
transformations are usually realized for specific 
modeling languages and platforms within integrated 
development environments. Since in software engi-
neering there are standard modeling languages as for 
example the UML or signal flow diagrams, model-
driven development techniques are applied especial-
ly in application domains in software engineering 
that traditionally use these modeling languages. 

The identification of the necessary transforma-
tions and the modeling languages used within a 
domain as well as the development of platforms and 
transformation rules takes place in a preceding, 
project-independent development phase, called 
infrastructure development. In this phase, domain 
engineering activities are executed in order to 
develop the artifacts, which will be reused within 
various projects later in the system development 
phase. In the system development phase, the 
platforms and transformation rules are reused. 

In model-driven development dependencies 
between different views and partial solutions are 
used to define transformations allowing an 
automated generation of more detailed models, or 
source code from other usually more abstract 
models. In the following chapter, we discuss the 
limitations of the current transformation concepts 
regarding the application for the development of 
industrial automation systems and propose concepts 
allowing to leverage the advantages of model-driven 
development in industrial automation technology. 

4 MODEL-DRIVEN 
DEVELOPMENT OF 
AUTOMATION SYSTEMS 

4.1 Model-driven Development and 
Challenges of Industrial 
Automation Technology 

In model-driven development platforms are used to 
manage reusable partial solutions, which are 
described in a formalized way and stored in a clear 
structure within the platforms. Partial solutions 
consisting of hardware-software parts, as needed in 
automation technology, are not supported by 
existing model-driven approaches. Therefore, an 
extension of the classical model-driven development 
approach is needed to support partial solutions with 
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hardware and software parts and to be able to 
manage hardware-software dependencies. 

In classical model-driven development, the 
solution is built based on the conceptual model M(P) 
and the selected platforms. Platforms and trans-
formation rules are not adaptable in system develop-
ment. Hence, besides the conceptual model M(P) 
and the selection of the platforms, there are no 
further possibilities to influence the solution in the 
system development phase. Requirements con-
cerning system properties can only be fulfilled, if 
there is a platform, which has exactly the required 
properties. As in automation technology there are a 
lot of requirements focusing on system properties, 
we would need an enormous number of platforms 
for any combination of required system properties. 
As this is not feasible in practice, we propose an 
extension of the classical model-driven development 
approach allowing to specify required system 
properties and thus to influence the solution. 

Existing implementations of transformations 
cannot be used in automation technology due to the 
variety of modeling languages and the close hard-
ware-software dependencies. To reduce the efforts in 
infrastructure development and to make the concept 
applicable to engineers, the generic concepts for the 
definition of transformation rules must be 
concretized. Standards as AutomationML (Drath et 
al., 2008) define metamodels for the description of 
automation technical solutions. As engineers are 
getting familiar with these standards, the description 
of the platform elements is based on these standards. 

The integration of these approaches into a 
concept for hardware-software integration is 
described in the following paragraph in more detail. 

4.2 Platforms for Hardware-Software 
Integration 

In industrial automation technology, reusable partial 
solutions are composed of hardware and software 
parts. On the level of models, this means that the use 
of a partial solution has an impact both on hardware 
models (e. g. circuit diagram) and on software 
models such as source code. One partial solution has 
representations in several models. In order to 
integrate the representations belonging to one partial 
solution the concept of platforms is extended by 
views. The platform for model-driven development 
in automation technology consists not only of 
software components but integrates partial 
automation technical solutions of one abstraction 
level. An automation technical partial solution is 
created by the encapsulation of the representations 

of the partial solution for the hardware and the soft-
ware models and a general description. For example, 
the partial solution representing a speed sensor is 
composed of a representation for the circuit diagram, 
for the simulation model and a software driver. 
 

software model hardware model

source model

sensor simulation
modelsensor-

software
component

sensor-
software
component

automation-tech-
nical partial 
solution

platformplatform
transformation

rules

 
Figure 3: Transformation generating the hardware and 
software model. 

All automation technical partial solutions of one 
abstraction level are merged into one platform. If, 
during the execution of a transformation, a partial 
solution is selected by a transformation rule, the 
corresponding representation of the partial solution 
is instantiated in any model generated by the 
transformation. Figure 3 illustrates the course of a 
transformation, which generates several target 
models from one source model. 

4.2.1 Unified Metamodel of Automation 
Technical Partial Solutions 

The knowledge, which partial solution should be 
selected during the execution of a transformation, 
how it must be connected and configured, is 
encapsulated in the transformation rules. The 
selection, linkage and configuration dependent on 
many parameters. The required properties of a 
partial solution are extracted from the source model. 
Then, the suitable partial solution is selected from 
the platform. To avoid that for any combination of 
required properties a new transformation rule must 
be created, the properties of any partial solution are 
subsumed within its formalized description. Thus 
transformation rules can select partial solutions by a 
set of required properties. This leads to a greatest 
possible decoupling between the transformation 
rules and the partial solutions allowing to add new 
partial solutions to the platform without having to 
modify the transformation rules. The description of 
each partial solution follows the metamodel 
presented in figure 4. Any partial solution disposes 
of features that are either fixed (property), optional 
(option) or can be configured (parameters). 

The representations of a partial solution in 
different types of target models are encapsulated in 
the partial solution (target model representation). 
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Each representation is assigned to a specific view 
(View). A partial solution is linked with other partial 
solutions using ports (Port). 

 
Partial Solution

Name: String

Target model 
representation

<<Enum>>
ViewType
General

Signal Flow
Circuit Diagram
Class Diagram

View

ViewType: ViewType

View

ViewType: ViewType

1..*

Property Option Parameter Outgoing Incoming

1..* *

*
Feature Port

Configuration Rule
Consistency

Rule

 
Figure 4: Metamodel of an automation technical partial 
solution within a platform. 

Since dependencies between the hardware and 
software parts of a partial solution are known best by 
the developer of the partial solution, these can be 
integrated as consistency rules. Configuration rules 
adapt the representations within the different types 
of target models to the actual configuration of the 
partial solution. For example, if there is a parameter 
allowing to adjust the value range of a sensor, the 
configuration rules set the configuration values in 
the source code of the driver and adjust the values of 
the series resistor in the circuit diagram. When a 
partial solution is selected, linked or configured 
during the execution of a transformation, these rules 
are evaluated. This allows automatic internal 
adjustments of the partial solution to ensure 
consistency between the different views. 

4.2.2 Transformation Rules 

One benefit of the unified metamodel of the partial 
solutions within the platforms is the possibility to 
define a general structure of the transformation rules 
in automation technology. There are three major 
types of transformation rules: 

Transformation rules that encapsulate the know-
ledge to define the structure of the target model, 
which allows solving the problem modeled in the 
source model, are called structure-defining (SD) 
rules. They extract the information from the source 
model, which is relevant for the structure of the 
target model, and create a possible structure of the 
target model. In further steps, this structure has to be 
detailed using partial solutions from the platform. 

Selective (SL) transformation rules are used for 
the selection of the correct partial solutions from the 
platform. They encapsulate the knowledge about the 
relevant properties, a partial solution needs to have 
in order to be deployed in a certain position within 
the structure of the target model. Selective 
transformation rules define in a first step a complete 
requirements specification for any position in the 

structure of the target model that has to be detailed 
by a partial solution. In the second step, the 
requirements aggregated in the first step are used to 
select the correct partial solution from the platform. 

Transformation rules of the third type, called 
configurational (CF) rules, ensure a consistent 
configuration of the selected partial solutions within 
all target models. 

When a transformation is executed, the structure-
defining rules are applied first, followed by the 
selective rules and in the end the configurational 
rules. If a set of transformation rules produces 
several possible solutions for a given source model, 
there is the possibility to optimize the solution con-
cerning specific system properties. 

Platforms and transformation rules are developed 
in infrastructure development preceding the systems 
development, where they are reused within many 
systems. This allows increasing efficiency in de-
velopment and shortening the development time 
within individual projects. Crucial disadvantages are 
the high initial costs for the project-independent de-
velopment of transformation rules and platforms, 
and the inflexibility regarding the consideration of 
requirements concerning individual system pro-
perties in the transformations. A solution to this 
problem is presented in the following section. 

4.3 Adaptability of Transformations 

In order to be able to specify the different kinds of 
requirements and thus to fulfill them, the concept of 
transformations of the classical model-driven 
development is extended by two additional variation 
points. These variation points can be used to modify 
the solution. In analogy to framework theory, these 
variation points are called hot spots of the 
transformation. The first hot spot allows to adapt the 
transformation rules to the requirements of a specific 
project. This adaptation allows to model and thus to 
respect required global system properties within the 
transformation, i.e. properties that arise from the 
interaction of the system elements. During the tool-
supported execution of the transformation different 
architectural variants of the solution can be analyzed 
in terms of meeting the required global system 
properties. Finally, the one that meets best the 
requirements is selected. For example, a reliable 
temperature measurement can be realized using one 
highly reliable sensor or a redundant measurement 
with two or even more standard sensors. The 
knowledge of the possible architectural variants and 
the calculation of the reliability is formalized in the 
transformation rules. Using the hot spot, these 
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transformation rules are configured or even 
completed by new rules formalizing the know-how 
on the reliability that should be reached in the 
current project, on possible architectural alternatives 
and on their properties. The decision, which 
alternative is best suited within the specific project, 
is made during the execution of the transformation. 
If the properties concerning reliability of the 
available sensors are known, this decision for one 
architectural variant can be made automatically 
depending on the required reliability. 

Required properties of individual system 
elements such as the supplier of a specific partial 
solution can be specified using the second hot spot. 
This hot spot allows to access all properties of the 
partial solutions of the platform and thus to select or 
exclude specific partial solutions by any property. 
The project-specific adaptation of the platform at 
this hot spot prepares the set of partial solutions 
from the platform, which may be used in the specific 
development project. 

Furthermore, the concept of hot spots allows 
upgrading the transformation rules or the platform 
within a development project. Thus, model-driven 
development can be introduced iteratively, since the 
missing transformation rules and partial solutions 
can be added at the corresponding hot spot. 

5 CONCLUSIONS  

In model-driven development the course of 
development is defined by models using the 
principle of abstraction to focus only on the relevant 
aspects in any development steps. Transformations 
are used to transform the abstract models of the 
problem to more detailed models of the solution. 

The mature concepts of model-driven software 
development can not be applied directly for the 
development of automation systems, since they miss 
concepts for the high variability concerning the 
requirements on specific system properties and hard-
ware-software dependencies. Furthermore, a concept 
for model-driven development in industrial auto-
mation technology must be adaptable to different 
modeling languages as there are no standard 
languages as for example the UML. 

In this paper we presented a concept for model-
driven development of industrial automation 
systems. Central aspects of this concept are 
platforms built on automation technical partial 
solutions, hot spots in the transformations and a 
metamodel based definition of automation technical 
partial solutions. The platforms allow reusing partial 

solutions consisting of hardware and software parts. 
Hardware-software dependencies are modeled by the 
developer of the partial solution and are taken into 
account when using a partial solution within a 
transformation. Hot spots enable the developer to 
adapt the transformation in order to fulfill 
requirements concerning specific system properties. 
The metamodel-based definition of the partial 
solutions allows to reuse transformation rules and to 
adapt them to different modeling languages.  

The presented concept allows applying model-
driven development to the development of industrial 
automation systems and leads to a better controlla-
bility of the complexity, increases efficiency and 
shortens the development time within individual 
industrial automation projects. 
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Abstract: The visual information captured by omnidirectional systems is very rich and it may be very useful for a 
robot to create a map of an environment. This map could be composed of several panoramic images taken 
from different points of view in the environment, and some geometric relationships between them. To carry 
out any task, the robot must be able to calculate its position and orientation in the environment, comparing 
his current visual information with the data stored in the map. In this paper we study and compare some 
approaches to build the map, using appearance-based methods. The most important factor of these 
approaches is the kind of information to store in order to minimize the computational cost of the operations. 
We have carried out an exhaustive experimentation to study the amount of memory each technique requires 
to build the map, and the time consumption to create it and to carry out the localization process inside it. 
Also, we have tested the accuracy to compute the position and the orientation of a robot in the environment. 

1 INTRODUCTION 

When a robot or a team of robots have to carry out a 
task in an environment, an internal representation of 
it is usually needed so that the robot can estimate its 
initial position and orientation and navigate to the 
target points. Omnidirectional visual systems are a 
widespread sensor used with this aim due to their 
low cost and the richness of information they 
provide. Extensive work has been carried out in this 
field, using the extraction of some natural or 
artificial landmarks from the images to build the 
map and carry out the localization of the robot 
(Thrun, 2003). However, these processes can be 
carried out just working with the images as a whole, 
without extracting landmarks nor salient regions.  

These appearance-based approaches are useful 
when working in unstructured environments where it 
may be hard to create appropriate models for 
recognition, and offer a systematic and intuitive way 
to build the map. Nevertheless, as we do not extract 
any relevant information from the images, an 
important problem of such approaches is the high 
computational cost they suppose.  

Different researchers have shown how a 
manifold representation of the environment using 
some compression techniques can be used. A widely 

extended method is PCA (Principal Components 
Analysis), as (Kröse, 2004) does to create a database 
using a set of views with a probabilistic approach for 
the localization inside this database. Conventional 
PCA methods do not take profit of the amount of 
information that omnidirectional cameras offer, 
because they cannot deal with rotations in the plane 
where the robot moves. (Uenohara, 1998) studied 
this problem with a set of rotated images, and 
(Jogan, 2000) applied these concepts to an 
appearance-based map of an environment. The 
approach consists in creating an eigenspace that 
takes into account the possible rotations of each 
training image, trying to keep a good relationship 
between amount of memory, time and precision of 
the map. Other works rely on Fourier Transform to 
compress the information, as (Menegatti, 2004), that 
defines the concept of Fourier Signature and 
presents a method to build the map and localize the 
robot inside it, or (Rossi, 2008), that uses spherical 
Fourier transform of the omnidirectional images.  

The representation of an environment with 
appearance-based approaches can be separated in a 
low-level map, that represents a room with several 
images and a high-level map, which tries to 
modelize the spatial relationships between rooms 
and between rooms and corridors. (Booij, 2007) 
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shows how these concepts can be implemented 
through a graph representation whose nodes are the 
images and whose links denote similarity between 
them and (Vasudevan, 2007) uses a hierarchy of 
cognitive maps where place cells represent the 
scenes through a PCA compression and the 
information provided by a compass  is used to 
compute the connectedness between them. 
Appearance-based techniques constitute a basis 
framework to other robotics applications, as in 
route-following, as (Payá, 2008) shows. 

2 REVIEW OF COMPRESSION 
TECHNIQUES USING 
OMNIDIRECTIONAL IMAGES 

In this section, we outline some techniques to extract 
the most relevant information from a set of 
panoramic images, captured from several positions 
in the environment to map. 

2.1 PCA-based Techniques 

When we have a set of N images with M pixels each, 
Njx Mxj K

r 1;1 =ℜ∈ , each image can be transformed 
in a feature vector (also named ‘projection’ of the 
image) Njp Kxjr ;1ℜ∈ K1= , being K the PCA 
features containing the most relevant information of 
the image, NK ≤  (Kirby, 2000). The PCA 
transformation can be computed from SVD of the 
covariance matrix C of the data matrix, X that 
contains all the training images arranged in columns 
(with the mean subtracted). If V is the matrix 
containing the K principal eigenvectors and P is the 
reduced data of size K x N, the dimensionality 
reduction is done by , where the columns 
of P are the projections of the training images, .

XVP T ·=
jpr  

However, the database built in this way contains 
information only for the orientation the robot had 
when capturing each image but not for all the 
possible orientations on each point. (Jogan, 2000) 
presents a methodology to include this orientation 
information but acquiring just one image per 
position. When we work with panoramic images, we 
can artificially rotate them by just shifting the rows. 
This way, from every image Njx Mxj K

r 1;1 =ℜ∈
MxQℜ

 we 
can build a submatrix  where the first 
column is the original image, and the rest of them 
are the shifted versions of the original one, with a 

j ∈X

Qπ2  rotation between them. 

When having a set of N training images, the data 
matrix is composed of N blocks, and the covariance 
matrix has the following form: 
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Where  are circulant blocks. The 

eigenvectors of a general circulant matrix are the Q 
basis vectors from the Fourier matrix (Ueonara, 
1998): 

QxQik ℜ∈X
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This property allows us to compute the 

eigenvectors without necessity of performing the 
SVD decomposition of C (this would be a 
computationally very expensive process). This 
problem can be solved by carrying out Q 
decompositions of order N. The eigenvectors of C 
shall be found among vectors of the form: 
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where  is an eigenvalue of jk

iλ
jkX corresponding to 

the eigenvector iω
r . As the matrix  has N 

eigenvectors, if we repeat this process for every 
Λ

iω
r  

we can obtain Q·N linearly independent eigenvectors 
of C. 

2.2 Fourier-based Techniques 

2.2.1 2D Discrete Fourier Transform 

When we have an image f(x,y) with Ny rows and Nx 
columns, the 2D discrete Fourier Transform is 
defined through: 
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The components of the transformed image are 

complex numbers so it can be split in two matrices, 
one with the modules (power spectrum) and other 
with the angles. The most relevant information in the 
Fourier domain concentrates in the low frequency 
components. Furthermore, removing high frequency 
information can lead to an improvement in 
localization because these components are more 
affected by noise. Another interesting property when 
we work with panoramic images is the rotational 
invariance, which is reflected in the shift theorem: 
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According to this property, the power spectrum 

of the rotated image remains the same of the original 
image and only a change in the phase of the 
components of the transformed image is produced, 
whose value depends on the shift on the x-axis (x0) 
and the y-axis (y0). It means that when two images 
are acquired from close points of the environment 
but with different headings for the robot, then, the 
power spectrum is very similar, and studying the 
difference in phases we could estimate the angle 
between the two orientations, using eq. (6). 

2.2.2 Fourier Signature of the Image 

If we work with panoramic images, we can use 
another Fourier-based compact representation that 
takes profit of the shift theorem applied to 
panoramic images (Menegatti, 2004). It consists in 
expanding each row of the panoramic image 
{ } { }110 ,,, −=

yNn aaaa K  using the Discrete Fourier 

Transform into the sequence of complex numbers 
{ } { }110 ,,, −=

yNn AAAA K . 

This Fourier Signature presents the same 
properties as the 2D Fourier Transform. The most 
relevant information concentrates in the low 
frequency components of each row, and it presents 
rotational invariance. However, it exploits better this 
invariance to ground-plane rotations in panoramic 

images. These rotations lead to two panoramic 
images which are the same but shifted along the 
horizontal axis (fig. 1). Each row of the first image 
can be represented with the sequence {  and each 
row of the second image will be the sequence 

}na

{ }qna −
, 

being q the amount of shift, that is proportional to 
the relative rotation between images. The rotational 
invariance is deducted from the shift theorem, which 
can be expressed as: 
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where { }[ ]qna −ℑ  is the Fourier Transform of the 

shifted sequence, and are the components of the 
Fourier Transform of the non-shifted sequence. 
According to this expression, the amplitude of the 
Fourier Transform of the shifted image is the same 
as the original transform and there is only a phase 
change, proportional to the amount of shift q. 

kA

 

 
Figure 1: A robot rotation on the ground plane produces a 
shift in the panoramic image captured. 

3 MAP BUILDING 

To carry out the experiments, we have captured a set 
of omnidirectional images on a pre-defined 40x40 
cm grid in an indoor environment, including an 
unstructured room (a laboratory) and a structured 
one (a corridor). We work with panoramic images 
with size 56x256 pixels. Once we have all the 
panoramic images, we have used the compression 
methods exposed in the previous section. Fig. 2(a) 
shows a bird’s eye view of the grid used to take the 
images and two examples of panoramic images.  

Before using the compression methods, a 
normalisation and a filtering process have been 
carried out to make the map robust to changes in 
illumination. There have been significant differences 
when using each one of the compression methods, 
regarding the elapsed time and the amount of 
memory the map takes up once it is built. 
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Figure 2: (a) Grid used to capture the training set of images, (b) amount of memory taken up and (c) time elapsed to build 
the map with the Fourier-based approaches, (d) amount of memory and (e) time elapsed with the PCA-based approach. 

Fig. 2(b) shows the amount of memory the map 
constructed takes up, depending on the number of 
images in the map, and the number of Fourier 
Components we retain (those of lower frequency). 
When we work with the Fourier Signature, taking 
224 components implies we retain 4 Fourier 
Components per row (56 rows in the image). In the 
case of 2D Fourier transform, 224 components 
means we take the firs 7 rows and 32 columns 
(where the main information is concentrated).  

Fig. 2(c) shows the elapsed time to build the 
database, depending on the number of images in the 
map and the number of Fourier components we 
retain. The time elapsed is very similar when we use 
the Fourier Signature and the 2D Fourier Transform. 
On the other hand, fig. 2(d) and 2(e) show the results 
when using the PCA compression technique for 
spinning images. Fig 2(d) shows the amount of 
memory required. The PCA map is composed of the 
matrix KxMCV ∈ , which contains the K main 
eigenvectors and the projections of the training 
images NjCp Kx

j
r ;1∈ K1= .  

Although the training images have been 
artificially rotated to add the orientation information 
in the database, it is not necessary to store the 
projections of all the rotated images but only the 
projections of one image per training position. This 
is due to the fact that a rotation in the image results 
in the change of angle of the PCA coefficients of 
this image, but not in the module. So, if we have the 
coefficients for one representative viewpoint, the 

coefficients of the rotated images can automatically 
be generated through a rotation in the complex 
plane. So the module of the projections can be used 
to compute the position of the robot, and the phase is 
useful to know the orientation. Anyway, as we can 
see on fig. 2, PCA is a computationally more 
expensive process comparing to Fourier Transform. 

4 LOCALIZATION AND 
ORIENTATION RECOVERING 

To test the validity of the previous maps, the robot 
has captured several test images in some half-way 
points among those stored in the map. We have 
captured two sets of test images, the first one, at the 
same time we took the training set and the second 
one a few days later, in different times of the day 
(with varying illumination conditions) and with 
changes in the position of some objects. The 
objective is to compute the position and orientation 
of the robot when it took the test images, just using 
the visual information in the maps. 

4.1 PCA-based Techniques 

The PCA map is made up of the matrix KxMCV ∈ , 
which contains the K main eigenvectors and the 
projections of the training images 1Kxj Cp ∈

r
 (one per 

position, as explained in the previous section), that 
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have been decomposed in two vectors, 1Kxj
m Rp ∈
r

 
containing the modules of the components of the 
projections and 1Kxj

ph Rp ∈
r

 containing the phases.  
To compute the location where the robot took 

each test image, we have to project the test image 
 onto the eigenspace, 1Mxi Rx ∈

r 1· Kxi Cx ∈Ti Vp =
rr . 

Then, we compute the vector of modules 1Kxi
m Rp ∈
r  

and compare it with all the vectors j
mpr  stored in the 

map. The criterion used is the Euclidean distance. 
The corresponding position of the robot is extracted 
as the best matching. Once this position is known, 
we make use of the phases vector i

phpr  to compute 
the orientation of the robot.  

Table 1 shows the results we have obtained 
when computing the position and the orientation 
when the training set is taken over a 30x30 cm grid 
and table 2 shows the same results for an 40x40 cm 
grid, depending on the number of eigenvectors (K) 
we retain. In these tables, p1 is the probability that 
the best match is the actually nearest image 
(geometrically), p2 is the probability that the best 
match is one of the two actually nearest images, and 
p3 is the probability it is one of the three nearest 
images. At last, eθ is the average error in the 
orientation estimation. 

Table 1: Accuracy in the estimation of the position and 
orientation with PCA methods. 30x30 cm grid training set. 

K p1 p2 p3 eθ 
112 81.8 96.7 97.1 3.21º 
224 82.6 96.8 98.8 2.89º 
448 87.2 96.8 98.8 5.29º 

Table 2: Accuracy in the estimation of the position and 
orientation with PCA methods. 40x40 cm grid training set. 

K p1 p2 p3 eθ 
112 96.3 97.1 98.4 8.07º 
224 96.7 97.5 99.3 5.95º 
448 97.9 98.8 99.5 4.79º 

 
Fig. 3(a) shows the time taken up by this method 

to compute the position and orientation, depending 
of the number of images stored in the map, and the 
number of eigenvectors. 

4.2 Fourier-based Techniques 

To compute the position and orientation of the robot 
for each test image, we compute the Fourier 
Transform (with the two methods described in the 
previous section) and then, we compute the 

Euclidean distance of the power spectrum of the test 
image with the spectra stored in the map. The best 
match is taken as the current position of the robot. 

On the other hand, the orientation is computed 
with eq. (6), when we work with 2D Discrete 
Fourier Transform (assuming y0 = 0) and with the 
expression (7), when we work with the Fourier 
Signature. We obtain a different angle per row so we 
have to compute the average angle. Tables 3 and 4 
show the accuracy we obtain in position and 
orientation estimation with the Fourier methods. 

Table 3: Accuracy in the estimation of the position and 
orientation. Fourier methods. 30x30 cm grid training set. 

K p1 p2 p3 eθ 
2x56 76.5 94.6 96.3 3.13º 
4x56 78.5 95.5 97.5 3.04º 
8x56 83.9 97.4 98.4 2.91º 
16x56 85.5 98.4 98.4 2.89º 

Table 4: Accuracy in the estimation of the position and 
orientation. Fourier methods. 40x40 cm grid training set. 

K p1 p2 p3 eθ 
2x56 94.2 96.7 97.2 4.36 
4x56 94.6 97.5 98.3 4.35 
8x56 96.7 98.8 100 4.40 

16x56 97.5 99.6 100 4.37 
 

Fig. 3(b) shows the time elapsed since the robot 
captures the omnidirectional image until the position 
and orientation of the robot are obtained, depending 
on the number of images stored in the map and the 
number of Fourier components we retain. This 
approach clearly outperforms the PCA methods in 
accuracy and time consumption. 
 

 
       (a)                                     (b) 

Figure 3: Time consumption to compute position and 
orientation with (a) PCA and (b) Fourier methods. 

5 CONCLUSIONS 

In this work, we have exposed the principles of the 
creation of a dense map of a real environment, using 
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omnidirectional images and appearance-based 
methods. We have presented three different methods 
to compress the information in the map. The 
mathematical properties of these methods together 
with the rich information the omnidirectional images 
pick up from the environment permit the robot to 
compute its position and orientation into the map. 

The Fourier Transform method (both the 2D 
Discrete Fourier Transform and the Fourier 
Signature) has proved to be a good method to 
compress the information comparing to PCA 
regarding both the time and the amount of memory, 
and the accuracy in position and orientation 
estimation. Another important property is that the 
Fourier Transform is an inherently incremental 
method. When we work with PCA, we need to have 
all the training images available before carrying out 
the compression so this method cannot be applied to 
tasks that require an incremental process (e.g. a 
SLAM algorithm where the information of the new 
location must be added to the map while the robot is 
moving around the environment). The Fourier 
Transform does not present this disadvantage 
because the compression of each image is carried 
out independently. These properties make it 
applicable to future tasks where the robots have to 
add new information to the map and localize 
themselves in real time. 

This work opens the door to new applications of 
the appearance-based methods in mobile robotics. 
As we have shown, the main problem these methods 
present is the high requirements of memory and 
computation time to build the database and make the 
necessary comparisons to compute the position and 
orientation of the robot. Once we have studied in 
deep some methods to compress the information and 
separate the calculation of position and orientation, 
the next step should be to test their robustness to 
changes in illumination and in the position of some 
objects in the scene. Also, their robustness and 
simplicity make them applicable to the creation of 
more sophisticated maps, where we have no 
information of the position the robot had when he 
took the training images. 
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Abstract: We are concerned with the control of a 3-DOF robot arm actuated by pneumatic rubber muscles. The 
system is highly non-linear and somehow difficult to model therefore resorting to robust control is 
required.The work in this paper addresses this problem by presenting two types of robust control. One uses 
neural network control, which has powerful learning capability, adaptation and tackles nonlinearities; in our 
work the learning performed on-line is based on a binary reinforcement signal without knowing the 
nonlinearities appearing in the system and no preliminary off-line learning phase is required. The other 
control law is a Classical variable structure which is robust against parameters variations and external 
disturbances. Experimental results together with a comparative study are presented and discussed. 

1 INTRODUCTION 

For most robotic applications, the common actuator 
technology is electric with very limited use of 
hydraulics or pneumatics but electrical systems 
suffer from relatively low power/weight ratio, 
especially in the case of human-friendly robot or 
human coexisting and collaborative systems, such as 
in medical and welfare fields. Therefore, sharing the 
robot working space with its environment is 
problematic. Conversely, the human arm is not very 
accurate, but its lightness and joint flexibility due to 
the human musculature give it a natural capability 
for working in contact. A novel pneumatic artificial 
muscle (PAM) actuator (Caldwell et al., 1993; 
Bowler et al.), which has achieved increased 
popularity to provide these advantages, has been 
regarded during the recent decades as an interesting 
alternative to hydraulic and electric actuators and 
applied to construct a therapy robot where high level 
of safety for humans is required. However, the 
complex nonlinear dynamics of the PAM 
manipulator makes it a challenging and appealing 
system for modeling and control design. As a result, 
a considerable amount of research has been devoted 
to the development of various position control 
systems for the PAM manipulator. The fine control 
performance could be obtained by using some 
control strategies such as sliding mode control (Cai 

and Yamaura, 1997; Carbonell et al., 2001; Tondu 
and Lopex, 2000; Hamerlain, 1995), adaptive 
control and so on. However, these systems were 
based on the assumption that the process to be 
controlled should be linear and past of the research 
results are just considered with step reference input. 
Furthermore, intelligent control techniques have 
emerged to overcome some deficiencies in 
conventional control methods in dealing with 
complex real-world systems in more recent years. 
Fuzzy controllers (Balasubramanian and Rattan, 
2003) have been successfully implemented for many 
linear and nonlinear processes. However, there were 
obviously steady-state error, and it also was very 
hard to implement in practice because of the 
difficulty in constructing the control rule’s bases. In 
addition, neural network control has been 
successfully used in many commercial and industrial 
applications in recent years. An adaptive controller 
based on the neural network was applied to the 
artificial hand, which was composed of the PAM 
(Folgheraiter et al., 2003). Nonlinear PID control to 
improve the control performance of 2 axes 
pneumatic artificial muscle manipulator using neural 
network (NN) has been proposed by Tu Diep (Thanh 
and Kwan, 2006).  

The work in this paper addresses this problem by 
showing the ability of the NN to learn unmodeled 
nonlinear dynamics through reinforcement learning.  
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In this paper, we will explore a new type of 
reinforcement learning algorithm (Kim and Lewis, 
1997), in which the learning signal is merely a 
binary "+1" or "-1", from a critic rather than an 
instructive correction signal. Compared with 
existing NN learning methods, where learning is 
performed in a trial-and-error manner, the NN 
weights in our scheme are tuned on-line, with no 
off-line learning phase required, in such a fashion 
that closed-loop performance is guaranteed. The 
experiments were carried out in practical 3 axes 
PAM manipulator and the effectiveness of the 
proposed control algorithm was demonstrated and 
compared with sliding mode control, which suggests 
its superior performance and disturbance rejection. 

2 ACTUATOR AND 
MECHANICAL STRUCTURE 

The three degrees of freedom (DOF) of the robot 
manipulator prototype illustrated in figure 1 are 
considered. It consists of a base joint, a shoulder 
joint and an elbow joint, all of which are revolute. 

 
 

 
Figure 1: Experimental robot arm. 

Since the pneumatic artificial rubber muscles 
(PAM) are contractile devices, in order to have a 
bidirectionally actuated revolute joint, two PAM 
have to be used in what is generally called an 
antagonistic setup. This is illustrated in figure 2. 
 

 
Figure 2: Working principle of a joint. 

The muscles in this application were designed to 
function as biceps. As the internal air pressure 
increases, the actuator expands in its radial direction 
and contracts its length. The (PAM) selected as the 
actuator for this robot arm is the MAS-40 fluidic 
muscle manufactured by FESTO (Pomiers, 2003).  

3 DIRECT REINFORCEMENT 
ADAPTIVE LEARNING 
NEURAL NETWORK 
CONTROL 

3.1 Neural Networks 

Here we employ a simple “two-layer” feedforward 
neural network (NN) to approximate a general 
smooth non linear function on a compact set 

nR (Sadegh, 1993). According to the NN 
approximation property: 

( ) )()( xxVWxf TT εσ +=  (1) 

where x= [1 x1 x2 … xn] is the input to NN, σ( ) is an 
active function, W and V are defined as the 
collection of respectively, NN weights for output 
and hidden layer and ɛ(x) is the NN approximation 
error. 

The NN in the remainder of the paper is 
considered with the first layer weight V fixed. This 
makes the NN linear in the parameters. Selecting a 
constant V result in the NN output ( )χσTWy = . 

There exist constant weights W so that the 
nonlinear function to be approximated can be 
represented as: 

( ) )()( xWxf T εχσ +=  (2) 

with ;)( Nx εε < Nε  is a known value.  
Then, the functional estimate can be given by 

)(ˆ)(ˆ χσTWxf =  Where Ŵ is provided by a 
certain tuning algorithm. In particular in Barron’s 
paper (Barron, 1993) it was shown that neural 
networks can serve as universal approximators for 
continuous functions more efficiently than 
traditional functional approximators, even though 
there exists a fundamental lower bound on the 
functional reconstruction error of 
order n

kN

2

)1( where kN is the number of neurons in 

the hidden layer. 
 

joint3 

joint2 

joint1 
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3.2 Controller Design 

In this paper, the detailed system dynamics and the 
nonlinearities in the controlled system are assumed 
to be unknown. It is only supposed that the system 
belongs to a general class having a canonical 
structure: 

1

32

21

)()()(
xy

tutdxgx

xx
xx

n

=
++=

=
=

&

M

&

&

 
(3) 

with state [ ]TnxxxX K21= , )(tu  is the control 
input to the plant, d(t) the unknown disturbance with 
a known upper bound bd, g(x) an unknown smooth 
function and output y. 

Define the reference signal as 
T

n

dddd xxxX ][
)1( −

= KK&   A standard use in robotics is 
the filtered tracking error 

)()( tetr TΛ= Where ][ 21 n
T λλλ K=Λ is an 

appropriately chosen coefficient vector such that 
1

2
1

1 λλ +++ −
−

− Ln
n

n ss   is Hurwitz ( 0)( →te  
exponentially as 0)( →tr ).  

The tracking error vector is defined as 
XXte d −=)( . The full filtered tracking error 

)(tr  is not allowed to be used for tuning the action 
generating NN weights. Only a reduced 
reinforcement signal R is allowed.  

R = sgn(r); 1 0
sgn( )

1
if x

x
otherwise

+ ≥⎧
= ⎨−⎩

 

The time derivative of the measured performance 
signal can be written as:  

)()(),( tdtuXXgr d ++=&            (4)  

where ),( dXXg  is a fairly complex nonlinear 

function of X and dX  .The control input )(tu  used 
to control the plant is given by (Kim and Lewis, 
1997): 

)(),(ˆ)( tvXXgrKtu dv +−−=  (5) 

where ),(ˆ dXXg
 

is provided by the NN. The 

performance measurement gain matrix is v
T

v KK =  
and )(tv   is a robustifying vector that will be 

determined later to offset the NN functional 
reconstruction error )(xε  and disturbances )(td . 

From (4), the time derivative of the performance 
measure signal )( tr  can be rewritten as: 

( , ) ( ) ( )v dr K r g X X d t v t= − + + +& %  (6) 

where ˆ( , ) ( , ) ( , )d d dg X X g X X g X X= −%  
The continuous nonlinear function ),( dXXg  

can be represented by a NN with some constant 
"ideal" weight W and some sufficient number of 
input basis function )(σ  as: 

( )( , ) ( )T
dg X X W xσ χ ε= +  (7) 

with Nx εε <)( . 
We assume that the ideal weight W  is bounded 

by known positive values (Lewis et al., 1995; 
Kosmatopoulos, 1990) so that 

MF
W W≤ where 

MW  is a known value. 
Let the NN functional estimate for the 

continuous nonlinear function ),( dXXg  be 
given by: 

)(ˆ),(ˆ χσT
d WXXg =  (8) 

where the current value Ŵ is provided by the 
weight tuning algorithm. From (3) and (4) we have 
the following performance measure: 

)()()()(~ tvtdxWrKr v ++++−= εχσ&  (9) 

with the weight estimation error WWW ˆ~
−= . 

The robustifying term is given by (Kim and 
Lewis, 1997): 

R
RKtv z−=)(  (10) 

with bdK z ≥  And reinforcement learning rule for 
tuning the action generating NN weights is given by 
(Kim and Lewis, 1997): 

WFkRFW T ˆ)(ˆ −= χσ&
            (11) 

with TFF =  for the learning rate and 0>k  for 
the speed of convergence. Then the errors r and W

~
 

are Uniformly Ultimately Bounded (UUB) (Kim and 
Lewis, 1997). Moreover, the performance measure 

)(tr  can be made arbitrarily small by increasing the 
fixed control gain vK . 
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Proof (Kim and Lewis, 1997). Define the 
Lyapunov function candidate: 

)~~(
2
1 1

1

WFWtrrL T
i

m

i

−

=

+= ∑  

Differentiation yields: 

)~~()sgn( 1

1

WFWtrrrL TT
m

i

&&& −

=

+= ∑  

Substituting now from the error system (9) and 
using (11) gives: 
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1
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i
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=

ε&  

Using the inequality: 
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which is guaranteed negative as long as either: 
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According to a standard Lyapunov theory 

extension (Lewis et al., 1993; Narendra and 
Annaswamy, 1987), this demonstrates the UUB of 
both r  

and 
F

W~ .
 

4 VARIABLE STRUCTURE 
CONTROL 

Sliding mode control (SMC) is a type of variable 
structure control where the dynamics of a nonlinear 
system is changed by switching discontinuously on 
time on a predetermined sliding surface with a high 
speed, nonlinear feedback (Young et al., 1999). 
Actually, sliding mode controller design has two 
steps: the first step involves obtaining a sliding 
surface for desired stable dynamics and the second 
step is about providing the control law to reach this 
sliding surface. The system trajectories are sensitive 
to parameter variations and disturbances during the 

reaching mode whereas they are insensitive in the 
sliding mode (Hung et al., 1993). Although CVS 
(Classical Variable Structure) control is robust 
against modelling errors, it however requires an 
approximate model. Knowledge of the assumed 
model parameter variation bounds is also required. 

The identification of each joint dynamics is 
based on the estimation of coefficients of a 
presumed linear model. This is achieved by fitting 
the best linear curve to the input-output data using 
an ARX model (Autoregressive with exogenous 
input) in MATLAB. Joint dynamic parameters are 
identified using various step input signals. The 
measured response for the joint angle variation θ 
(radians) corresponding to various step of the 
pressure between the two muscles is shown in 
(figure 3). 
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Figure 3: Step response of robot arm (joint 1). 

In a linear approximation, the decoupled model 
for the system dynamics is given in the following 
form:  

uBqAqAq ... 21 =++ &&&  (12) 

Where 1 2 3[ , , ]Tq q q q= is the displacement 
vector 1 2,A A and B are the estimated gain matrices 
of velocity position and control. These for a 
decoupled system are: 

]25.117.016.0[1 diagA =  
]55.0294.0219.1[2 −−= eediagA

]323.2227.0257.0[ −−−= eeediagB  
The sliding mode occurs on a switching 

surface ( ) 0S x = , which forces the original system 
to behave as a linear time invariant system, which 
can be designed to be stable. The switching surfaces 
are chosen as: 

( , )i i i i i iS e e e eλ= +& &  (13) 
1 3i≤ ≤   
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Where 0iλ f , i i ide q q= − with idq  is the 
desired position. For ideal sliding to occur, the 
invariance conditions 0),(0),( == iiiiii eeSandeeS &&&  
must be satisfied. This yields the equivalent control:  

])[( 1221
1

ididiidiiiiiiiieq qqaqaeaeabU &&&& ++++−= − λ (14) 

Now, due to modelling errors, the estimated 
equivalent control is given by 

])[( 1
*

2
*

2
*

1
*1**

ididiidiiiiiiiieq qqaqaeaeabU &&&& ++++−= − λ (15) 

where 
* *

,i i jb a  are estimated mean parameters. 

The control iU is then fixed as 
*

i ieq iU U U= + Δ  

while iUΔ is the high frequency component which 
ensures the sliding mode and consequently the 
system insensitivity to parameter variations ,errors 
modelling and perturbations. 

The control iU  is discontinuous across the 

switching surfaces ( , ) 0i i iS e e =&   

*
i

*
i

         if  S ( , ) 0
         if  S ( , ) 0

i ieq i i i
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i ieq i i i

U U U e e
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U U U e e
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&
 

The discontinuous component can take several 
forms in literature the form retained is established by 
Harashima et al. (Harashima et al., 1986) as: 

)sgn().( iiiiiii SeeU γβα ++=Δ &  (16) 

5 EXPERIMENTAL RESULTS 

Experimental results of both DRAL and CVS 
control laws applied to a 3-DOF robot arm driven by 
pneumatic artificial muscles are presented. 

5.1 Tracking Trajectory 

We present a simultaneous control of all three robot 
axes for tracking a sinusoidal reference trajectory; 
joint coupling is significant. 

Number of hidden neurons is 20 and activation 
functions are sigmoid. Experimental parameters are 
as follows: 
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Figure 4: Position and signal of control of joint 1. 

   

Figure 5: Position and signal of control of joint 2. 

  
 

Figure 6: Position and signal of control of joint 3. 

The performance of the DRAL controller shows 
that the trajectory following ability is fairly good. 
Due to its position in the robot arm the second joint 
is more difficult to control because of interactions 
between axes (see Figure 1), moreover, the tracking 
errors converge to small values as expected from the 
stability analysis. Though robot non linearity and 
system dynamics are completely unknown to the 
DRAL, the algorithm has good properties to cancel 
the nonlinearities in the robot system, it can also be 
improved by supplying NN with more input signals 
(in this work we have considered that NN have to 
approximate unknown second order dynamics).  

5.2 Comparative Study 

In order to show the ability of the DRAL to control 
unknown highly non linear systems our 
experimental results are compared with those 
obtained using sliding mode control. Both reference 
and tracking are considered. 

We summarize our concluding remarks in the 
tables below. 
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Figure 7: Position and SMC signal control joint 1. 

   
 

Figure 8: Position and DRAL signal control joint 1. 

Table 1. 

 DRAL VSS 
Response 

Time 
1.5s 4 s 

 
Chattering 

 

 
Insignificant 

 

Exist in the 
transient part 

 
 

Control 
Not energetic 

Umax=0.53bar 
Energetic 

Umax=2bar 
 

Static error 0.02 degree 0.26 degree 

 

   
 

Figure 9: Position and SMC signal control joint 1. 

   
 

Figure 10: Position and DRAL signal control joint 1. 

 

Table 2. 

 Control Trajectory 

DRAL Umax=0.59bar Smooth 

 
VSS Energetic 

Umax=0.9bar

 
Incremental 

 
Among the disadvantages of pneumatic artificial 

muscles we can underline frictions between a rubber 
tube and the synthetic braid which result on 
incremental trajectory tracking as shown with VSS 
control (Fig 9), conversely with DRAL we have 
attenuated this drawback since the trajectory 
following is fairly smooth (Fig 10), which proves the 
ability of neural network to learn unmodeled 
nonlinear dynamics.  

6 CONCLUSIONS 

Due to nonlinearities and uncertainties the exact 
dynamic characteristics of PAM robot manipulator 
are very difficult to obtain, therefore resorting to 
robust control is required. Neural network has 
powerful capability of learning, adaptation and 
tackling nonlinearity, the proposed neural network 
controller using reinforcement learning for on line 
identification of plant dynamics are simple to apply 
to any control system in order to minimize the 
position error without knowledge of the plant to be 
controlled, the algorithm does not require any off-
line training or learning phase, the algorithm has 
proven its performances through experiments and 
comparative study with sliding mode control. Since 
the traditional SMC design is a model-based control 
approach, the partial knowledge of model dynamics 
deteriorates the control performance; on the other 
hand we have proven in this work that NN can 
approximate any unknown complicated nonlinear 
dynamics consequently, our future investigation will 
focus on implementation of hybrid control law 
combining these two methods. 
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Abstract: In this paper we propose a software framework where the main aim is to make easier the implementation of 
supervisory control. The main idea is that functionalities must be offered with no effects on the robustness 
of the system. We prove that our methodology has a solid base, so the approach can be applied to any kind 
of industrial process unit. In this way, a real application of a developed framework is presented. The 
implementation is done over well-known devices (such as PLC with a conveyor belt) so the technical 
feasibility of the procedure is guaranteed. 

1 INTRODUCTION 

Due to the market evolution, manufacturing industry 
suffers some pressures in order to reduce product 
prices, to increase the model complexity and to 
support a model proliferation (Beck, 2000). To 
achieve these goals, it is necessary to accomplish 
shorter production cycles and lower manufacturing 
costs. More flexible and intelligent workcells are 
needed in order to find a competitive manufacturing 
process. Thus, as a part of a Computer Integrated 
Manufacturing (CIM) goal, Flexible Manufacturing 
Systems (FMS) offer the best promise of reducing 
costs and increasing flexibility. 

Current robotic workcell systems can generally 
be classified as large, monolithic and centralized 
systems. The main reason comes from the fact that, 
in a typical industrial workcell, a Programmable 
Logic Controller (PLC) acts as an operation 
sequence controller of the cell. Several problems 
arise with these systems: limited functionality and 
flexibility, low levels of intelligence, and so on. As a 
solution we will propose the use of a distributed 
architecture design. 

In (Curto, 2001), a proposal of a software 
architecture is realized where the development of 
distributed systems is taken into account. In a natural 
way, the development of a framework is the next 

step where some wrong situations appear when the 
provided services at the system becomes blocked 
due to an erroneous sequence of service invocations. 
Thus, it is necessary to achieve that these blocked 
situations will be avoided. 

We propose the use of the Supervisory Control 
Theory (SCT) (Ramadge, 1987) that is proposed 
initially by P. J. Ramadge and W. M. Wonham in 
the late 80s. This theory has received a special 
attention from the academic environment in such a 
way it has reached a great evolution. Nevertheless, 
actually just a few applications at industrial 
environment can be found that applies the SCT due 
to mainly a complete model of the system (with a 
sound mathematical load) and a corresponding 
implementation is needed.  

Although some works exist where the real 
implementation of controller is obtained using the 
SCT, they are not too much. Some of the most 
representative are (Chandra, 2000) and (Mušić, 
2002). The first one describes the way to design a 
control system for assembling line whereas the 
second one is focused on the implementation of a 
concrete task on a PLC. In both cases, the controller 
formally obtained using the SCT is restricted to 
reach a particular goal at a concrete task.  

This approach presents two main disadvantages. 
First, if a modification of the task is made, it is 
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necessary to perform the complete redesign and 
implementation of the controller. Second, a unique 
controller is not feasible when the task implies a 
large set of sensors and actuators. In this situation, 
the physical restrictions imposed by the 
communications and a possible overload of the 
controller are two questions that have to be taken 
into account. Consequently, we propose to make a 
separation between the particular device control and 
the task to be performed at the plant.  

In (Chandra, 2000), when the restriction of the 
plant behaviour has to be done, two kinds of 
specifications can be distinguished: security 
specifications and progress specifications. The first 
ones are considered to prevent that no plant section 
takes undesirable actions and the second ones are 
concerned to reach the finalization of the task. 
Security specifications can affect to a unique plant 
element or several elements. 

In this work we propose to perform the controller 
design for each device taking into account the 
service that the component provides with no 
consideration on the task that has to be done. The 
key element will be the development and use of a 
software framework where it will be necessary to 
model and implement a set of specifications.  

The rest of the paper is organized as follows: In 
section 2 we review the Supervisory Control Theory. 
Next, the main relevant topics of the proposed 
architecture and the resulting framework will be 
presented. In section 4, in order to prove the validity 
of our proposal we will present a case of study 
where a real industrial element will be considered. 
Finally the main conclusions are presented. 

2 MODELING DISCRETE EVENT 
SYSTEMS 

The SCT of Discrete Event Systems is based on the 
use of automata and formal language models. Under 
these models the main interest is on the order in 
which the different events occur. In this way, a plant 
(Phoha, 2004) is assumed to be the generator of 
these events. The behaviour of the plant model is 
described by event trajectories over the finite event 
alphabet . These event trajectories can be thought 
of as strings over , so represents the set of 
those event strings that describe the behaviour of the 
plant.  

Σ
Σ *Σ⊆L

The SCT restricts the behaviour of a plant G by 
disabling temporarily certain events that can be 
created byΣ , so the goal is that the plant cannot 

create undesired or illegal event chains in L(G). In 
the following, a few basic definitions will be posed. 

The plant G will modelled by the deterministic 
finite state automaton (DFSA) 

),,,,,( 0 mGGG XxfXG ΓΣ=  

where, 

 X is the set of states; 
 GΣ  is the finite set of events over G ; 
 XXf GG →Σ×:  is the state transition 
function; 
 GX  is the active event function; G

Σ→Γ 2:
 Xx ∈0  is the initial state; 
 XX m ⊆  is the set of marked states, which 
represent the completion of a certain task or a 
set of tasks.   
*
GΣ  is used to denote the set of all finite length 

strings over GΣ  including the empty string ε .  

can be extended from  to the  
domain by means of recursion: 

Gf
*
GΣ

x
GX Σ× X ×

xfG =),( ε , 

)),,( esxffG ( fGG),( sex =  for ,  and 
. 

Xx∈ GΣe∈
*
GΣs∈

The SCT distinguish between the controllable set 
( cΣ ), which can be disabled, and the non-
controllable set ( ncΣ ) which cannot be disabled. The 
following relations are fulfilled:  and ncc Σ∪Σ=Σ

∅=Σ∩Σ ncc . 
In order to restrict the behaviour of the plant G, 

one or more specifications can be defined, that are 
usually modelled by a DFSA 

),,,,,( 0 mHHH YyfYH ΓΣ=  

A restriction limits the behaviour of the plant by 
means of one of the two composition operations 
defined by the SCT. Informally, it can be said that a 
composition operation allows two DFSA to run 
synchronously, which means that certain events will 
only be created if both DFSA are capable of doing 
so. In this work we will consider (synchronous) 
parallel composition of G and H, defined as: 

)),,(,,,,(|| 00|||| mmHGHGHG YXyxfYXAcHG ×ΓΣ∪Σ×=  

where 
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ΓG||H (x,y) = [ΓG(x)∩ΓH (y)]∪[ΓG(x)−ΣH ]∪[ΓH (y)−ΣG] 

Ac() denotes the accessible automaton part, 
excluding thus the states which cannot be accessed 
from x0 state. 

3 OVERVIEW OF DEVELOPED 
FRAMEWORK 

Traditionally, when changes in the production 
process occur, the PLC that control the process need 
to be reprogrammed as well. In order to get highly 
flexible manufacturing systems, we propose a 
framework with a core element: a service repository. 
In this proposal, the services can be invoked 
dynamically based on the production needs. 
Therefore, if the production process is altered, then 
the sequence of invocation of the services will be 
modified. In this way, the main advantage is that the 
software running on the PLC does not need any 
modification at all, if all the required services have 
been taken into account.  

In our framework, if an input event ei is triggered 
by an external entity for a certain service, 
then ; if an internal event ei is created by the 
plant, then . When certain services are 
invoked, the system can stop working properly. In 
order to avoid this, our proposal considers 
supervising the behaviour of the system using SCT. 
As stated in the previous section, once the plant G is 
modelled, its behaviour is restricted by means of one 
or more specifications Hk that can temporarily 
disable certain input events. Consequently, no 
undesired actions will ever take place. 

cie Σ∈
e nci Σ∈

Our framework (Figure 1) consists of the 
following components: 

 Interface with external entities. Clients 
invoke the services provided by the system 
through this interface, and the 
corresponding input event will be triggered. 

 Supervision: it is made up of a) the active 
event function Γ  of A, being 

}kH  and b) the 
synchronous composition kH , 

where the input events can be disabled if 
needed.  

{ HGA ∪∪∪= K1

HG |||||| 1 K

 State transition functions, which evolve in 
accordance with 1) the input events that 
have not been disabled previously in the 
supervision and 2) the internal events of G. 
In the plant, if an input event causes a 
transition Gf , it will activate the execution 
of the corresponding service. 

 Services provided that gather a specified 
functionality. Due to design criteria they are 
isolated from the supervision role so it is 
possible to perform modifications on the 
functionality regarding supervision 
consideration. This characteristic can be 
seen as the main advantage. 

In the following, the main behaviour will be 
described. When an input event  is triggered, 
it is processed by the supervisor. The composition 
operation, taking into account  for each DFSA, 
decides if ei must be disabled or not. If ei is enabled, 
it is then processed by the fA of each DFSA, 
including G. Therefore, if a transition is defined in 

 for ei and the current state of G, the 
corresponding service will be run. Otherwise, if ei is 
disabled, the transition does not happen, and the 
requested service will never take place. As a result, 
we make sure that the system behaves according to 
its specifications at all times. 

cie Σ∈

AΓ

Gf

 

 
Figure 1: Global overview of the framework. 

4 A CASE OF STUDY 

In what follows we discuss how to use our proposed 
framework in a typical element of a FSM cell: a 
conveyor belt. We have chosen it because it is a 
component found in every cell instance and because 
the working specifications are changed frequently, 
given that the conveyed elements must be moved to 
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different target positions using different velocities as 
well.  

The plant is made up of a BOSCH conveyor belt 
with encoder, dynamo and position sensors. The 
control is carried out by the Allen Bradley SLC 500 
series with the IMC 110 motion control module. 

Depending on the operation mode of the IMC, 
the conveyor belt can be moved manually or 
automatically. Movements in manual mode are used 
for initialization and maintenance by an operator and 
are always executed at constant velocity. 
Movements in automatic mode are performed when 
some of the MML programs loaded in the IMC 110 
memory is running, and it is possible to modify both 
the velocity and the acceleration of the motion. In 
order to work in automatic mode and know where 
the tray is located it is needed to perform a home 
operation. For security reasons, emergency stops 
must be considered when in automatic mode. 

 

 
Figure 2: Plant operation modelled by a DFSA G. 

The DFSA G (Figure 2) models both the manual 
and automatic mode of the conveyor belt. This plant 
model DFSA is given as the 5-tuple with x0 as initial 
state. In the definition of the state set 

 ({ 70 ,, xxX K= } Table 1) three factors have been 
considered:  

 IMC operation mode (automatic or manual) 
 belt state (moving or not)  
 the presence of an emergency stop.  

So, in this case, . mXX =
Respect to Σ  (Table 2), the set { }872 ,, eeeNC =Σ

{ 654310 ,,,,, eeeee

 
is generated from the information provided by the 
IMC from sensors,  
corresponds with the events provided by the system. 

}eC =Σ

The behaviour of the plant is controlled by two 
restrictions: 

 R1) the movement to a target position (e1 
event) is not allowed prior to completing a 
successful homing operation 

 R2) the change to automatic mode (e4 event) 
is not allowed prior to completing a 
successful homing operation. 

Table 1: G plant states. 

State Mode Conveyor belt state e-stop 
x0 Manual Stopped Yes 
x1 Manual Stopped No 
x2 Manual Moving No 
x3 Automatic Stopped No 
x4 Automatic Moving Yes 
x5 Automatic Moving No 
x7 Automatic Moving Yes 
 
Let H1 and H2 be the two DFSA that model the 

restrictions R1 and R2, respectively.  
According to the H1 state transition diagram 

(Figure 3), the state y1 represents the action 
“performing home operation”. If it is completed 
successfully (e2 event), the state changes to y2. Given 
that )( 211 ye HΓ∈ , then it is not possible to perform 
any type of movement to any position. 

Table 2: Defined events in G (C - controllable, NC - non 
controllable). 

Event Description Type 

e0 
Request for performing a home 

operation 
C 

e1 
Request for moving until the target 

position is reached 
C 

e2 Movement completed successfully NC 

e3 
Request for stopping the current 

movement 
C 

e4 
Request for changing the IMC 110 

operation mode 
C 

e5 
Request for setting the velocity of 

automatic movements 
C 

e6 
Request for setting the acceleration of 

automatic movements 
C 

e7 Emergency stop occurs NC 
e8 Emergency stop situation is finished NC 
 
Taking into account the state transition diagram 

(Figure 4) for H2, it is only possible to change to 
automatic mode (e4 event) if a home operation has 
been completed successfully.  

Diagrams H1 and H2 are structurally identical, 
and both restrictions over G could have been 
modelled by only one specification H. However, 
modelling several modular specifications Hi, 
structurally simpler than H, is easier to verify and 
understand (Cassandrass, 2007).  
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In order to avoid these possible incidents, we use 
the Supervised Control Theory. The framework we 
propose allows modelling one or more specifications 
which guarantee that the system behaves properly at 
all times. This is achieved by temporarily disabling 
the input events which could put the system at risk. 
Our framework also differentiates between the 
specifications and the functionality provided. Thus, 
it is possible to modify both parts independently.   

 
Figure 3: State transition diagram for H1. 

 

To prove the main features of our framework, 
some implementation issues must be solved, due to 
the synchronous nature of PLC. 
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Abstract: In this work, an alternative method to simulate fluid interactions with compliant surfaces is described. The
simulation of the fluid phenomena is performed by the Smooth Particle Hidrodynamics (SPH) method. In
the normal SPH method, solid interfaces are modeled with sets of static particles covering the boundaries. In
the proposed alternative method, a compliant-solid interface is modeled as a polygon allowing to substitute
the particles that represent a surface in the normal SPH method. Therefore, by considering less particles, a
simplification on simulations is achieved, and the alternative method still describes the general behavior of the
phenomena. Furthermore, a deformable object, this is, a time variant object, can be modeled as a polyhedron,
with a mass-spring-dashpot system in each of its edges, and with each polygon as a compliant-solid interface.
Bidirectional dependence on the alternative method for fluid simulation and the deformable model gives a new
method for the simulation of compliant solids partially or fully immersed in an incompressible fluid. This
new method is not intended to have a high accuracy in the numerical results but to have a perceptual high
qualitative behavior and fast numerical response, to be applied in visual/haptic simulators.

1 INTRODUCTION

Understanding the dynamic of fluids has been a quest
for many engineers and physicists mainly because its
knowledge can help in the design process of many
fluid applications such as hydroelectric dams (chuan
Bai et al., 2007), water supply nets (Chen et al., 1995),
aerodynamics of an aircraft (Eddy et al., 2006) or the
behavior of an alien corp in blood stream of a patient
(Tai et al., 2007). Some of these problems have been
solved with approximate solutions of the well known
Navier-Stokes equations, which describe with partial
equations the behavior of a fluid under specific cir-
cumstances.

When the interaction of the fluid with a solid
structure needs to be computed (for the case of the
container or an object inside it) the problem becomes
even more complicated due to the fact that the bor-
der conditions on the partial differential equations are
dependent on time. The complexity of these partial
differential equations plus the geometric complexity
of volume containing the fluid lead to very complex
and large amount of simultaneous equations that can
only be solved approximately using numerical solu-
tions, and finite element methods. This problem is

known in the literature as the Fluid-Structure problem
One possible, yet very expensive, way of compute the
overall solution can be that of computing the conser-
vation of momentum for every particle in the fluid and
apply Newton’s second law. The big problem with
this approach is that there become too many simulta-
neous equations to solve three dimensional variables
(interaction forces between the particles) plus the time
varying border conditions of the working volume. So
even when this method may lead to more accurate so-
lutions, it is impractical for online –realtime– calcu-
lations. Fluid dynamics simulations used in haptics
(kinesthetic feedback to the user) need faster numeri-
cal solutions but preserving the qualitative behavior of
the fluid physical system, not only within the fluid but
also with the container or bodies moving along. The
big problem reduces to how the Navier-Stokes equa-
tions can be simplified to still represent, with some
degree of accuracy, the fluid dynamic so that a com-
mon computer would be able to calculate the algo-
rithm fast enough to be used in real time applications.

We propose a system where the fluid dynamics
is solve with the Smoothed Particle Hydrodynamics
algorithm (SPH) (Monaghan, 2005), and the border
effects are solved by a compliant model composed
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by plane surfaces. We are using a deformable model
composed by simplex meshes and a simple mechani-
cal system in every edge on the mesh (Trejo and de la
Fraga, 2005). The contribution of this work lies in the
fluid-structure interface modeling that is used in the
SPH as forces on the particles at the borders and as
pressure in every mesh face. Equivalences between
forces and pressures are given by the time varying
known areas of the mesh faces.

This paper is organized as follow: in Sec. 2 the
SPH method to model a fluid is described. In Sec. 3
the model of a compliant body and the way how it is
integrated with the SPH to build the complete simu-
lator are presented. In Sec. 4 the implementation of
the simulator is discussed and some results presented.
Finally, Sec. 5 presents the conclusions of this work.

2 FLUID DYNAMIC MODELING
USING SPH

SPH use a Lagrangian approximation to the fluid me-
chanics in the context that it calculates the evolution
of variables associated with the particles within the
fluid, instead of inertial referenced positions (as done
in the Euler method). This is the strongest character-
istic of the method.

In order to explain the SPH method, we can start
with the continuity equation, which refers to the parti-
cle’s mass in the form of density (Streeter and Wylie,
1988):

d
dt

ρ =−∇ ·ρv (1)

The particle’s acceleration is given by the pres-
sure’s gradient as d

dt v = − 1
ρ

∇p, where v is the ve-

locity if particle (v = d
dt r = ṙ) and r stands for the

position of the fluid particle. By using the chain rule
of ∇

(
p
ρ

)
= ∇p

ρ
− p

ρ2 ∇ρ, particle’s acceleration can be
written as

d
dt

v =−∇

(
p
ρ

)
− p

ρ2 ∇ρ, (2)

On the other hand, the interpolation function

〈 f (r)〉=
∫
D

f (r′)Wr,h(r′)dr′ ∼=
N

∑
j=1

f (r j)Wr,h(r j)Vj

(3)
is the Monte Carlo numerical integration of equation
〈 f (r)〉=

∫
D f (r′)Wr,h(r′)dr′ in order to obtain discrete

points from the information of finite set of known
points r j. The function 〈 f (r)〉 is the average of func-
tion f (r) around point r, where D is the domain of

this function, W (r) is the kernel and Vj is the volume
of point r j.

Using (3) in (2), a particle’s movement equation is
obtained as (Pérea et al., 2005):

d
dt

v =−∑
j

m j

(
pi

ρ2
i

+
p j

ρ2
j
+Πi, j

)
∇iWi, j + f̄i (4)

Two terms are added in (4): the first is an arti-
ficial viscosity Πi, j, which is a dissipation term that
should tend to decrease the kinetic energy of the par-
ticles when no external forces are acting on the set
of particles. The second term is indeed the external
force, f̄i, applied to every particle i.

Densities are calculated as:
d
dt

ρi = ∑
j

m jvi, j ·∇iWi, j (5)

where vi, j , vi−v j is the relative velocity of particles
i and j.

Kernel. The kernel function determines the interac-
tion among the different particles of the fluid. Each
particle interacts only with its nearest neighbor par-
ticles, inside its influence zone. We use B-splines
(Monaghan and Lattanzio, 1985) defined as:

Wi, j(ri,r j,h) ,


C
(
1− 3

2 q2 + 3
4 q3
)
, if 0≤ q < 1

C
( 1

4 (2−q)3
)

if 1≤ q < 2
0 otherwise

(6)
where h is a half of the influence radio, q = ri, j/h is
the normalized distance ri, j, and this last one is the
magnitude of the relative position of particles i and j
as ri, j = ‖ri, j‖, where ‖ · ‖ stands for the norm of any

vector, i.e: ‖a‖ =
√

a2
x +a2

y +a2
z and ri, j = ri − r j.

The constant parameter C is equal to 2/(3h) for one
dimension, 10/(7h2) for 2D and 1/(πh3) for 3D.

Artificial Viscosity. The main purpose of the artifi-
cial viscosity term in equation (4) is to avoid the pres-
ence of oscillations or nonphysical collisions in the
simulation procedure. It is calculated as:

Πi, j ,

{−αc̄i, jµi, j+βµ2
i, j

ρ̄i, j
for vi, j · ri, j < 0;

0 otherwise
(7)

where µi, j ,
hvi, j ·ri, j

ri, j2+0.001h2 is a normalized version of the
relative velocity between two particles, with an artifi-
cial term in order to avoid numerical ill conditioning;
ρ̄i, j , (ρi + ρ j)/2 is the average of densities of the
two particles; and c̄i, j , (ci + c j)/2 is the average of
sound’s velocity due to their different density. The
constants α and β stand for the laminar and turbulent
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flow dissipation and according to (Monaghan, 1994)
they take values of 0.1−0.01 and 0, respectively.

To use SPH with incompressible fluids, slightly
compressibility must be considered to allow dynamic
simulation of these fluids. This is achieved consider-
ing the atmospheric pressure negligible as:

p = B
((

ρ

ρ0

)γ

−1
)

(8)

where ρ0 is a reference density (e.g. for water is
1000). This relationship is known as the state equa-
tion (which in this context refers to the physical phase
of the fluid and not to the dynamic state as usually re-
ferred in control engineering jargon).

If constants γ and B are high enough (for example,
take 7 and 3000 respectively), state equation (8) com-
putes constrained variation on pressures (under 105

atmospheres for water in the example). In this case,
sound’s velocity is sufficiently high and variations in
the relative density are small:

|δρ|
ρ
≈ v2

c2
s

(9)

where v is the maximum fluid velocity. Moreover,
if v/cs < 0.1, it can be assumed that |δρ|/ρ ≈ 0.01.
In this case, sound’s velocity can be calculated as
c2

s = (γB)/ρ0. Thus, if B = 100ρ0v2/γ, then the vari-
ations on the relative velocity can take values of the
order of 0.01. The calculations finish by approximat-
ing the maximum fluid velocity by v2 = 2gH, where
g is the gravity constant and H is the fluid’s working
area (Monaghan, 1994).

3 COMPLIANT SOLID
MODELING

In contrast with rigid bodies, compliant solids can not
be represented by dynamical lumped equations. This
means that the order of the time varying dynamical
equation should be infinite. Reduction of the order
of this type of equations, for practical simulation pur-
poses, yields to the so called Finite Element Meth-
ods (FEM). These methods consist basically in dis-
cretisize the body on a finite number of small simple
mechanical models. Then a set of simultaneous but
not so complex equations may be solve by different
numerical methods. The new problem is then deter-
mined by the border or boundary conditions that exist
in the new compliant solid.

In the next paragraphs, we propose a new method
to calculate these boundary conditions.

3.1 Modeling with Simplex Meshes

Simplex meshes are used to represent surfaces in the
three-dimensional space. These meshes have similari-
ties with triangulations, in fact a 2-simplex mesh is the
topological dual of the triangulation, but they are not
geometric duals. This means that, we can not build a
geometric transformation between triangulations and
simplex meshes. An important property of simplex
meshes is their constant vertex connectivity: each ver-
tex in the mesh has three and only three neighboring
vertices. This condition allows to use the same de-
formation engine to solve four differential equations
for the four mass-spring-dashpot systems attached on
each simplex. In addition, it has the advantage that
allows smooth deformations in a simple and efficient
manner. In this work we used the model of a sphere
built as is presented in (Flores and de la Fraga, 2004).

A surface made with simplex meshes can be visu-
alize it as a mesh of hexagons, and it is easy to rep-
resent each hexagon with four triangles. Then, each
triangle can be modeled as a single compliant solid
surface. The result is a compliant solid body with ar-
bitrary three-dimensional geometry.

3.2 Fluid Particles Interaction

The interaction of a fluid particle and a surface can be
modeled by the interaction forces or pressures. The
same force, in opposite sense, is exerted by the sur-
face to the particle.

The contact force that the surface exert to the par-
ticle can be modeled in two orthogonal components as
fc = fd + f f ∈ R3, where fd is the deformation force
due to the elastic stresses and mechanical deformation
of the body surface and in this work is considered to
be strictly perpendicular (normal) to the surface. The
friction component f f is considered to be strictly tan-
gential to the surface.

The Normal Operator. Lets be s(x,y,z) = 0 the
function in the Euclidean space defining the sur-
face with whom the particle is contact at point rc =
(xc,yc,zc)T , where the variables xc ,yc and zc are the
Cartesian coordinates of the contact point. The unit
vector λN ∈ R3 is defined as the normalized gradient
of the surface at point pc:

λN ,
∇s(pc)
‖∇s(pc)‖

(10)

The deformation can be calculated as the nor-
mal component at the relative position of the particle
r(x,y,z) with respect to the contact point at the sur-
face x , r− pc ∈ R3. The normal component xN is
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obtained from the next equation

xN = Nx (11)

where the Normal Operator N is defined as

N , λNλ
T
N (12)

The normal component of the relative velocity can
be calculated using the Normal Operator N as

ẋN = λNλ
T
N ẋ (13)

where ẋ = v− ṗc, is the relative velocity between the
particle and the surface, v and ṗc are the linear ve-
locities of the particle and the contact point of a rigid
surface, respectively 1.

The Tangential Operator. As well as for the nor-
mal component of the deformation or velocity to the
surface, a linear operator T : R3 7→ R3 shall exist that
gives the tangential projection of these vectors. This
Tangential Operator must be of the form

ẋT = T ẋ (14)

In the same way that Normal Operator has been
defined in (12), The Tangential Operator is :

T , λT λ
T
T (15)

where λT stands for any unit vector tangent to the sur-
face s at point pc. One possible way is defining it in
the direction of the tangent velocity as:

λT ,
ẋT

‖ẋT‖
(16)

By construction, operators N and T shall be or-
thogonal complements and fulfill next properties

NT = T N = [0], and N +T = I (17)

Then the Tangential Operator defined as

T =− [λN×]2 (18)

fulfill properties (17), where the operator [a×] stands
for the matrix representation of the cross product: a×
b = [a×]b.

Deformation Normal Force. This force, normal to
the surface can be modeled as a simple second order,
hence continuous system, from the compliant model
of the surface. That is, the normal force exerted by a
particle of mass mp, when colliding with a surface s
at point pc with velocity ẋ is given by the following
equation

fp = ksxN +bsẋN (19)

1Note: If the surface is considered uncompliant and with
no movement, velocity at the contact point is null, ṗc = 0

where the constant ks is the elastic modulus of the sur-
face material, bs is an artificial damping coefficient
and variables xN and ẋN are the normal projections of
the relative position and velocity respectively of the
particle in the contact point.

By Newton’s laws, the reaction force, i.e. the one
felt by the particle and induced by the surface is

fd =−
[
λNλN

T
]
(ksx+bsẋ) (20)

In order to simulate a non absorbent material, the
artificial damping coefficient bs should be chosen suf-
ficiently small with the restriction bs << 2

√
ksmp.

Friction Tangential Force. This force can be mod-
eled by a simple Coulomb friction as

f f = µk‖fd‖(−λT ) (21)

where µk is the dynamic friction coefficient between
the particle and the contact surface. The f f direction
is given by the unit tangent vector if it is defined as in
(16). Then, equation (21), can be rewritten as:

f f =−µk‖fd‖
ẋT

‖ẋT‖
(22)

where ẋT is calculated by (14).

3.3 Integration

The sum of the deformation force (20) and the friction
one (22) is the total contact force fc that each particle
feels when colliding with a surface. It shall be nor-
malized by the particle’s mass in order to be included
in equation (4).

To be included in the model of the compliant body
made up of simplex meshes the forces of all the par-
ticles that collide with a specific planar surface (a tri-
angle in our case) are added and then normalized by
the area of that triangle in order to include these inter-
face forces as border pressure. The resulted force is
applied at the three triangle’s vertices.

4 IMPLEMENTATION DETAILS

The next algorithm shows our implemented SPH
method:

1: Set initial time, t← t0,
2: Set time increment ∆,
3: Set stop time, T ← t f ,
4: while t ≤ T do
5: for all pi particle do
6: Find the neighbor particles to pi, using (6).
7: Calculate the acceleration with (4), and
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8: Calculate the density change for pi using
continuity expression (5).

9: For each particle, update its position, velocity
and density, using leapfrog numerical method.

10: For each particle, calculate its pressure (8).
11: t+ = ∆

The most time consuming step is finding the
neighbor particles to the given one in line 6 of the SPH
algorithm, which is the calculation of equation (6).
For n particles, (n)(n− 1)/2 calculations of distance
among each particle pair must be performed. There-
fore, to reduce the execution time in the 3D simula-
tions, we create a grid of cubes of size 2h× 2h× 2h.
In each cube there is a list of belonging particles.
When a particle moves, its indexes are recalculated to
a new position, and the particle is moved to the corre-
sponding list. In this manner, we reduce the search of
neighbors of the whole set of particles into a neigh-
borhood of 26 cubes around the given one. However,
the neighbor finding algorithm is still of complexity
O(n2); this part of the algorithm could be improved
with more complex data structures.

For locating if a particle it is inside the kernel, the
workplace, or in a side of a plane, we use a simple col-
lision detector which consists in testing the sign of the
value given by the implicit equation of the interface.

For the deformable object we use SOLID collision
detector (van den Bergen, 2004), which it is optimized
to calculated the collision among a ray and a set of
triangles.

4.1 Results

We perform two experiments to test our simulator.
The first experiment is a classical simulation of rup-
ture of a dam. The second experiment is a deformable
sphere inside a tube in which is circulating an incom-
pressible fluid. We are going to describe in detail each
experiment.

We performed the first experiment with border
particles in order to test our SPH implementation. In
Fig. 1(a), we can see the initial state of the dam. The
working space is made up with the static particles
marked as “×”. The set of particles marked with “+”
form the incompressible fluid. A border to the right of
the fluid (the dam’s border) is removed at time t0. All
fluid’s particles suffer a gravity force. In Fig. 1(b)-
(d) we can see the carried simulation. The simulation
works as expected, and it is similar to the showed in
(Monaghan, 1994).

The second experiment uses compliant simplex
meshes surfaces to model a tube where an incom-
pressible fluid is running and the surface of a de-
formable sphere is placed inside the moving fluid.
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Figure 1: Simulation of a dam’s rupture.

The fluid moves by the action of an horizontal force
equal to the gravity force. It is difficult to check by
visualization that the simulation is running ok in this
scenario. Thus, values along the fluid are taken: the
average particle velocity through a transverse tubes’
section, and the average pressure through longitudi-
nal tubes’ sections. These values are shown on Fig. 2,
and we can see that simulation’s results are correct.
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Figure 2: Left curve shows the variation of the mean ve-
locity (horizontal axis) taken at a transverse section of the
tube (vertical axis). Right curve shows the average pressure
(horizontal axis) along the tube (horizontal axis).

Finally, in Fig. 3, we see several views of the sim-
ulation of the deformable sphere inside the fluid. The
deformable surface takes the form of an ovoid, as it is
expected.

5 CONCLUSIONS

We developed a fluid dynamics simulator based in the
Smooth Particle Hydrodynamics method plus the use
of compliant bodies modeled with simplex meshes.
The interface interaction has been modeled by orthog-
onal forces produced by each particle colliding with
the surface and simple models of 2nd order compliant
deformation and Coulomb friction.

We can simulated containers or deformable ob-
jects contact with slightly compressible fluids. Our
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t = 0 sec t = 0.33 sec
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Figure 3: Simulation of a deformable sphere immerse in a
fluid contained within a tube.

simulator uses a simplified model of a compliant body
that allows fast computations. Our simulator can be
used in visualization of a real phenomena like to cut a
vein and to show how the blood fluids.

We showed bidimensional simulations of the rup-
ture of a dam and a three-dimensional simulation of a
compliant sphere completely immersed in a running
incompressible fluid inside a tube. The results simu-
late qualitative behaviors of the proved systems.

We are convinced that our method can be used as
a first approximation, or to show graphically the be-
havior, of partial immersed bodies on compressible or
incompressible fluids, like ships or submarines at the
see surface.

Also, the forces produced in immersed complex
mechanism, like robot arms attached to a ROV (Re-
motely Operated Vehicle) can be better understood if
more accurate hydrodynamical damping models can
be obtained. This method can be a good approach to
this end.

Finally, some work has to be done yet to reduce

the computational cost when a complex deformable
model is used, in order to obtain real time simulations.
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Abstract: Robot localization is one of the fundamental problems in mobile robotics. Using sensory information to
localize the robot in its environment is the most fundamental problem that has to be solved in order to provide
a mobile robot with autonomous capabilities, But, if robotscan detect each other, there is the opportunity to
do better. In this paper, it is explained how one robot, the leader, with a pan-tilt-zoom camera mounted on
it can localize a team of robots. Camera images are used to detect other robots and to determine the relative
position of the detected robot and its orientation with respect to the leader. Each robot carries a colored target
that helps the leader to recognize it and calculate their position and orientation. Moreover, the zoom is used to
enhance the perception and get a higher accuracy and a largerfield of view.

1 INTRODUCTION

Cooperation among a group of robots has been a topic
of very much study during the last years. To have a
cooperative system it is necessary for more than one
organism to have a relationship with another or anoth-
ers. So, to implement cooperation in a robotic system,
it is necessary to have more than one robot working in
the same environment, that is, a multirobot system.

There are several applications in which having
more than one robot working in parallel has improved
the system’s fault tolerance, and has reduced the time
required for executing the tasks. Some of these appli-
cations are autonomous cleaning, tour guiding in mu-
seums, art-galleries, or exhibitions, surveillance and
patrolling, rescue in disasters such as fires, floods,
earthquakes, landmine detection and autonomous ex-
ploration and mapping.

In more of these applications it is necessary the
use of vision in order to implement or acomplish the
tasks. Human and animal vision are the most power-
ful perception systems. Vision is a sense that consists
of the ability to detect the light and interpret it, that
is “see”. Vision gets help from multiple information
sources to interpret the world. The visual system al-
lows to assimilate information from the environment
to help guide the actions.

One of the most important task in computer vision
is recognition, which consists of determining whether
or not the image data contains some specific object,

feature, or activity. One of the most characteristic task
in recognition is “pose estimation”, that estimates the
position or orientation of a specific object relative to
the camera.

In this paper, a similar task is implemented. In
this case, one robot with a camera tries to estimate the
pose of the rest of robot of the team, which don’t have
a camera available. In that way, the robot with the
camera can help the rest of robots in case of lost of
their possitions due to inaccurate odometric estima-
tion pose.

To determine the relative location of other robots,
the leader uses the visual information obtained from
the pan-tilt-zoom on-board camera. Camera images
are used to detect other robots and to determine the
relative position of the detected robot and its orien-
tation with respect to the leader. Each robot carries
a colored target that helps the leader to recognize it
and calculate their position and orientation. More-
over, the zoom is used to enhance the perception and
get a higher accuracy and a larger field of view.

Robot localization has been recognized as one of
the fundamental problems in mobile robotics (Fox
et al., 2000). Using sensory information to localize
the robot in its environment is the most fundamental
problem that has to be solved in order to provide a
mobile robot with autonomous capabilities (Cox and
Wilfong, 1990). Most of the existing work in localiza-
tion is addressed to the localization of a single robot
by itself. However, if robots can detect each other,
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there is the opportunity to do better. When a robot
determines the location of another robot relative to
its own, both robots can improve the accuracy with
which they localize each other.

Vision has been widely used to get exteroceptive
information in order to detect and localize robots. Al-
though omnidirectional cameras have been used in
the detection and localization of robots (Das et al.,
2002), directional cameras suppose a better option
due to their much lower cost (Sarcinelli-Filho et al.,
2003) and because they have complementary perfor-
mances despite the visibility constraints (Michaud
et al., 2002). Regarding the image processing, color
has been widely used to achieve robot detection
(Fredslund and Mataric, 2002; Michaud et al., 2002).
However, the robustness of color detection with re-
spect to light conditions can be a major source of fail-
ures (Cubber et al., 2003).

Also, the use of the zoom has been used in the
context active vision (Atienza and Zelinsky, 2001) or
visual servoing (Hosoda et al., 1995). For using the
zoom, it is necessary the explicit knowledge of in-
trinsic parameters from the calibration of the camera
(Clady et al., 2001).

The rest of the paper is organized as follows.
Section 2 provides a description of the experimental
setup. Section 3 explains the process to lozalize the
different robots of the team. Finally, section 4 pro-
vides some general conclusions and lines of future
work.

2 EXPERIMENTAL SETUP

• Hardware Setup
The team for this application consists of a group
of four Pioneer-2 mobile robots. These robots,
though sharing the same platform, have different
features, such as different accessories mounted
on them, constituting therefore a heterogeneous
group. In particular, only one robot is equipped
with a camera and the rest of robots do not have
any type of exteroceptive sensors. The robot with
the camera is in charge of detecting the rest of the
robots in the environment and indicates to them
which is their current position in the environment.

• Software Setup
The formation control is developed in Acromovi
(Nebot and Cervera, 2005), a framework specially
designed for the development of distributed ap-
plications for a team of heterogeneous mobile
robots. The software architecture gives us the
ease of development of cooperative tasks among
robots, using an agent-based platform. In particu-

lar, communication between robots can be easily
integrated to the control scheme.

3 LOCALIZATION OF THE
ROBOTS IN THE
ENVIRONMENT

This section describes how the robots can be local-
ized. Having the robots distributed in an environment,
the robot with the camera, from this point theleader,
uses the camera that it carries to detect and localize
the rest of the robots of the team and indicates to them
which is their current. This process is explained be-
low in more detail.

The first step is the detection of the robots in the
environment, in order for this decision to be taken,
the leader uses its camera to detect a series of color
patterns which identify each one of the robots in an
unequivocal way. To detect the colors, the Mezzanine
program is used.

Mezzanine (Howard, 2002) is an 2D visual track-
ing package intended primarily for use as a mobile
robot metrology system. It uses a camera to track ob-
jects marked with color-coded fiducials and infers the
pose of these objects in world coordinates. Mezzanine
works with most color cameras and can correct for the
barrel distortion produced by wide-angle lenses.

Mezzanine is used only for the detection of the
colors of the patterns that are used to recognize the
robots. And with the information that is collected
from the mezzanine system, it is possible to localize
the robots in the environment and calculate their pose
(position and orientation) with respect to the leader.

The color pattern that the leader has to search for
is created with very common object, a beer can of half
a liter covered with colored cards in a specific layout,
because each ID is unique. In figure 1, it is possible
to see the sizes and dimensions of the target and the
color layout at the front and at the back.

As it can be seen in the ID, there are two different
parts separated by a black zone. These two parts are
formed with the same colors and the same cards, but
there is a 90o difference in orientation between the
ID cards which means that thay are read as different
cards. That is in this way to get two different readings
of the orientation of the can and thus getting more
accurate estimations.

Since each robot carries a different color target,
the leader is able to recognise each one. Also, with
this pattern it is possible to calculate the pose of the
robot in relation to the leader. It is easy to recognize
which robot the camera is seeing, it is simply neces-
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Figure 1: Dimensions and color layout of the IDs.

sary to pay attention to the layout of the colors. Mez-
zanine can detect several colors at the same time and
group the different areas of the same color in blobs.
With the information associated with these blobs it is
possible to know which ID the camera is seeing at that
moment.

The movement that the camera performs to find
these IDs is firstly horizontal movement of 180o from
left to right. If nothing is found in this movement,
the camera increases its vertical position in 5o up to a
maximum of 30o. If when this process has finished,
still any robot has not been identified, the leader exe-
cutes a 180o turn and repeats the same process until all
the robots are found. In this way, the leader searches
all the space around it for the other robots.

Throughout the searching process, mezzanine is
monitoring all their channels where it has assigned
a predefined color, and in the moment that it finds
anyone of them, the camera is stopped. From this
moment, a centering process begins. This new pro-
cess tries to center the pattern found in the middle of
the image. To this end, because the robots can be in
movement, it is important to center the target in a min-
imum number of movements, and at the same time it
is important to maximize the zoom of the camera to
make a better identification in the following phases.

In order to center the target, when mezzanine de-
tects one blob of any color bigger than a certain size,
the robot stops the searching process previously de-
scribed. The size has to be big enough to rule out
possible errors of the program or reflections of the tar-
get. From this blob it is possible to know the position
of its mass center in the image system, so the space
between this and the center of the image can be cal-
culated.

To translate this distance into a movement of the
camera, it is necessary to know some intrinsic param-
eters of the camera, such as the focal length. These
parameters can be obtained with a previous calibra-

tion of the camera.
As the camera includes a zoom, the focal length

must be calculated for each of these values of the
zoom. After several tests performed in the laboratory
by an student, Vincent Robin, during a stay there, he
managed to model the behaviour of the focal length
depending on the zoom. The function that models
these behaviours can be defined as:

fv = (0.0368323−0.0000128323∗z)−2∗1/2 (1)

beingz the value of the zoom that is desired. This
function can be visualized in figure 2, and as it can
be seen, the focal length does not follow a linear pro-
gression with the progression of the zoom.

Figure 2: Relation among the necessary parameters to cal-
culate the distance to the ID.

Knowing the value of the focal length for the ac-
tual zoom of the camera, it is simple to calculate the
movements that the camera must perform in order to
center the blob in the image. There are two move-
ments that have to be made, in the pan (∇p), that is,
in horizontal, and in the tilt or vertical (∇t). These
values can be calculated as:

∇p = arctan
(

(x−xi)
f

)

∇t =−arctan
(

(y−yi )
f

) (2)

wherex andy correspond to the coordinates of the
mass center of the blob in the image, andxi andyi cor-
respond to the center of the image. With these values
the first blob that the robot finds can be centered.

Once the first blob of the target is centered, it is
possible to calculate the optimal value of the zoom in
order to reduce the detection failures of the targets of
the robots and making sure of a better approximation
in the calculation of the position of the robot. These
calculations are based on the previous work of Pierre
Renaud (Renaud et al., 2004) during a stay in this lab-
oratory.

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

276



Prior to calculating the optimal zoom, it is nec-
essary to calculate the optimal focal length, and with
this value is possible to calculate the optimal zoom. In
order to calculate the optimal focal length, it is neces-
sary to know the actual distance (Z) to the target.

Z = fv ∗
h

∆v
(3)

With this distance, and knowing which is the de-
sired height (hdes) of the blob that the program needs
to get the optimal configuration, and knowing the
height of the blob in the image, the optical focal
length can be calculated.

fop = hdes∗
Z
h

(4)

Finally, as deduced by Renaud in his work, the
optimal zoom can be calculated merely by knowing
the optimal focal length.

zop = 77928.35∗
(

3.6833e−2− (2∗ fop)
−0.5

)

(5)

Once this calculation is made, the zoom is applied
to the camera, and as the rest of the blobs or colors of
the target are now visible, it is possible to identify the
robot. This process is simple and merely perceiving
the distribution of the different colors in the target, the
different robots can be identified.

Next, in order to make the calculation of the posi-
tion more precise, a new centering process is carried
out, but this time taking into account the blobs of the
other colors present in the image. The biggest blob of
the other color in the image provides the system with
enough information to center the target in the image.
The new equations to calculate the movements of the
camera to center the target are:

∇p = arctan
(

((x1+x2/2)−xi)
f

)

∇t = arctan
(

((y1+y2/2)−yi)
f

) (6)

Once the ID is centered on the image and with the
maximum size possible, its position and orientation
with respect to the camera, or the leader, can be cal-
culated. To know its pose(x,y,angle), it is necessary
to perform some calculations with the image.

In order to calculate(x,y), the system needs to
know the distance and the angle of the ID with re-
spect to the leader, and from these values, calculates
the position.

To calculate the distance from the ID to the im-
age, it is necessary firstly to know some parameters.
These parameters are the real height of the ID (h), the
height in pixels of the ID in the image (∇h), and the
focal length of the camera (fv). With these values, the
distance to the ID (Z) can be calculated as:

Z = fv
h

∆v
(7)

The height of the ID is fixed, and the height in
pixels of the ID in the image can be obtained from the
blob information from mezzanine. The focal length
of the camera can be obtained as explained before,
merely by knowing which is the actual value for the
zoom of the camera.

The precision of the approximated distance de-
pends on the capacity of the system to recognize the
specific colors of the cylinders, which is influenced
by the prevailing lighting conditions. When the cylin-
der is lit from the side, their colors are preceived no
longer uniform, making only part of the width of the
cylinders visible to the leader. For an optimal approx-
imation, good uniform lighting is necessary.

The calculation of the orientation (α) at which the
robot is depending on the leader is easier, since the
camera indicates the orientation that it has (α) at that
moment. In figure 3, the relation between orienta-
tion and distance for the calculation of the ID position
(x,y) can be observed.

Figure 3: Relation among orientation and distance with the
calculation of the ID position.

When the distance and the orientation have been
calculated, it is possible to calculate the position(x,y)
as:

d =
√

a2 +b2 x = b = d ·sinα
=⇒

α = arctanb/a y= a = d ·cosα
(8)

Once the position has been calculated, it only re-
mains to calculate the orientation of the robot with
respect to the leader. For this calculation, the two hor-
izontal parts or colors of the ID are used, or rather, the
relation between these two parts.

Based on the existing relation between the hori-
zontal sizes of the two colored parts, the orientation
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of the robot can be calculated. It can be observed that
the upper layer and the lower layer have the same col-
ors, but the lower layer has them with a specific turn
in relation with the configuration of the upper layer.
This is done to have two differentiated parts and to
calculate the orientation of the upper and lower layer
separately, and thus, making the calculation more pre-
cise. Moreover, as it will be seen below, in that way it
is possible to avoid some positions that are not accu-
rate enough in the calculation of the orientation.

In the calculation of the orientation using the tar-
get selected, it is very important to take into account
the order of the colors. Regarding this, from the 0o

position of the can to 180o position, the pink color is
in the upper left position and grows until covers the
complete side of the can. If the green color is in the
upper left, the orientation will be from−180o to 0o,
depending on the portion of the can occupied by this
color. In the two cases, it corresponds the 90o or−90o

when the two colors occupy the same portion of the
can, but depending on the color in the upper left side,
the orientation will be positive or negative.

From the relation of the left part (X) and right part
(Y), the orientation of the robot can be calculated. The
relation among the left and right parts and the entire
width of the cylinder can be seen in figure 4.

Figure 4: Relation among the parts to calculate the orienta-
tion of the robot.

From the figure, it can be deducted when the left
and right parts are equal that

2X
W

=
2X

X +Y
(9)

The behaviour of the cylinder when it is turning
can be modeled as sin(α−90)+1. Joining this with
the previous equation,

2X
W

= sin(α−90)+1 (10)

from which it can be infered the value ofα as,

α = 90+arcsin(
2X
W
−1) (11)

In the case of the negative orientation, the equa-
tion is similar,

α =−90+arcsin(
2X
W
−1) (12)

In figure 5, it can be seen the graphics in radians
that model these to functions.

Figure 5: Functions that model the orientation of the robot.

Moreover, it is necessary to take into account four
exceptions to the general rule. If there is only one
color in one of the parts of the ID (upper or lower),
then there is one of these special cases. Simply, dis-
tinguishing the order of the colors in the remaining
layer, it is possible to recognize the spacial case in
question.

Also, as it can be seen in the graphs in figure 5,
there are two zones in each graph in which the value
of the orientation changes too fast and it may cause
the estimation to be less accurate than desired. These
zones are at the extremes with a width of 30o. When
the calculation in one of the layers returns a value
within one of these zones, the values that are taken for
the orientation of the robot is the value that returns the
calculation in the other layer. Due to the fact that the
layers have different turns, the values that appeared in
one layer when the other is in one of these situations
are correct.

This calculation of the orientation of the robot can
be easily extended to any of the IDs. It is only nec-
essary to take into account which is the pattern of the
colors. Furthermore, this identification system can be
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extended to any number of different IDs, the only lim-
itation is the number of different colors that mezza-
nine is able to detect.

Once the robot’s orientation is calculated, all the
values necessary for determining its pose(x,y,angle)
in the environment with respect to the leader are avail-
able. This pose then is translated to the environment
system. This process is obvliuos. Then, this pose is
then sent to the corresponding robot so that it knows
its position.

4 CONCLUSIONS

A new method for the visual localization of robots has
been implemented. Using a very common and simple
target it is possible to localize one robot and deter-
mine its position and orientation with regard to the
robot with the camera and of course in the environ-
ment.

The main advantage consists on having a very
simple object, by means of the corresponding geo-
metric constrints, it is possible to stablish not only
the distance to the target robot, but also the orienta-
tion. Regarding to the orientacion, by means of a two
simultaneous readings process, it is possible to elimi-
nate the accuracy errors produced by the specific fea-
tures of the object used as target.

The localization of the robots by means of the col-
ored targets has been a hazardous work due to the sen-
sitivity of the vision system to the lighting conditions.
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Abstract: Forward and inverse kinematics operations are important inthe operational space control of mechanical ma-
nipulators. In case of a parallel manipulator, the forward kinematics function relates the joint variables of
the active joints to the position of end-effector. This paper finds analytically forward kinematics function
by exploiting the position-closure property. Using the proposed function along with the analytical Jacobian
presented in the literature, the forward and the inverse kinematics blocks are formulated for a prospective
operational space control scheme. Finally, an example is presented for a 3-RPR robot.

1 INTRODUCTION

The end-effector of a parallel manipulator is con-
nected to itsbase via a number of serial manipulators
in parallel. In these manipulators, there are always
more joints than the number of degrees of freedom
(DOF) of the end-effector. This places constraints on
the structure such that all the joints cannot be actu-
ated at the same time. If the end-effector hasl DOF,
then there arel active joints wherel ≤ 6. All the other
joints are passive and their motion is dependant on the
motion of the active joints. The most famous family
of such manipulators are calledStewart-Gough plat-
forms (Bhattacharya et al., 1997). These platforms
are widely used in simulators (Yamane et al., 2005),
low impact docking systems for space vehicles (Tim-
mons and Ringelberg, 2008), and in form of a hexa-
pod for precise machining (Warnecke et al., 1998).

Figure 1 shows a 3-RPR robot, which has three
joints in each serial link.R stands for a rotatory joint
andP stands for a prismatic joint whereby the under-
line signifies the joint which is actuated (Siciliano and
Khatib, 2007).

The forward kinematics function of a parallel has
been studied in detail in the literature, especially for a
3-RPR robot. (Kong, 2008) derived algebraic expres-

B1

B2

B3

A1

A2

A3
Platform

Figure 1: A 3-RPR planar parallel manipulator.B1, B2, and
B3 are connected to a stationary base.

sions for the forward kinematics of a 3-RPR robot and
analyzed its singularities. (Collins, 2002) used pla-
nar quaternions to formulate kinematic constraints in
equations for a 3-RPR robot. (Murray et al., 1997)
used coefficients of aconstraint manifold, which are
functions of the locations of the base and platform
joints and the distance between them, for the kine-
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matics synthesis of a 3-RPR robot. (Wenger et al.,
2007) studied thedegeneracy in the forward kinemat-
ics of a 3-RPR robot. (Kim et al., 2000; Dutre et al.,
1997) found the analytical Jacobian for a parallel ma-
nipulator. However, there is no attempt in literature
to formulate analytically the forward kinematics func-
tion for non-redundant parallel manipulators. The for-
ward kinematics function relates the joint variables of
the active joints to the position of the end-effector.

In the following section , the structure of the for-
ward and inverse kinematics blocks is layed out. Then
forward kinematics function of a parallel manipulator
is derived using the position-closure property. The an-
alytical Jacobian of a parallel manipulator is also ob-
tained as described in the literature. Finally, a frame-
work to control a parallel manipulator is proposed,
followed by an example for the forward kinematics
function of a 3-RPR robot.

2 KINEMATICS FRAMEWORK

If the task is given in operational space then it be-
comes inevitable to cater for the non-linearities in-
troduced by the forward and inverse kinematics func-
tions. First, the joint variables are translated into op-
erational space. The resultant is compared to the ref-
erence trajectory and the error is then converted back
to joint space, as shown in Figure 2.

Suppose there aren serial manipulators in a paral-
lel manipulator that hasna active joints andnp pas-
sive joints such that the total number of joints is
nc = na + np. If x is the end-effector position andF
is the forward kinematics function then the following
definitions can be introduced;

x = F (1)

ẋ =
F

∂qa

∂qa

∂t
= Jcq̇a (2)

ẍ = Jcq̈a + J̇cq̇a (3)

where•̇ signifies differentiation with respect to time,
Jc is the systems Jacobian,J̇c is its time-derivate, and
qa is a vector of active joint variables. These variables
are in radians if the joint is revolute or in meters if the
joint is prismatic.

Equations (1), (2), and (3) can be combined as fol-
lows;





x
ẋ
ẍ



=





Fc 0 0
0 Jc 0
0 J̇c Jc









qa
q̇a
q̈a



 (4)

or




x
ẋ
ẍ



= N1y (5)

whereFc , F
qa

is the forward kinematics function that
relates the active joints to the end-effector position
and

N1 ,





Fc 0 0
0 Jc 0
0 J̇c Jc



 ∈ ℜ3nc×3l (6)

-
Inverse kinematics

Forward kinematics

trajectory
Operational space

Joint
space

Figure 2: Operational space control of a parallel manipula-
tor.

The above matrix produces large values for small
values ofqa. To avoid this situation, a limit is im-
posed here on the value of each component ofqa so
that there is always a valid solution available.

The difference between the reference operational
space trajectory and the output of the forward kine-
matics block is referred to in this paper as system
error. Let

[

∆x,∆ẋ,∆ẍ
]T

be this error in operational
space. If this error is small, then (2) can be approxi-
mated to

∆x ≈ Jc∆qa (7)

However, it can be stated, without any approxima-
tion, that

∆ẋ = Jc∆q̇a (8)

∆ẍ = J̇c∆q̇a + Jc∆q̈a (9)

It is a common practice that when end-effector tra-
jectory is formulated in operational space,∆x is cho-
sen in (7) such that the approximate movement of the
end-effector partially matches the target velocities in
(8) (Whitney, 1969). Equation (7) is only valid for a
small value of∆x. If the target position is too distant,
it is important to bring the target closer. This way, the
manipulator reaches its final target in smaller steps.
For this reason,∆x needs to be clamped such that

clamp(∆x,Dmax) =

{

∆x if ||∆x|| < Dmax

Dmax
∆x

||∆x|| otherwise
(10)

where|| • || is the Euclidean norm. The value of the
scalarDmax should be at least several times larger than
what end-effector moves in a single step and less than
half the length of a typical link. This heuristic ap-
proach has also been reported to reduce oscillations in
the system, which allows the designer to use a smaller
value for damping constant. This usually results in a
quicker response (Buss and Kim, 2005). To calculate
the error in joint space, (7), (8), and (9) can be written
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as

∆qa = J†
c ∆x (11)

∆q̇a = J†
c ∆ẋ (12)

∆q̈a = J†
c (∆ẍ− J̇c∆q̇a)

= J†
c ∆ẍ− J†

c J̇cJ†
c ∆ẋ (13)

In matrix form, these equations can be written as




∆qa
∆q̇a
∆q̈a



=





J†
c 0 0
0 J†

c 0
0 −J†

c J̇cJ†
c J†

c









∆x
∆ẋ
∆ẍ



 (14)

or alternatively

∆y = N2





∆x
∆ẋ
∆ẍ



 (15)

whereJ†
c is the pseudoinverse ofJc. Pseudoinverse is

defined for all matrices including the ones which are
not square or are not full rank. It also gives the best
solution in terms of least squares. Except near sin-
gularities, the pseudoinverse gives a stable solution
even in those cases when the target end-effector posi-
tion doesn’t lie in the work volume of the mechanical
manipulator. The resulting solution is the closest lo-
cation to its target which minimizes||Jc∆q−∆x||2. In
the vicinity of singularity, the pseudoinverse creates
large changes in joint variables, even for very small
changes in the end-effector position, resulting in an
unstable system. One important feature of pseudoin-
verse is that the term(I − J†

c Jc) projects on the null
space ofJc. This feature can be exploited for redun-
dant manipulators. It is possible to generate internal
motions in a redundant manipulator, i.e., ˙q0, without
changing its end-effector position (Sciavicco and Si-
ciliano, 2000). For redundant manipulators, (2) can
be written as

ẋ = Jcq̇+(I− J†
c Jc)q̇0 (16)

However, in this paper it is assumed that the paral-
lel manipulator is not redundant, i.e., number of active
joints is equal to the DOF of the end-effector.

The damped least-squares (DLS) method, which
is also referred to the Levenberg-Marquardt method,
solves many problems related to pseudoinverse. The
method gives a numerically stable solution near sin-
gularities, and was first used in inverse kinematics
by (Wampler, 1986) and (Nakamura and Hanafusa,
1986). It was also used for theodolite calibration by
(Sultan and Wager, 2002).

Not only does DLS minimize the term||Jcq̇a − ẋ||2

but it also minimizes the joint velocities with a damp-
ing factor, i.e.,λ2||q̇a||

2 whereλ ∈ ℜ andλ 6= 0. The
function to be minimized can be written as

min
q̇a

{

||Jcq̇a − ẋ||2 + λ2||q̇a||
2
}

(17)

The DLS solution is equal to (Buss and Kim,
2005)

q̇a = (JT
c Jc + λ2I)

−1
JT

c ẋ (18)

or alternatively

q̇c = JT
c (JcJT

c + λ2I)
−1

ẋ (19)

Equation (18) requires an inversion of ann×n ma-
trix, while (19) requires an inversion of only anl × l
matrix, which is computationally more efficient. In
terms of SVD, the singular values change from1σi for

J†
c to σ2

σ2+λ2 for (JcJT
c + λ2I)

−1
(Buss and Kim, 2005).

If σi � 0, 1
σi

� ∞, while in the other case, σ2

σ2+λ2 �
1

λ2

whenσi � 0. Therefore, a stable solution is observed
even near singularities for∀λ : λ 6= 0. Using (19),N2
can be redefined as

N2 ,





J∗c 0 0
0 J∗c 0
0 −J∗c J̇cJ∗c J∗c



 ∈ ℜ3l×3nc (20)

whereJ∗c = JT
c (JcJT

c + λ2I)
−1

. The value ofλ is set
by the designer. Large values can result in a slower
convergence rate and very small values can reduce
the effectiveness of the method. In literature, there
are many methods proposed to select the value ofλ
dynamically (Mayorga et al., 1990; Nakamura and
Hanafusa, 1986; Chiaverini et al., 1994).

3 FORWARD KINEMATICS
FUNCTION

In order to formulate the forward and inverse kine-
matics matrices,N1 andN2, it is important to formu-
late analytically the forward kinematics function of
a parallel manipulator. The derivation is somewhat
similar to the derivation of the analytic Jacobian of
a parallel manipulator by (Dutre et al., 1997), which
was derived using the velocity-closure property. The
derivation is given as follows;

As all the manipulators are connected to the same
end-effector, it can be stated, using the position-
closure property, that

Fcqa = F1q1 = F2q2 = · · · = Fnqn (21)

whereq j is the vector of joint variables ofjth ma-

nipulator andFj(q) ,
Fj(q)

q j
is the forward kinematics

function of thejth manipulator.
Each column of the functionFc corresponds to ro-

tational angle or displacement of an active joint, de-
pending on whether the joint is rotatory or prismatic.
Hence

F i
c = Fjq

i
j (22)
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whereF i
c ∈ ℜna is the ith column of Fc and qi

j is a

vector of joint variables of thejth manipulator when
theith active joint is moved one unit while all the other
active joints are locked. Ifqc is the vector of all the
joint variables, i.e.,

qc =









q1
q2
...

qnc









∈ ℜnc (23)

then (22) can be written as

F i
c = FjS jq

i
c (24)

whereqi
c is a vector of all the joints when theith active

joint is moved one unit while all the other active joints
are locked andS j is a selection matrix to select the
variables of thejth manipulator, i.e.,

S j =









0 . . . 1 0 . . . 0 . . . 0
0 . . . 0 1 . . . 0 . . . 0
...

...
...

...
. . .

...
. . .

...
0 . . . 0 0 . . . 1 . . . 0









∈ ℜn j×nc

wheren j is the number of joints in thejth manipula-
tor. Letqp be the vector of passive joint variables and
qa be the vector of active joint variables such that

qp = Spqc (25)

qa = Saqc (26)

whereqp ∈ ℜnp andqa ∈ ℜna andSp andSa are se-
lection matrices for passive and active joints, respec-
tively. Typical values ofSp andSa can be written as

Sp =







. . . 0 1 0 . . . 0 0 0 . . .
...

...
...

...
...

...
...

...
...

. . . 0 0 0 . . . 0 1 0 . . .






∈ℜnp×nc

and

Sa =







. . . 0 0 0 . . . 0 1 0 . . .
...

...
...

...
...

...
...

...
...

. . . 0 1 0 . . . 0 0 0 . . .






∈ℜna×nc

Both of these matrices are sparse and orthogonal,
i.e.,SpST

p = I andSaST
a = I, which implies

qcp = ST
p qp (27)

qca = ST
a qa (28)

whereqcp is equivalent toqc except that the active
joints are set to zero and similarly,qca is equivalent to
qc except that the passive joints are set to zero such
that

qc = qcp + qca (29)

Substituting (27) and (28) in (29) yields

qc = ST
p qp + ST

a qa (30)

In reference to the position-closure property (21),
let

Aqc = 0 (31)

where

A =













F1
q1

−F2
q2

0 . . . 0
F1
q1

0 −F3
q3

. . . 0
...

...
...

. . .
...

F1
q1

0 0 . . . −Fn
qn













∈ ℜna(n−1)×nc

(32)
Substituting the value ofqc from (30) gives

Aqc = A(qcp + qca)

= AST
p qp + AST

a qa

= Apqp + Aaqa (33)

Applying (31)

qp = −A†
pAaqa (34)

Substituting this expression in (30) yields

qc = ST
a qa −ST

p A†
pAaqa (35)

As qi
c is defined for a unit displacement of theith

active joint, hence,qa can be replaced with a column
of Sa which corresponds to theith active joint, denoted
by (Sa)

i, to evaluateqi
c, i.e.,

qi
c = ST

a (Sa)
i −ST

p A†
pAa(Sa)

i (36)

Substituting the above value in (24) gives

F i
c = FjS jq

i
c (37)

or
Fc = FjS j

[

q1
c q2

c . . . qna
c

]

(38)

4 ANALYTICAL JACOBIAN AND
ITS DERIVATIVE

(Dutre et al., 1997) evaluated the analytical Jacobian
for a parallel manipulator using the velocity-closure
property. The Jacobian can also be derived by replac-
ing Fc in (38) byJc andqi

c by q̇i
c, i.e.,

Jc = J jS j
[

q̇1
c q̇2

c . . . q̇na
c

]

(39)

whereJc is the analytical Jacobian that relates the ve-
locities of the active joints to the end-effector velocity.
J j andq̇ j are the Jacobian and the vector of joint ve-
locities of thejth manipulator, respectively. ˙qi

c can be
stated using (36) as follows;

q̇i
c = ST

a (Sa)
i −ST

p B†
pBa(Sa)

i (40)

ANALYTICAL KINEMATICS FRAMEWORK FOR THE CONTROL OF A PARALLEL MANIPULATOR - A
Generalized Kinematics Framework for Parallel Manipulators

283



whereBp = BST
p , Ba = BST

a , and

B =









J1 −J2 0 . . . 0
J1 0 −J3 . . . 0
...

...
...

. . .
...

J1 0 0 0 −Jn









∈ ℜna(n−1)×nc

(41)
UsingB, the velocity-closure property of a parallel

manipulator can be written as

Bq̇c = 0

The derivative of the closed-loop Jacobian (Jc)
given in (39) is

J̇c = J̇ jS j
[

q̈1
c q̈2

c . . . q̈na
c

]

(42)

where ¨qi
c can be calculated by differentiating (40), i.e.,

q̈i
c = −ST

p

(

∂B†
p

∂qi
Ba + B†

p
∂Ba

∂qi

)

(Sa)
i (43)

whereqi is theith driving joint.
The time derivative of a Jacobian column for a se-

rial manipulator is the sum of the partial derivatives of
this column with respect to joint variables, multiplied
by the time-derivates of these variables (Bruyninckx
and De Schutter, 1996). As such, time-derivative of
theith column of the Jacobian is given by

J̇i =
n

∑
j=1

∂Ji(q)

∂q j

∂q j

∂t
=

n

∑
j=1

∂Ji(q)

∂q j q̇ j (44)

Similarly, the derivative of the Jacobian of each
manipulator of a parallel manipulator can be ex-
pressed using (44), i.e.,

J̇ j =
na

∑
i=1

∂J j

∂qi
q̇i =

na

∑
i=1

(

n j

∑
k=1

∂J j

∂q j,k

∂q j,k

∂qi

)

q̇i (45)

wherek is a joint of thejth manipulator and
∂J j

∂q j,k
rep-

resents Jacobian derivative of thejth serial manipula-

tor. The factor,
∂q j,k
∂qi

in (45), is thekth component in

S jq̇i
c.

5 PROPOSED CONTROL
FRAMEWORK

Figure 3 shows the structure of the proposed con-
trol framework for parallel manipulators. As only ac-
tive joints are actuated, it is important to incorporate
the contribution of the passive joints onto the active

joints. If joint friction is ignored, the relationship be-
tween the torque of active joints and passive joints is
given by the following equation (Cheng et al., 2003);

τc = τa +

(

∂qp

∂qa

)T

τp (46)

whereτp ∈ ℜnp is the torque measured from strain
gauges on passive joints,τa ∈ ℜna is the torque pro-
duced by the actuators on active joints, andτc ∈ ℜna

is the torque measured by strain gauges mounted on
active joints. From (Dutre et al., 1997), it can be in-
ferred that

∂qp

∂qa
= B†

pBa

Using the above value in (46) yields

τc = τa − (B†
pBa)

T τp

or
τc = τa −BT

a (B†
p)

T τp (47)

The passive joints project torque onto the active
joints with a factor of−BT

a (B†
p)

T . This will be used as
the exogenous force disturbance signal in the hybrid
controller, as shown in Figure 3.

To ease the implementation of theclamp block, it
can be taken out of the closed loop. This can be done
by redefiningrk using

rk = clamp(roriginal −N1yk)+ N1yk (48)

6 EXAMPLE

As the proposed kinematics framework is evaluated
analytically, it can be applied on any non-redundant
parallel manipulator. However, in this section, for the
sake of demonstration, a simple case of a 3-RPR robot
is presented, shown in Figure 1.

The forward kinematics function for the first ma-
nipulator can be stated as

F1 =





(x1,1 +q1,2 + x1,2)cos(q1,1)+ x1,3 cos(q1,1 +q1,3)
(x1,1 +q1,2 + x1,2)sin(q1,1)+ x1,3 sin(q1,1 +q1,3)

q1,1 +q1,3



 (49)

wherex1,2 andq1,2 denote the length of the second
link and the second joint variable, respectively. The
expressions for other links can be written in the same
way. Using this kinematic model for the values given
in Table 1, the end-effector position was found to be
at

xendc =





1.5
2.5981
1.0472





where the first two elements represent the position in
x− y plane and the third element represents the angu-
lar rotation of the end-effector.
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ẋr
ẍr





Figure 3: Operational space control of a parallel manipulator.

Table 1: Assumed values for a 3-RPR robot.

Manipulator 1 Manipulator 2 Manipulator 3

q1,1 = π/3 q2,1 = 2π/3 q3,1 = 4π/3
q1,2 = 1 q2,2 = 1 q3,2 = 1
q1,3 = 0 q2,3 = −π/3 q3,3 = −π

x1,1 = 0.5 x2,1 = 0.5 x3,1 = 0.5
x1,2 = 0.5 x2,2 = 0.5 x3,2 = 0.5
x1,3 = 1 x2,3 = 1 x3,3 = 1

The forward kinematics function,Fc, gives the
following end-effector position for the active joints
[

1,1,1
]T

;

xend =





1.498
2.597
1.048





7 CONCLUSIONS

Similar to the analytical Jacobian for a parallel ma-
nipulator, which is a function of joint variables and
relates the velocity of the active joints to the velocity
of the end-effector, the analytical forward kinematics
function is also a function of the joint variables that
relates the position of the active joints to the position
of the end-effector. The generality of the proposed
technique allows the forward kinematics function to
be used in a variety of applications. A control config-
uration is also described in this paper as a prospective
application of the proposed technique.
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Abstract: In this paper, a hybrid redundant robot IWR (Intersector Welding Robot) which possesses ten degrees of 
freedom (DOF) where 6-DOF in parallel and additional redundant 4-DOF in serial is proposed. To improve 
the accuracy of the robot, the kinematic errors caused by the manufacturing and assembly processes have to 
be compensated or limited to a minimum value. However, currently, there is no effective instrument which 
capable of measuring the symmetrical errors of the corresponding joints and link lengths after the structure 
has been assembled. Therefore, calibration and identification of these unknown parameters is utmost 
important and necessary to the systematic accuracy. This paper presents a calibration method for identifying 
the unknown parameters by using differential evolution (DE) algorithm, which has proven to be an efficient, 
effective and robust optimization method to solve the global optimization problems. The DE algorithm will 
guarantee the fast convergence and accurate solutions regardless of the initial conditions of the parameters. 
Based on the inverse kinematic error model of the robot, the simulation of the actual robot is achieved by 
introducing random geometric errors and measurement poses which representing their relative physical 
behavior. Moreover, through computer simulation, the validity and effectiveness of the DE algorithm for the 
parameter identification of the proposed application has also been examined. 

1 INTRODUCTION 

It is widely believed that parallel robot has high 
stiffness, low inertia, high speed and accuracy but 
small workspace compared to its counterpart serial 
robot. To take advantage of the benefits (bigger 
workspace and higher stiffness) of both types of 
robotic structures, a compromised hybrid redundant 
robot which can be used to perform the welding, 
machining and remote handling is developed in 
Lappeenranta University of Technology (Wu, 2005). 
In order to satisfy the required accuracy of the robot, 
the calibration and identification of the real structure 
parameters is essential and necessary. Generally, 
calibration can be classified into two types: static 
and dynamic. The static or kinematic calibration is 
an identification of those parameters which 
influence primarily the static positioning 
characteristics of a robot, such as the errors caused 
by length of the links and joints. Whereas the 
dynamic calibration is used to identify parameters 
influencing primarily motion characteristics, such as 
the deflection of mechanisms caused by temperature, 
and the compliances of joints and links. This paper 

will be concentrated on the static calibration to 
identify the geometric parameters of the proposed 
hybrid redundant robot. At present, there exist two 
kinds of static or kinematic calibration methods, one 
is self or autonomous calibration method based on 
inner information or restrictions of the kinematic 
parameters of joints (Ryu, 2001; Zhuang, 1996; 
Khalil, 1999; Zhuang, 2000; Ecorchard, 2005), and 
another is exterior or classical calibration method by 
using accurate instruments to measure the pose of 
the moving platform directly (Gao, 2003; Besnard, 
1999; Prenaud, 2003). For these calibration methods, 
most of them are focused on the kinematic 
calibration and parameter identification of the pure-
serial or pure-parallel mechanisms. Moreover, many 
calibration models are based on the identification 
Jacobian matrix which formulates a linear 
relationship between measurement residuals and 
kinematic parameter errors, then the parameter 
errors are evaluated by using least square algorithm. 
However, this kind of method is subject to break 
down in the vicinity of singular robot configurations 
due to the iterative inversion of the robot Jacobian 
(Zhong, 1996). Instead of the Jacobian matrix based 
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calibration approaches, the non-parametric 
calibration method was introduced by Shamma and 
Whitney (Shamma, 1987), in which the actual 
kinematic parameters which drive the robot to 
minimize the end-effector deviations can be found 
by using non-linear least-square optimization 
without explicit evaluation of the Jacobian. Based on 
the non-parametric calibration method, some 
evolutionary computing algorithms, such as genetic 
algorithm (GA) (Liu, 2007; Zhuang, 1996), artificial 
neural networks (NN) (Zhong,1996) and genetic 
programming (GP) (Dolinsky, 2007), have been 
successfully employed to calibrate serial or parallel 
robot. Differential evolution (DE) is a simple but 
effective evolutionary algorithm for solving non-
linear, global optimization problems. It has 
demonstrated superior performance in both widely 
used benchmark functions (Vesterstrom, 2004) and 
practical applications (Wu, 2000). In this work, 
based on the static and non-parametric calibration 
method, DE will be adopted to identify the real 
kinematic parameters of the proposed hybrid 
redundant robot. 

The paper is organized into five main sections. 
The first section serves as an introduction. The 
second section reviews the kinematic model of the 
proposed robot, which includes the inverse 
kinematic equations and the error models of the 
robot. Section 3 presents the calibration equations 
and the implement of DE optimization method. 
Simulation results are presented in section 4, and 
conclusions are drawn in section 5. 

2 IDENTIFICATION MODELS 

The kinematics of the proposed hybrid robot as 
shown in Fig.1 is a combination of a multi-link 
serial mechanism (here named as Carriage) and a 
standard Stewart parallel manipulator (here named 
as Hexa-WH). To simplify its analysis, the two parts 
will be first carried out separately, and then 
combined them together to obtain the final solutions. 
According to Shamma and Whitney (Shamma, 
1987), the calibration also can be classified into 
forward calibration and inverse calibration. Forward 
calibration involves finding the actual location in the 
world space for a given joint configuration, while 
inverse calibration involves finding exact joint 
values for given locations in the world space. As we 
all know that the inverse kinematics of the parallel 
robot is simple than forward kinematics and vice 
versa for the serial robot, so we decide to identify 
the kinematic parameters of the parallel part based 

on inverse calibration method and the serial part 
based on forward solutions 
 

 
Figure 1: 3D model of IWR. 

2.1 Forward Kinematics 

To study the kinematics of the serial multi-link 
mechanisms, the convention of Denavit-Hartenberg 
(Craig, 1986) is commonly adopted. Based on this 
convention, the principle of the 4-DOF Carriage 
mechanism can be established as shown in Fig.2, 
which provides four degrees of freedom to the 
transient end-effector (O4), including two 
translational movements and two rotational 
movements. 
 

 
Figure 2: Coordinate system of Carriage. 

Using the coordinate systems established in Fig. 
2, the corresponding link parameters are given in 
Table1. Substituting the D-H link parameters into 
(1), we can obtain the D-H homogeneous 
transformation matrices . 

4
3

3
2

2
1

1
0 ,,, AAAA
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Table 1: Nominal DH parameters of Carriage. 

Joint 
iα  ia  id  iθ

1 / 2π  0 
1d  

0 

2 / 2π  0 
2d  / 2π

3 / 2π  3a  3d  3θ
4 / 2π−  4a  

0 
4θ

 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
−

−

=−

1000
0

1

iii

iiiiiii

iiiiiii

i
i

dcs
sacsccs
cassscc

αα
θθαθαθ
θθαθαθ

A
     (1) 

where c iθ  denotes 
iθcos , and 

isθ  denotes 
iθsin . 

The resulting homogeneous transformation 
matrix, i.e. the forward kinematics of the Carriage, 
can be obtained by multiplying the matrices 
of and  

3
2

2
1

1
0 ,, AAA 4

3 A

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

++−−
−−−−−
++

=

=

1000

0

43433143343

43433243343

443144

4
3

3
2

2
1

1
0

4
0

θθθθθθθθ
θθθθθθθθ

θθθ

ccacadscscc
csasadssccs

sadacs
AAAAA

  (2) 

From (2) we can get the rotation matrix and 
position vector of the frame {4} with respect to 
frame {0} as follows: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−=

43343

43343

44

4
0

0

θθθθθ
θθθθθ

θθ

scscc
ssccs

cs
R

             (3) 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

++
−−−
++

=

434331

434332

4431

4
0

θθθ
θθθ

θ

ccacad
csasad

sada
P              (4) 

In reality, the above D-H parameters will deviate 
from their nominal values because of the 
manufacturing and assembly errors. Since each joint 
provides four parameters, therefore, the four links 
will produce 16 identified parameters for the robot. 

2.2 Inverse Kinematics of Hexa-WH 

Fig. 3 shows a schematic diagram of  hexapod 
parallel mechanism, for the purpose of analysis, two 
Cartesian coordinate systems, frames O4(X4, Y4, Z4) 
and O5(X5, Y5, Z5) are attached to the base plate and 
the end-effector, respectively. Six variable limbs are 
connected with the base plate by Universal joints 
and the task platform by Spherical joints. 

 
Figure 3: Norminal model of the Hexapod parallel 
mechanism. 

For the designed kinematics parameters, let  be 

the unit vector in the direction of , and  denote 
the magnitude of the leg vector , then the 
following vector-loop equation will represent the 
inverse kinematics of the ith  limb of the 
manipulator. 

il

iiBA

iA
il

iB

)6,2,1(45
5

4
5

4 L=−+= il iiii abRPl      (5) 

where  denotes the position vector of the task 
frame  {5} with respect to the base frame {4}, and 

 is the Z-Y-X Euler transformation matrix 
expressing the orientation of the frame {5} relative 
to the frame {4}, 

5
4 P

5
4 R

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−+
+−

=
λβγββ

γαγβαγαγβαβα
γαγβαγαγβαβα

ccscs
sccssccsssss
sscsccsssccc

5
4 R    (6) 

and the  ,  represent the position vectors of 

U-joints and S-joints  in the coordinate 
frames {4} and {5} respectively. In practice, due to 
the manufacturing and assembly errors, the 
coordinate  and  will deviate from their 

nominal values and  will also have an initial 
offset, altogether there will be 42 identified 
parameters provided by Hexa-WH. 
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2.3 Kinematics and Identified Error 
Model of the Hybrid Manipulator 

The schematic diagram of the redundant hybrid 
manipulator is shown in Fig. 4, which consists of 
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Carriage and Hexapod manipulator as mentioned 
above. The base plate frame {4} of Hexa-WH is 
coincided with the end task frame of Carriage. The 
global base frame {0} is located at the left rail of 
Carriage. 
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 denote the 58 
identified parameter vectors, among which 16 
parameters are from Carriage and 42 parameters 
from Hexa-WH. N is measurement number,  

and  l  respectively represent the calculated value 
and measured value of the   leg in the ith  
measurement point. 

jil ,

 

 

3 DIFFERENTIAL EVOLUTION  

Differential Evolution (DE), which introduced by 
Price and Storn (Storn, 2005), has been proven to be 
a promising candidate for minimizing real-valued, 
non-linear and multi-modal objective functions. It 
belongs to the class of evolutionary algorithms and 
utilizes the same steps as Genetic Algorithm, i.e. 
mutation, crossover and selection. Individuals in DE 
are represented by D-dimensional 
vectors ,Gi,x },,2,1{ NPi L∈∀ , where D is the 
number of optimization parameters and NP is the 
population size. There are several variants or 
strategies of DE, but the DE scheme which classified 
by notation DE/rand/1/bin is the most commonly 
used one. The optimization process of this classical 
DE can be summarized as follows: 

Figure 4: Schematic diagram  of IWR. 

According to the geometry, a vector-loop 
equation can be derived: 
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From (7), we can obtain the nominal leg length, 
i.e. the inverse solution of the robot as: 
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3.1 Initialization 
where  and  is the position vector and 
rotation matrix of the task frame {5} (or end-
effector) with respect to the fixed base frame {0}. 

5
0 P 5

0 R
To establish a starting point for the optimization 
process, an initial population must be created. 
Typically, each decision parameter in every vector 
of the initial population is assigned by a randomly 
chosen value from its feasible bounds: 

Let  represent the whole leg length which 
made up of the measured leg length with the inner 
sensor and the fixed initial leg length offset. 
Therefore, if parameter errors are not be taken into 
account, there is the following relation. 

m
il
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where Dj ,,2,1 L=  is parameter index, and 

NP,Li ,2,1=  is population index,  and  

are the lower and upper bound of the decision 
parameter, respectively. After the initial population 
has been created, it evolves through the following 
operations of mutation, crossover and selection until 
the terminal condition satisfied. 

L
ijx ,

jth

U
ijx ,

m
ii ll =                             (9) 

As a matter of fact, since geometrical errors and 
other error sources exist, two sides of (9) will never 
be equal, even if their geometrical parameters are 
properly corrected. Consequently, if we get enough 
measurement point data from the inner sensors of 
the parallel Hexa-WH legs and the Carriage 
actuators, then our identified kinematic error model 
can be expressed as an optimization function given 
as follows:   
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3.2 Mutation 

For each vector , a mutant vector  is 
generated according to 

Gi,x Gi,m

)( ,3,2,1, GrGrGrGi F xxxm −⋅+=            (12) 

where randomly selected 
integers , ,1r 2r { } irrrNPr ≠≠≠∈ 3213 ,,2,1 L
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, 
and mutation scale factor . 

3.3 Crossover 

The trial vector is generated as follows:  
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where  denotes generation index, the 

index  is chosen randomly from the set 
, which is used to ensure that vector 

 gets at least one parameter from , and 
 is known as a crossover rate constant which is a 

user-defined parameter within the range [ ]. 
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3.4 Selection 

To decide whether or not the trail vector should 
become a member of the next generation, the trail 
vector is compared to the target vector 

by evaluating the cost or objective function. A 
vector with a minimum value of cost function will 
be allowed to advance to the next generation. That 
is, 

1, +Giu
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Using this selection procedure, all individuals of 
the next generation are as good as or better than the 
individuals of the current population. 

4 SIMULATION RESULTS 

To simulate the above process, we randomly 
generate 100 measurement poses within the robot 
workspace to form the measured input values. As 
stated above, we can take (10) as our fitness 

function, among which, we assume a set of fixed 
geometric errors for the identified parameter to 
represent the actual measurement values of the 
robot, and at the same time suppose these error 
parameters to be our simulation variables. Through 
enough evolution generations, the simulated 
identification parameter will finally approximate to 
the assumed parameter errors. Table 2 shows the 
constant parameters we have chosen and the best 
objective function values of each generation are 
plotted in Fig. 5. 

Table 2: Parameters of DE. 

Symbol Parameter Value 

D Number of parameters 
(Variables) 

58 

NP Number of population 600 

F Scale or difference factor 0.9 

CR Crossover control constant 1.0 

N Measurement number 100 

maxG The maximum generations 60000 

L
ijx ,

Lower bound of identified 
error parameters 

-0.5 

U
ijx ,

Upper bound of identified 
error parameters 

0.5 

 

 

Figure 5: Best objective function values of 60000 
generations. 

From the above tables and the figure of 
evolutionary process, we can see that the objective 
function values decrease dramatically at the 
beginning, but with the advance of evolution 
process, they tend to be calm and the convergence 
speed also become slow. After 60000 generations, 
most of the identified errors are approximated to the 
assumed errors, and the final best object function 
value reach to the accuracy of 10-4. Of course, if we 
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increase the maximum generation number and add 
more measured poses, then the identification 
accuracy will be improved and the identified 
parameters will infinitely approach to the actual 
values. 

5 CONCLUSIONS 

In this paper, a hybrid redundant robot used for both 
machining and assembling of Vacuum Vessel of 
ITER is introduced. Furthermore, a parameter 
identification model which has the ability to account 
for the static error sources is derived. Due to the 
redundant freedom of the robot, we first divide the 
robot into two parts according to its mechanism, 
then formulate the parameter identification model 
respectively, and finally combine them together to 
get the final optimization identification model. 
Based on the DE algorithm and the derived 
identification model, the 58 kinematic error 
parameters of the robot were identified by computer 
simulations. According to the simulation results, we 
can see that DE has a very strong stochastic 
searching ability, which is reliable and can be easily 
used to identify the high non-linear kinematic error 
parameter models. 
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Abstract: In this paper, we proposed a surveillance system for guard robots to perform indoor navigation using a wireless
sensor network. The aim is to provide a generic surveillancesolution for multiple indoor scenarios. The
multi-sensor based localization method for the robot has been employed to overcome the shortcomings of
the standard AMCL based localization technique. It is also helpful in dealing with sensor limitations. The
proposed strategy has been implemented and tested within lab environments. The results show a fair reduction
in processing time required by convergence of localizationprocess.

1 INTRODUCTION

The motivation of this paper is to present a generic
surveillance strategy for different indoor environ-
ments (offices or museums) by making use of a
mobile robot and a static wireless sensor network
(WSN). The proposed system consists of surveying
an entire floor. The floor consists of different rooms
and every room is equipped with at least one motion
detector which is combined with a radio transmitter.
A mobile robot carries a receiver node and a map of
the environment and it resides in one of the rooms.
In case of an intrusion the activated motion detec-
tor generates an alarm via the network and brings the
robot into action. The robot being in an autonomous
mode, navigates to the location of the detected in-
truder where it is switched to the teleoperated mode.
A human safeguard (e. g. in another building) can
make use of the robot’s camera to identify the intruder
who may be an employee or a burglar. In future such
robots may be equipped to tackle the intrusion as well.

In the scenario the robot utilizes the principle of
simultaneous localization and mapping (SLAM). The
localization process is a prime issue in the field of
autonomous mobile robots. Its accuracy depends on
the preciseness of sensors and the exactness of the
map. There exist different methods to estimate the
position of a mobile robot for indoor and outdoor
scenes. Global positioning system (GPS) is a standard
method to localize a mobile robot in outdoor scenes
but this turns out to be inefficient for indoor scenar-

ios due to a poor reception of GPS signals. There-
fore we have to look for an alternate technique for
localization in our problem domain. In this regard,
the term SLAM addresses a dependency of the map-
ping on the localization and vice versa. It has been
comprehended in sufficient detail in various robotics
literature (see (Durrant-Whyte and Bailey, 2004) and
(Fresse, 2006)). The SLAM solutions based on parti-
cle filter effectively deal with non-linearities existing
in environments (see (Arulampalam et al., 2002) and
(Montemerlo et al., 2003)). Therefore, we have se-
lected a particle filter based SLAM solution to imple-
ment our strategy. Normally, most of these techniques
make use of sensor readings and then apply Bayesian
classifier based calculations to perform localization.
It is safe to presume here that SLAM methods based
on particle filter yield the acceptable results in specific
scenarios provided a precisea priori map of an envi-
ronment is available. However, sensors are subjected
to noise in the environment resulting in an imprecise
perception. Therefore it is appropriate here to use a
multi-sensor based localization solution as presented
in (Castellanos and Tardos, 1999), (Wu and Johnson,
2008) and (Wold et al., 2002) instead of relying on
a single sensor. This approach performs localization
by fusing data received from different heterogeneous
sensors. Navigation is another important aspect in the
field of an autonomous mobile robots and it mainly
aims at reaching a particular location while avoiding
both dynamic and static obstacles.

The collaborative use of a mobile robot and WSN
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had been previously presented with different aspects.
(Batalin et al., 2004) have discussed a mobile robot
navigation using a sensor network. A mobile robot
receive signals from different sensor nodes and de-
cides which sensor node is nearest. It then performs
localization. This method clearly obviates the use of
a known map but the accuracy of estimation is poor.
An interesting application scenario to perform the fly-
ing robot navigation using sensor network has been
discussed in (Corke et al., 2005). The next section
discusses the surveillance strategy.

2 SURVEILLANCE STRATEGY

The generic surveillance strategy is shown in the fig-
ure 1 which illustrates a multiple room scenarios.
This work focuses mainly on building a robust and
the reliable surveillance system for an indoor envi-
ronments. Therefore, we have utilized standard tech-
niques for path planning and navigation (local and
global) whereas the process of localization is im-
proved using a multi-sensor localization process.

As shown in figure 1 every room is deployed with
radio transmittersRn. The radio transmitters are con-
nected to motion detectors and generate an alarm via
the network upon the detection of any physical in-
trusion. The alarm message contains the transmit-
ter node identification number and its position. The
robot receives a wake-up call upon detection of intru-
sion and start to estimate its location using a multi-
sensor localization process. The shortest path from
the robot’s current position to the target position of
sensor node is generated using a wavefront based path
planning technique. The robot then navigates toward
the goal position while avoiding obstacles and per-
forms visual sensing upon reaching its goal. The
next sections provide a detailed discussion on differ-
ent modules.

2.1 Establishing a Wireless Sensor
Network

The first step involves the establishment of wireless
sensor network. Thej=n-2 of total n radio nodes
Rn are deployed in an area which the robot moni-
tors. They are static and connected to motion de-
tectors. The rest of the two nodes are attached to a
mobile robot and a console PC. A mobile robot re-
ceiver picks up status messages generated by static
transmitter nodes. The network is established among
radio transmitters using a table based routing scheme.
Each transmitter sends a beacon message to its neigh-
boring nodes which acknowledges the beacon mes-

Figure 1: Generic surveillance strategy of a mobile robot.

sage withrouting tablemessages. This is necessary to
provide information about the next possible hop. Af-
ter an exchange of acknowledgement messages, each
node then broadcastsnode detectedmessages to up-
date the routing table. Each motion detector has its
defined vicinity in which it can detect the movement
of different physical objects. Whenever a movement
is sensed by a transmitter node, it generates an alarm
which is received both by a mobile robot and the con-
sole PC. The alarm contains an identification number
of the transmitter node. The position of the transmit-
ter node ona priori map is identified by its number.
Figure 2 displays a graphical user interface (GUI) run-
ning on the console PC. The placement and status of
each radio transmitter node in an established sensor
network can be monitored through this designed GUI.
It is dynamic in a sense that it is capable to load a
map of a new operational environment and can adjust
the placement of the sensor nodes in the new environ-
ment.

2.2 Localization: Pose Estimation of a
Mobile Robot

Once an alarm is generated, the next step is to esti-
mate the location of a mobile robot which is assumed
to be unknown in the begining. In the current appli-
cation, the presence of a noise in the sensor models
and the imprecise actuator control of mobile robots
makes it difficult to accurately estimate the robot posi-
tion even for the known environments. A fast conver-
gence of the estimated position is another challenge
in the field of localization. In this regard, we propose
a multi-sensor based localization scheme to deal with
different issues faced during the position estimation
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Figure 2: Graphical user interface on the console PC.

of a mobile robot in an indoor environments. A mo-
bile robot performs the localization using an adaptive
Monte Carlo localization (AMCL) technique (Pfaff
et al., 2006). It is applicable to both local and global
localization problems. It is simply a variant of parti-
cle filtering (Arulampalam et al., 2002). It makes use
of the recursive Bayesian filtering scheme in order to
estimate a mobile robot location in an environment. It
also requires a decent sensor model and the motion
model of a mobile robot. It is worth mentioning here
that AMCL is very much capable to handle complex,
multimodal (non-Gaussian) posterior distributions of
a mobile robot locations. However, it has difficulties
when the pose of a mobile robot is high dimensional
because the number of particles increases exponen-
tially with the dimensionality of state space and hence
increases the computational complexity of the overall
process. This is yet an open research issue in the field
of SLAM and the human body tracking applications.

AMCL estimates the pose from an input data of
an odometry sensor and a laser range finder. AMCL
requires an accurate sensor model but it is difficult to
design a perfect sensor for the varied environments.
For example there are cases where a laser range finder
fails to provide the reliable range data, especially in
the presence of glass windows or doors. The presence
of the bright light and the vibrations produced by a
mobile robot also affect the performance of a laser
range finder. In order to deal with these problems, we

have implemented a multi-sensor based localization
strategy as shown in figure 3. The scheme is inspired
by the multi-sensor data fusion techniques presented
in (Castellanos and Tardos, 1999) and (Wu and John-
son, 2008) with an aim to deal with drawbacks of a
laser range finder with an added advantage of lower-
ing the convergence time during pose estimation pro-
cess. The main steps involve are:

Figure 3: A Multi-sensor localization process.

1. Exploration of the Environment. A mobile
robot explores an area using a monocular web
camera mounted on a mobile robot.

2. Recognition of Landmarks. We have selected
a segmentation method provided by (Aziz and
Mertsching, 2006) in order to recognize the dif-
ferent landmarks. The segmentation is reliable for
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Figure 4: Left: original images and right: segmented out-
put.

indoor scenarios. Figure 4 displays different land-
marks and the segmented output. The landmarks
are placed at known positions.

3. Position of the Landmark in a Map. The de-
tected landmark is matched with known land-
marks to determine its global position coordinates
on the map.

4. Position of a Mobile Robot in a Map. The pose
of the robot is calculated using the landmark’s po-
sition and distance information obtained through
a laser range finder. The procedure is explained in
the subsequent section.

5. AMCL. The robot pose is provided to the AMCL
localization module as an initial position of a mo-
bile robot to estimate its actual pose in the map.

6. Relocalization. Steps 1-5 are repeated whenever
the robot position is lost during navigation appli-
cations.

2.2.1 Orientation of Robot

Figure 5 illustrates the method to find out the orien-
tation of the robotθr relative to a priori map in the
world coordinates with following details:

1. The pose information of the wall (xwall, ywall ,
θwall) relative to the world coordinates is known.

2. The orientation of the cameraθcam relative to the
robot coordinates is also known.

3. The landmark is detected such that it should be in
the middle of an acquired visual input. A laser
range finder and a camera both are identically ori-
ented with respect to robot coordinates.

4. The anglesθs1 andθs1 are computed by adding
and subtracting 10 degrees toθcam.

5. The distancesd1 andd2 are then calculated using
a laser range finder forθs1 andθs2 respectively.

6. The angleθw−r is calculated to find out the wall
to a mobile robot orientation.

θw−r = arctan
d2cosθs2−d1cosθs1

d2sinθs2−d1sinθs1
(1)

7. Finally, the orientation of a mobile robot relative
to the wallθr is computed using:

θr = θwall−θw−r (2)

Finally a mobile robot location relative to a priori
map is found out usingθr and range information of
landmark.
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Figure 5: Pose estimation of a mobile robot ina priori map
using multi-sensor localization.

2.3 Navigation

After estimating the global position of a mobile robot
in a known map, the next step is to navigate a mobile
robot to a goal location. The whole procedure of nav-
igation is shown in figure 6. When any of the radio
transmitters detects a motion in its vicinity, it gener-
ates an intruder alarm signal. It is then broadcasted to
other wireless sensor nodes. This alarm signal pro-
vides the identification number (IN) of a particular
transmitter node which generated an alarm. TheIN
is then found out using a table which contains a list
of coordinate position of different transmitter nodes
and this position is considered as a goal location for
the navigator module. The goal location is needed
to find a desired path from the actual position of the
robot. The desired path is calculated using a path
planning algorithm. Path planning is a well discussed
topic in the field of a mobile robot navigation. We
have selected thewavefrontpath planning algorithm
(Behring et al., 2000) due to its suitability with grid
based maps. The wavefront planning algorithm cal-
culates a list of waypoints between a mobile robot
position and a goal location. This list is necessary
to generate the shortest possible path among them af-
ter taking into account the size of the robot and a safe
distance from different obstacles. Once the success-
ful path is discovered, the next step is to navigate a
mobile robot between its present location and a goal
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Figure 6: Navigation process.

by making use of the robust path following method.
This also requires an integrated obstacle avoidance
behavior for both the static and the dynamic obsta-
cles. Normally, the list of static obstacles is known
through ana priori map while a well defined local
navigation strategy is required to deal with dynamic
obstacles. There are different methods to perform this
kind of navigation. We have utilized thenearness di-
agram(Minguez and Montano, 2004) approach. This
approach provides a good methodology to avoid static
as well as dynamic obstacles for indoor environments.
The robot then follows a generated path and navigates
safely toward its goal. Once it reaches the goal loca-
tion, it generates agoal reachedmessage. There is a
provision to perform an exploration of the goal loca-
tion surroundings with the help of an available visual
sensor. This also enables a console PC to monitor a
suspected area. The experiments and their outcomes
are discussed in the next section.

3 EXPERIMENTS AND
DISCUSSION

The experiments are conducted at GET lab, Univer-
sity of Paderborn. We used the customized Pioneer
3AT robot GETbot equipped with the two dimen-
sional and a 240 degree field of view laser range finder
(Hokuyo, 2009) and the pan-tilt based webcam for ex-
ploring an environment and avoiding the obstacles.
Tmote sky sensor nodes (Tmote, 2009) are used as
wireless nodes in a static WSN. They are attached
to the motion detector. The map of the experimen-
tal setup and a pre-deployed static WSN of 6 nodes
are shown in figure 2. It is a regular office environ-
ment with narrow door openings of about 90 cm. The
nodes are deployed on the ceiling. Figure 1 shows
the experimental mobile robot being employed. The
surveillance strategy is implemented using a player-
stage (Collet et al., 2005) robot control toolkit.

Figure 7: Robot localization using standard AMCL (a) T=0
s and particles=10,000. (b) T=10 s and particles=5000. (c)
T=15 s and Particles=1000. (d) T=20 s and particles=100.

The experiments are performed on the basis of
event handlingand the generation of an alarm is con-
sidered as an event. The two different navigation be-
haviors are generated according to following condi-
tions:

1. The first alarm received by a mobile robot is con-
sidered as the priority alarm which is then locked
to reach the goal location. The alarms received
afterwards are considered as the false alarms.

2. The last alarm received by a mobile robot is con-
sidered as a priority alarm.

A mobile robot reaches its goal location area with an
accuracy of 0.25 meters. It is set as a parameter during
the path computation step. The availability of an exact
map of an environment increases the robust behavior.
The results of localization performed using standard
AMCL is shown in figure 7. The initial position of a
mobile robot is unknown. Once a mobile robot starts
its localization process, it begins matching the scans
obtained through a laser range finder with a known
map of an environment and awards high weightage to
most probable matched places. In this way, a mobile
robot tends to localize itself to most probable position
over the time. The exact match sometimes takes up
to several seconds to find an accurate estimation of a
mobile robot pose as shown in figure 7. Symmetric
environments are prone to false position estimations.
In order to avoid these problems we have placed land-
marks as shown in figure 4 at different places in the
experimental scenario. It is important to highlight that
the size and placement of landmarks is an important
factor. The landmarks must be placed at the height of
a laser range finder. This is advantageous in avoiding
collisions with glass doors which are otherwise not
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detected by the employed laser range finder. The posi-
tions of landmarks on the map are known. The visual
sensor is then utilized to perform a multi-sensor based
localization process. This is quite useful in estimating
a mobile robot pose on the map. It also speeds up the
convergence process of the localization from around
20 seconds to 10 seconds. However, it depends on a
good landmark detection scheme. It has been tested
that this methodology works quite efficiently when-
ever the robot needs to perform self re-localization in
wake of position loss. Overall this results into a more
reliable and the efficient navigation behavior.

4 CONCLUSIONS AND FUTURE
DIRECTIONS

We have presented a generic surveillance strategy for
a guard robot using a wireless sensor network. The
scheme has been implemented and worked out for
different indoor scenarios. Our approach presents an
improved localization process by employing a multi-
sensor localization technique. It also allows the in-
tegration of different sensors to deal with different
kinds of environment. The results show that a fast
convergence of the localization process is achieved
while effectively reducing the effects of a sensor
noise. In the future work, we intend to see how the
system performs reliably providing a relaxation in as-
sumed conditions and parameters. The detailed com-
parison of a proposed localization strategy with other
standard techniques is also an immediate step.
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Abstract: This study presents an obstacle avoidance method for Autonomous Mobile Robot by Fuzzy Potential 
Method (FPM) considering velocities of obstacles relative to the robot. The FPM, which is presented by 
Tsuzaki, is action control method for autonomous mobile robot. In the proposed method, to decide a 
velocity vector command of the robot to avoid moving obstacles safely, Potential Membership Function 
(PMF) considering time until colliding and relative velocity is designed. By means of considering predicted 
positions of the robot and the obstacle calculated from the time and the relative velocity, the robot can start 
avoiding behaviour at an appropriate time according to the velocity of the obstacle and the robot. To verify 
the effectiveness of the proposed method, numerical simulations and simplified experiment intended for an 
omni-directional autonomous mobile robot are carried out. 

1 INTRODUCTION 

In the future, it’s not difficult to image that we will 
often come across many autonomous mobile robots 
traversing densely populated place we live in. In 
such situation, because the autonomous mobile 
robots need to carry out their tasks in a place with 
unknown obstacles, the obstacle avoidance is one of 
the important functions of the robots. With a view to 
implementation of autonomous mobile robot 
working in doors, we employ an omni-directional 
platform as shown in Figure 1(a). For experimental 
verification, an omni-directional mobile robot shown 
in Figure 1(b) is developed. The robot has an omni-
directional camera for environmental recognition, 
and can move to all directions by four omni wheels. 
While there are many studies about obstacle 
avoidance method focusing attention on possibility 
of avoidance, this paper presents the method 
focusing on not only possibility but also safer 
trajectory of avoidance. Even if there are the same 
situations that the robot needs to avoid a static 
obstacle, timing of beginning avoidance behaviour 

should vary according to the robot speed. If the 
obstacles are moving also, the timing should vary 
according to the velocities of the obstacles. To cite a 
case, in a situation that a robot and an obstacle go by 
each other as shown in Figure 2, the robot should 
avoid along the curved line like (iii) according to the 
speeds of the obstacle and own speed. To get to the 
goal with efficient and safe avoidance behaviour in 
the unknown environment for the robots, predicting 
the future obstacles’ position by their current  

 
                    (a)                                           (b) 

Figure 1: An omni-directional platform of a prototype 
robot (a) and an example of a situation that the robot needs 
to avoid the other robot (b). 
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Figure 2: Example of a situation of obstacle avoidance. 
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Figure 3: Example of PMF. 

movements is needed. This paper introduces a real-
time obstacle avoidance method introducing the 
velocity of obstacle relative to the robot. By means 
of considering predicted positions of the robot and 
the obstacle calculated from the time and the relative 
velocity, the robot can start avoiding behaviour at an 
appropriate time according to the velocity of the 
obstacle and the robot. Some researches focus 
attention on the velocity of obstacle (Ko et al., 1996) 
to avoid moving obstacles efficiently. In this 
research, virtual distance function is defined based 
on distance from the obstacle and speed of obstacle, 
however, only projection of the obstacle velocity on 
the unit vector from the obstacle to the robot is 
considered. In other words, the velocity of the robot 
is not considered. On the other hand, in (Ge et al., 
2002), the velocity of the obstacle relative to the 
robot is considered. Our approach also employs the 
relative velocity. In addition to this approach, a 
position vector of the obstacle relative to the robot in 
the future is calculated by the relative position and 
the velocity. To solve the real-time motion planning 
problem, fuzzy potential method (FPM) is proposed 
by Tsuzaki (Tsuzaki et al., 2003). In this research, 
the method is applied to autonomous mobile robot 
which plays soccer. By adequate designing of 
potential membership function (PMF), it is realized 
that wheeled robots can get to the goal with 
conveying a soccer ball and avoiding obstacles. This 
method is easy to understand at a glance. However, 
in dynamic environment, to avoid moving obstacles 
efficiently, more specific guideline of designing is 
desired. In this paper, we introduce design method 
of PMF considering the predicted positions and 
discuss the availability by comparing the design of 
PMF considering the relative velocity and that not 
considering. 
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Figure 4: An omni-directional platform. 

2 FUZZY POTENTIAL METHOD 
(FPM) FOR  
OMNI-DIRECTIONAL 
PLATFORM 

In the Fuzzy Potential Method (FPM), a recent 
command velocity vector considering element 
actions is decided. Element actions are represented 
as Potential Membership Functions (PMFs), and 
then they are integrated by means of fuzzy inference. 
Furthermore, by using a state evaluator, the PMFs 
are modified adaptively according to the situation. 
The directions on the horizontal axis in Figure 3 
correspond to the directions which are from -180 to 
180 degrees and measured clockwise from the front 
direction of the robot. The priority for the direction 
is represented on the vertical axis. By use of the 
priority, direction and configured maximum and 
minimum speed, the current command velocity 
vector outv  is calculated. The command velocity 
vector is realized by four DC motors and omni 
wheels using following equations: 

 

cosx
r out outv θ= v                        (1) 

 

siny
r out outv θ= v                        (2) 
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           (3) 

where outv  and φ  are respectively current command 
velocity vector and rotational speed. δ  is an angle 
of gradient for each wheel. L  is a half of a distance 
between two catawampus wheels. w

iv  is a command 
movement speed of each -thi  wheel. 

PMF idea allows us to represent our knowledge 
and experiences easily, and furthermore it gives us 
easy understanding. The priority can be seen as a 
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desire for each direction of the robot. In this paper, 
to discuss an obstacle avoidance problem, methods 
for generating of PMF to head to the goal and to 
avoid moving obstacles are introduced. This method 
has two steps. First step is generating PMFs. Second 
step is deciding the command velocity vector by use 
of fuzzy inference to integrate the PMFs. 
Hereinafter, design method of PMF considering the 
obstacle velocity relative to the robot and way to 
decide the command velocity vector by fuzzy 
inference are described. 
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Figure 5: Predicted coordinate. 

3 FPM CONSIDERING THE 
RELATIVE VELOCITY 

To realize the obstacle avoidance in dynamic 
environment, the proposed method employs two 
different PMFs, one is considering the velocity of 
obstacle relative to the robot, the other is to head to 
the goal.  PMF is denoted by μ  which is function of 
θ . Note θ  is the direction from -180 to 180 degrees 
measured clockwise from front direction of the 
robot. To simplify the analysis, it is assumed that the 
autonomous mobile robots detect obstacles by 
equipped external sensors and are capable of 
calculating the positions and velocities of obstacles 
relative to the robot. The shapes of the robot and the 
obstacles are treated as circles on 2D surface. 

3.1 Design of PMFs 

3.1.1 PMF for an Obstacle 

To avoid moving obstacles safely and efficiently, an 
inverted triangular PMF by specifying a vertex, 
height and base width is generated. Because this 
PMF considers future positions of the robot and the 
obstacle, the robot can start avoiding the obstacle 
early and be prompted not to go on to the future 
collision position. For the purpose of safe avoidance, 
the PMF oμ  is generated.  
First, to predict the future state of both the obstacle 

and the robot with  the aim  of efficient avoidance,  a  
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Figure 6: PMF for obstacle considering relative velocity. 

predicted relative position vector, in Tγ seconds, 

, _ _ _(r , r )r o p x p y p=r  is calculated as following 
equation: 

, _ , ,r o p r o r oTγ= +r r v                           (4) 
where , (r , r )r o x y=r  is current position vector of the 
obstacle relative to the robot, and , (v , v )r o x y=v  is 
the current velocity vector of obstacle relative to the 
robot. γ  is an arbitrary parameter from 0 to 1. T  
,which is the time until the distance between the 
obstacle and the robot is minimum, is defined as 
following equation: 

,

,

r o

r o

T
−

=
r p

v
                            (5) 

where (p , p )x y=p  is a position vector of the 
obstacle relative to the robot when a distance in the 
future between the obstacles and the robot is 
minimum. p  is calculated by means of relative 
position and velocity vector as following equation: 

{ }(v v )r r (v v v v )p
p (v v )p

y x y x y x x yx

y y x x

⎛ ⎞− +⎛ ⎞
⎜ ⎟=⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠

   (6) 

As described above, the predicted relative position 
vector, at the time Tγ  seconds from now, , _r o pr  is 
calculated as Figure 3 shows. By use of this position 
vector, a predicted obstacle direction relative to the 
robot , _r o pθ  is calculated as following: 

_
, _

_

r
arctan

r
y p

r o p
x p

θ
⎛ ⎞
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⎝ ⎠

                      (7) 

where, , _r o pθ  is decided to be the vertex of the 
inverted triangle. 
Next, as a measure to decide how far the robot 

should depart from the obstacle, a  is defined as the 
height of the inverted triangular PMF. a  is 
described as following equation: 

, _
, _

,

r o p
r o p

r o

a if
R

α
α

α

−
= <

−

r
r   (8) 

,r o r oR R R= +                                    (9) 
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where rR  and oR  denote respectively the radius of 
the robot and that of the obstacle treated as circles. If 
the calculated obstacle position at Tγ  seconds later 
is inside of a circle with radius α  from the robot 
position at Tγ  seconds later, the PMF for obstacle 
avoidance considering the relative velocity is 
generated. In other words, if a predicted relative 
distance , _r o pr  is below α , a  is defined and the 
inverted triangular PMF corresponding to the 
obstacle is generated. Smaller the predicted relative 
distance is, larger the value of a  is.  
In addition, a base width of inverted triangular 

PMF is decided by following equation:  

,r ob η φ= +v                       (10) 
where φ  is decided based on the sum of radiuses of 
the robot and the obstacle, and predicted relative 
position vector as Figure 3 shows. φ  is calculated 
by following equation: 

,

, _

arcsin r o

r o p

R
φ

⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠r

                    (11) 

b  increases up to π [rad] in proportion to an 
absolute value of the relative velocity and predicted 
relative distance. If the obstacle comes at rapidly, for 
instance, the value of b  increases. Hence, the base 
width grows shown in Figure 4, and the value of 
priority for the direction of the obstacle relative to 
the robot comes about to be reduced. η  is a gain.  
As mentioned above, by deciding the vertex, the 
height and the base width of inverted triangle 
considering the predicted relative position, PMF oμ , 
which aims to early starting of avoidance behavior 
and prompt the direction of the velocity vector to be 
far from obstacle direction  in response to the fast-
moving obstacle, is generated. 

3.1.2 PMF for a Goal 

To head to the goal, a PMF dμ  shaped like triangle 
as shown in Figure 5. As a measure to decide how 
much the robot want to head to the goal, c  is 
defined as the height of the triangular PMF. c  gets 
the maximum value at an angle of the goal direction 
relative to the front direction of the robot, dθ , and is 
described as following equation: 

,
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r d
r d

r d

ifc
if
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Figure 7: PMF for a goal point. 
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Figure 8: Mixed PMF. 

where ,r dr  is an absolute value of the position 
vector of the goal relative to the robot. ε  is 
constant. If ,r dr  is below ε , c  is defined. The 
shorter the distance between the obstacle and the 
robot is, the smaller c  becomes. Therefore the robot 
can decelerate and stop stably. 

3.2 Calculation of Command Velocity 
Vector by Fuzzy Inference 

The proposed method employs fuzzy inference to 
calculate the current command velocity vector. 
Specifically, The PMF oμ , which considers the 
velocity of obstacle relative to the robot, and the 
PMF dμ , which is to head to the goal, are integrated 
by fuzzy operation into a mixed PMF mixμ  as shown 
in Figure 6. mixμ  is an algebraic product of oμ  and 

dμ  as following equation: 

mix d oμ μ μ= ⋅                           (13) 

Finally, by defuzzifier, the command velocity 
vector is calculated as a traveling direction outθ  and 
an absolute value of the reference speed of the robot 
base on the mixed PMF mixμ . outθ  is decided as the 
direction iθ  which makes a following function 

( )f θ  maximum.  

( ) ( )j n
mix ii j n

f θ μ θ+

= −
= ∑                     (14) 

where n  is the parameter to avoid choosing 
undesirable iθ  caused by such as noises on the  
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Figure 9: Visualization of PMF. 

sensor data. Based on outθ , outv  is calculated as 
following equation: 

( )( )out mix out max min minv v v vμ θ= − +        (15) 

where ( )mix outμ θ  is the mixed PMF mixμ  
corresponding to the outθ , maxv  and minv  are 
configured in advance respectively as  higher and 
lower limit of the robot speed. 

3.3 Visualization for PMF on  
Two-dimension Surface 

It would be convenient to have a visualizer that 
show us why the robot will go on to the direction. In 
the proposed method, we can see aspects of the PMF 
on two dimension surface and understand easily the 
reason for choice of the direction. For example, a 
PMF described on polar coordinate shown in Figure 
9(a) is comparable to the PMF described on x-y 
coordinate shown in Figure 9(b). 

4 SIMULATION RESULTS 

The radius of robot and obstacle are supposed to be 
both 0.3m, therefore, , 0.6mr oR = . α  in equation 
(8) is 1.6m. γ  in equation (4) is 0.7. ε  in equation 
(12) is 1.0m. 
Figure 10, 11 and 12 show the simulation results 

when the robot passes the obstacle. Initial positions 
of the robot and the obstacle are respectively 
(0m,0m)  and (5.0m,0.3m) . The goal position of 
the robot is (7.0m,0m) . In the situation in Figure 10, 
the higher limit of robot speed is max 0.5m/sv = , the 
lower one is min 0.0m/sv = . The higher limit of 
acceleration of the robot is 21.0m/sra = . The 
simulations have done with three different obstacle 
speed 0.0, 0.5m/sov = , that the direction is negative 
on x -axis. Figure 10(a) and (b) show respectively 
the trajectory of the robot that the PMF for obstacle 
avoidance is generated without considering the 
relative velocity and that with considering the 
relative velocity, when 0.0m/sov = . In Figure 10(a),  
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(a) not using PMF considering relative velocity 
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(b) using PMF considering relative velocity 

Figure 10: Simulation results of an obstacle avoidance 
going by each other when speed of obstacle ( ov ) 

is 0.0m/s  and of a robot ( rv ) is 0.5m/s . 

-1.0 0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

-1.0

0

1.0

x-coordinate [m]

y-
co

or
di

na
te

 [m
]

Robot : 1.9s Robot : 8.5s

Robot : 0.0s Robot : 10.8s Robot :13.2s

-1.0 0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

-1.0

0

1.0

x-coordinate [m]

y-
co

or
di

na
te

 [m
]

Robot : 1.9s Robot : 8.5s

Robot : 0.0s Robot : 10.8s Robot :13.2s

 
Figure 11: Simulation results of an obstacle avoidance 
going by each other when speed of obstacle ( ov ) 

is 0.0m/s and of a robot ( rv ) is 0.8m/s.  

the robot gets close to the obstacle because the 
relative velocity is not considered. On the other 
hand, in Figure 10(b), the early starting of avoidance 
behaviour due to generating PMF by use of 
predicted information based on the relative velocity. 
In addition to the situation as in Figure 10(b), in 
Figure 11, the higher limit of the robot speed has 
been changed: max 0.8m/sv = . Even if the robot 
speed becomes more rapid, the robot succeed in 
efficient avoidance. In Figure 12(a) and (b), the 
trajectories of the robot, with PMF considering the 
relative velocity and not considering that, when the 
obstacle speed 0.5m/sov = . In (a), due to delay of 
starting avoidance behaviour, the robot collided with 
the obstacle. On the other hand, in (b), due to the 
early starting of the avoidance behaviour, the robot 
succeeded at the obstacle avoidance.  
From these simulation results, it is confirmed that 

by an associating the PMF for avoidance with the 
relative velocity, faster the obstacle speed is, earlier 
the timing of the avoidance behaviour of the robot is, 
therefore the ability of avoiding obstacle can be 
enhanced. 
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(a) not using PMF considering relative velocity 
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(b) using PMF considering relative velocity 

Figure 12: Simulation results of obstacle avoidance going 
by each other when speed of an obstacle ( ov ) is 0.5m/s  

and of a robot ( rv ) is 0.5m/s.  

5 EXPERIMENTAL RESULTS 

To verify the effectiveness of the proposed method 
that employs PMF considering the velocity of the 
obstacle of the robot, a ball is supposed to be a 
moving obstacle and is rolled toward the robot. The 
robot recognizes the environment by the omni-
directional camera. A position of a goal and that of 
an obstacle relative to the robot are calculated by 
extracting features based on objects’ colours. The 
robot size is L 0.4 × W 0.4 × H 0.8m and the ball 
diameter is 0.2m. The radius of robot and obstacle 
are supposed to be 0.3m and 0.1m respectively, 
therefore, , 0.4mr oR = . α  is set to 1.4m when the 
robot uses the proposed PMF which is considering 
relative velocity. When the robot doesn’t use the 
proposed PMF, α  is set to 2.4m. γ  is 0.7. ε  is 
1.0m. maxv is 0.5m/s, minv is 0.0m/s. ra is 21.0m/s .  
When the robot used the proposed PMF, which was 

considering relative velocity, as shown in Figure 13 
(a), it succeeded in avoiding the moving ball with 
smooth trajectory. On the other hand, in the situation 
Figure 13 (b), the robot with the PMF, which was 
not considering relative velocity, diverged once.  

 

   

 

 
 (a)                                (b) 

Figure 13: Trajectories of the obstacle (ball) and the robot 
with the PMF considering relative velocity (a) and not 
considering relative velocity (b). 

6 CONCLUSIONS 

In this paper, design method of the potential 
membership function (PMF), which is considering 
the velocity of the obstacle relative to the robot for 
the purpose of avoiding the moving obstacle safely 
and smoothly, has been presented. In the proposed 
method, the proposed PMF for an obstacle and PMF 
for a goal are unified by fuzzy inference. By 
defuzzification, the command velocity vector of the 
robot is calcu  lated and the obstacle avoidance has 
realized. A numerical simulation, which assumes an 
obstacle avoidance of autonomous omni-directional 
mobile robot, has done. As the result of the 
comparison between the design method of PMF 
using relative velocity and not using, it is confirmed 
that the ability of avoiding the moving obstacle can 
be enhanced. In addition, thorough simplified 
experiments, the real robot can avoid an obstacle 
using proposed method. 
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Abstract: Recently there has been growing interest in creating large-scale simulations of certain areas in the brain.  
The areas that are receiving the overwhelming focus are visual in nature, which may provide a means to 
compute some of the complex visual functions that have plagued AI researchers for many decades; robust 
object recognition, for example.  Additionally, with the recent introduction of cheap computational 
hardware capable of computing at several teraflops, real-time robotic vision systems will likely be 
implemented using simplified neural models based on their slower, more realistic counterparts.  This paper 
presents a series of small neural networks that can be integrated into a neural model of the human retina to 
automatically control the white-balance and exposure parameters of a standard video camera to optimize the 
computational processing performed by the neural model.  Results of a sample implementation including a 
comparison with proprietary methods are presented.  One strong advantage that these integrated sub-
networks possess over proprietary mechanisms is that ‘attention’ signals could be used to selectively 
optimize areas of the image that are most relevant to the task at hand. 

1 INTRODUCTION 

Recent advances in neuroscience have allowed us 
unprecedented insight into how assemblies of 
neurons can integrate together to establish complex 
functions such as the deployment of visual attention 
(Moore & Fallah, 2004), the conscious visual 
perception of objects (Pascual-Leone & Walsh, 
2001), or the remapping of visual items between eye 
movements (Melcher, 2007).  This accumulation of 
detailed knowledge regarding the structure and 
function of the individual neurons and neural areas 
that are responsible for such functions has led a 
number of neuroscientists to prepare large-scale 
neural models in order to simulate these areas.  
Some of the modeled areas include the primary 
visual cortex (McLaughlin, Shapley, & Shelly, 
2003), the middle temporal area (Simoncelli & 
Heeger, 1998), or an amalgamation of areas 
(Walther & Koch, 2006).  Although the usual 
motivation for creating such models is to ultimately 
make predictions about their possible mechanisms or 
functional roles in biological organisms, recent 
advances in parallel computing – in particular, the 
introduction of the Cell processor as well as the 

graphics processing unit (GPU) – will likely direct 
the attention of robotics researchers toward 
developing comprehensive neural models for use in 
robotic applications. 

Robotic vision systems that are based on 
biologically inspired neural models represent an 
initially promising path to finally achieving 
intelligent vision systems that have the power to 
perform the complex visual tasks that we take for 
granted on a daily basis.  A classic example is that of 
object recognition, at which computer vision 
systems are notoriously poor performers.  Humans, 
on the other hand, can quickly – on the order of 
hundreds of milliseconds – and effortlessly 
recognize complex objects under a variety of 
situations – e.g., various lightning conditions, 
rotations, or levels of occlusion.  Various models of 
how this processing may occur in humans have been 
proposed, which have resulted in increased object 
recognition abilities by artificial systems (e.g., 
Riesenhuber & Poggio, 1999; Walther & Koch, 
2006).  Consequently, it is likely that subsequent 
iterations of these models will make their way into 
future robotic vision systems. 
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Most neural models of visual areas operate in an 
idealized space (e.g., Lanyon & Denham, 2004); 
receiving pre-captured and manipulated images, 
whereas in robotic vision systems certain constraints 
are necessarily imposed.  These constraints largely 
revolve around the need to process information in 
realistic time-frames – optimally real-time – as well 
as to interact directly with the physical world; likely 
through some form of video camera.  Since these 
models will operate on input that cannot be known 
ahead of time, the system should be designed to 
handle a wide range of situations that may arise.   

Most video cameras suitable for a robotic vision 
system include some ability to automatically 
monitor and adjust white-balance, exposure, and 
focus.  However, in a robotic vision system that 
employs large-scale neural models, these automatic 
functions may lead to suboptimal processing 
conditions or even conflicts with the neural 
mechanisms.  This paper presents a proof-of-concept 
method for manually controlling certain parameters 
in the camera to optimize the processing of a neural 
model of the retina, which will likely form the initial 
processing stage of future biologically inspired 
vision systems.  In particular, the control of white-
balance (WB) and exposure parameters are 
considered.  Implementation details and a 
comparison to proprietary methods are given in the 
following sections. 

2 SYSTEM OVERVIEW 

The vision system presented here consists of a 
number of simple neural layers (2D layout of 
neurons that process image signals from nearby 
neruons) interconnected to form the basis for a 
robotic vision system; Figure 1 gives a simplified 
illustration of how the neurons within each layer are 
connected.  The layers are modeled after a subset of 
the neurons present in the human retina.  Figure 2 
illustrates the individual neuron types and 
connections that constitute the artificial retina, which 
are briefly described below in order to establish the 
motivation for the WB and exposure sub-networks 
(subnets) presented hereafter.  The neural model 
(excluding WB and exposure subnets) consists of 17 
layers which total to approximately 225,000 
individual neurons and 1.5 million connections.  The 
network is designed to be executed on the GPU of a 
standard video card. 

 

 
Figure 1: Simplified illustration of the connections used in 
the neural model and camera control subnets: (left) 
random connections to cells in previous layers and (right) 
random connections demonstrating a center-surround 
organization.  Information in both cases flows from the 
upper layer to the bottom layer. 

 
Figure 2: Connections between the various neuron types in 
the retina and camera control subnets.  Solid arrows 
indicate excitatory connections while arrows with a white 
circle indicate inhibitory connections; ellipses between 
WB1 and WB4 indicate a continuation of the connection 
pattern directly above. 

2.1 Apparatus 

The network presented hereafter was simulated on 
two computer graphics cards (Nvidia 380 gtx) using 
an SLI setup. The OpenGL shading language 
(GLSL) was used to implement the computations for 
individual neurons. Video input was retrieved using 
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Figure 3: Activation maps and connection structure of the neural model and camera control subnets.  Lighter areas represent 
higher activations while the colors indicate the spectral contributions to the activations. 

a Cannon VCC4 video camera, and images were 
captured from the camera using the Belkin Hi-Speed 
USB 2.0 DVD Creator.  Activations of the entire 
network can be computed very quickly: 100 
iterations of computing activations for every single 
neuron take approximately 0.5 seconds. 

2.2 Simulated Retina 

The human retina is often considered a simple 
means for sensing light that enters the eye.  On the 
contrary, the retina is actually a complex extension 
of the brain that is responsible for both reducing the 
amount of information transmitted to the various 
visual centers of the brain and converting the 
incoming signal into a form that is suited for higher-
level processing by cortex.  In the neural model 
presented here, we simulate the cones (R, G, B; 
referred to as long-, medium-, and short-wavelength 
cones in biological organisms, which are responsible 
for extracting the contributions of three primary 
color-components of the image), the horizontal cells 
(H1 & H2 cells, which essentially compute a 
‘blurred’ version of the incoming image), on- and 
off-center bipolar cells (R, G, B cells, which 
compute an initial contrast-sensitive activation due 
to the antagonistic center-surround arrangement), 
and on- and off-center ganglion cells (R, G, B cells, 

which also compute a center-surround, contrast-
sensitive signal that is also spectrally opposed, due 
to the inhibitory connections from bipolar cells).  
For the sake of brevity, we do not describe the 
specifics of individual neuron activations and 
connections.  However, the essentials of the retinal 
neurons simulated here follow very closely those 
laid out by Dacey (2000) and Dowling (1987). 

3 WHITE-BALANCE CONTROL 

WB control in cameras was included so that changes 
in illumination could be countered to keep white 
areas within an image looking white.  For instance, 
lighting that is stronger across the red spectrum of 
visible light will cause white areas to take on a 
reddish hue.  Many different algorithms, such as 
white point estimation (Cardei, Funt & Barnard, 
1999), chromaticity estimation using neural 
networks (Funt & Cardei, 1999), and gray world 
(Buchsbaum, 1980), have been proposed to control 
for changes in color due to the infinite spectrum of 
light sources.  Although humans do not have the 
ability to directly control the color of objects as they 
are being received by the various early visual areas, 
neural mechanisms do exist to counter the effect of 
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illuminants on the actual perception of color 
(Brainard, 2004).  This ability is aptly referred to as 
color constancy. 

The automatic white-balance mechanism 
described here is a subnet of the neural model 
portrayed above.  The basic goal is largely the same 
as that of previously proposed mechanisms; that is, 
to make white objects project white color onto the 
incoming image regardless of the illumination color.  
As such, the proprietary automatic white-balance 
mechanism would provide an adequate means to 
achieve this; however, there are a few caveats that 
may make a specifically designed WB control 
mechanism desirable.  First, ganglion cells, from 
which the WB function will be computed, do not 
directly encode the primary image colors (i.e., 
RGB); instead, they encode a spatially and spectrally 
opponent signal that encodes the differences 
between red/green and blue/yellow signals.  This 
property may introduce differences between an 
optimal white-balance parameter set by proprietary 
mechanisms and the optimal white-balance 
parameter for network computation.  Second, certain 
biologically inspired mechanisms may take 
advantage of having the computation of such things 
implemented directly inside the network.  This will 
be discussed in detail later. 

The WB subnet introduced here is conceptually 
very simple.  It begins by including a layer into the 
network (WB0) that ‘extracts’ areas of the image 
that represent candidates for white or light gray 
regions (technically, B/Y – R/G neutral).  The 
candidate areas are exactly those areas in which the 
on-center ganglion cells have nearly the same level 
of activation and where the sum of the activations is 
greater than some threshold.  A small amount of 
programming code is given below which gives a 
basic idea of how neurons’ activations in layer WB0 
are computed; red, green, and blue variables store 
the average activations of incoming red, green, and 
blue on-center ganglion cells, respectively; on-center 
activations range from 0.0 (no activation) to 1.0 (full 
activation). 
 
float intensity = red + green + blue; 
float R = red / intensity; 
float G = green / intensity; 
float B = blue / intensity; 
 
if(R > 0.25 && G > 0.25 && B > 0.25 && 
total > 1.0) 
 activation = (B – R)*4.0; 
else 
 activation = 0.0; 

After layer WB0 has extracted the areas that are 
potentially white or light gray, neurons in WB1 then 
compute a local maximum of the WB0 neurons to 
which it is connected; Figure 1 (left) illustrates the 
basic connection structure. Finally, layers WB2 
through WB4 perform a simple averaging of the 
neuron activations from incoming layers; however, 
only neurons with non-zero activation (i.e., those 
representing a candidate area) will contribute to the 
average.  The end-product of the WB subnet is a 
value that can be used to step the white-balance 
parameter either towards a more blue hue or a more 
red hue depending on the situation.  If, for instance, 
the activations of red and blue ganglion cells are 
close to equal across the image, the step functions 
will be zero and the white-balance parameter will 
not change.  However, if red ganglion cells have 
larger activations, in general, then the stepping 
function will be negative, which will cause the 
camera to introduce a slightly bluer hue to the 
image. 

The WB subnet was designed to balance the 
activations across red and blue on-center ganglion 
cells. Consequently, the subjective view of the 
image cannot be used to assess the performance of 
the subnet, which is contrary to proprietary 
mechanisms. With that said, the WB subnet adjusts  

Figure 4: White-balance results: (top) adjusted image 
using proprietary auto-WB mechanism, (middle) adjusted 
image using the WB subnet, and (bottom) activation map 
of WB2.  Lighter portions in WB2 represent candidate 
areas that contain greater activations of blue ganglion 
cells, while darker portions represent candidate areas 
greater activations of red ganglion cells. 
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the WB of the camera in much the same way as the 
proprietary mechanism in certain situations; see 
Figure 4 (left), for example. In contrast, other 
situations can produce deviations in WB settings 
between the subnet and proprietary mechanisms; see 
Figure 4 (right), for example. The size of WB steps 
should also be considered, as too large a step size 
will introduce over-correction and, ultimately, a 
ping-ponging of the WB parameter as the subnet 
slowly narrows in on the correct value; on the other 
hand, too small a step size will lead to a very slowly 
adjusting WB. Finally, in the current network, 
following a change in the white-balance parameter, 
it was necessary to insert a short delay before 
another step could be made; this was needed to 
allow the changes in image color due to the WB 
parameter change to spread through the various 
neural layers. 

4 EXPOSURE CONTROL 

One of the most remarkable properties of the human 
vision system is its ability to function over a 
strikingly large range of luminance conditions, a 
span of approximately 10 billion to 1 (Dowling, 
1987).  The human eye has essentially two ways of 
dealing with the variation it experiences in day-to-
day luminance levels.  (1) The pupil can reduce its 
area by a factor of approximately 16 due to changes 
in ambient illumination.  (2) The circuitry in the 
retina is specially designed to handle two general 
lighting conditions: dim light, primarily handled by 
the rod-pathway in the retina; and bright light, 
handled by the cone-pathway in the retina. 

Video cameras, on the other hand, do not have 
the luxury of such robust input mechanisms.  
Nevertheless, various methods have been developed 
to allow cameras to function under a rather 
impressive span of luminance levels – at least when 
all things are considered.  The camera used for the 
present study employs two primary parameters that 
can be adjusted to compensate for luminance levels: 
iris size and gain control. 

The network control of exposure is similar to that 
of WB in that a conceptually simple subnet 
progressively computes various properties of the 
incoming image which allows it to ‘step’ the 
relevant parameter towards optimizing some 
computation.  The computation that is optimized in 
exposure control is contrast; too much light entering 
and the image gets ‘washed-out’; too little light 
creates an underexposed image.  This mechanism in 
particular will likely be very important to robotic 

vision systems using biologically neural models, as 
contrast has shown to play a particularly critical role 
in the neural computations that take place in the 
primate visual cortex (Sceniak et al., 1999).   

As with the WB subnet, the functioning of the 
exposure subnet is conceptually very simple.  
Essentially, the subnet attempts to maximize the 
contrast of two spatially adjacent areas using the on- 
and off-center ganglion cells.  Recall that in the 
neural model of the retina (and the biological retina) 
contrast plays a specific role for two classes of 
neurons, bipolar cells and ganglion cells.  That is, 
these cells compute an activation that highlights high 
contrast areas of the image.  Consequently, much of 
the work required for computing our exposure 
control function is already implemented. 

The remaining work is performed by two 
independent subnets, an off-subnet and an on-
subnet.  Each subnet first computes a local 
maximum of the incoming ganglion cell activations 
(on-center ganglion cells will have higher 
activations in bright areas, especially if it is adjacent 
to a dark area, and vice-versa for off-center ganglion 
cells).  This maximum is then averaged across the 
image to produce an exposure step-value similar in 
nature to the WB step-value, with one difference, the 
step value for the exposure control must work to 
control both the iris and gain of the camera, which is 
handled by a simple scheme: changes to the iris take 
precedence over changes to gain, which instead 
serves to fine-tune the exposure using small step-
values. 

Sample results of the exposure subnet are shown 
in Figure 5 for both bright-light conditions (left) and 
dim-light conditions (right).  Exposure values in 
dim-light conditions closely follow those computed 
by the proprietary control mechanisms.  However, 
significant differences can be seen in bright-light 
conditions.  This is likely due to the goal of the 
exposure subnet to extract a maximum contrast 
signal, which may only occur in a portion of the 
image, as opposed to enhancing a global contrast 
signal.  This difference is most prominent around the 
wheel in Figure 5 (left) where the proprietary 
mechanism introduces spectral highlighting on the 
rubber (black) portion of the wheel; whereas when 
under the exposure subnet’s control, the gain is 
weaker to allow the natural blackness of the wheel to 
maximize the contrast between the plastic (white) 
and rubber (black) portions. 
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5 CONCLUSIONS 

The current paper introduced small subnets that can 
be integrated into biologically inspired neural 
models of human visual areas to control the WB and 
exposure parameters on most standard video 
cameras.  In contrast to their usual functions, WB 
and exposure parameters are used to optimize the 
actual processing that occurs in the neural model, as 
opposed to simply providing a clearer image.  The 
subnets of this particular implementation are based 
on the activations of on-center and off-center 
ganglion cells from a neural model of an artificial 
retina. 

Figure 5: Exposure results: (top) adjusted image using the 
proprietary auto-exposure mechanism, (upper-middle) 
adjusted image using the exposure subnet, (bottom-
middle) activation map of on-center EX0, and (bottom) 
activation map of off-center EX0. 

Aside from customizing the parameters of the 
camera to optimize model computation, the subnets 
introduced here have other features that would make 
them a desirable replacement for proprietary 
mechanisms.  One feature in particular could 

provide a substantial benefit, which is the ability to 
selectively optimize computation for areas in the 
image in which the neural model is ‘interested’.  
Indeed, one of the most studied neural signals in 
biological organisms is that of attention, which is 
often implemented in artificial neural models 
(Lanyon & Denham, 2004).  Consequently, with 
very little modification, the subnets presented here 
could be modified to selectively provide emphasis to 
attended areas based on incoming attention signals.   
For instance, imagine a robotic vision system that is 
placed in a daylight setting receiving very bright 
light from the sun.  If the robot wishes to examine a 
dark portion of the incoming image – say the 
lettering of a poster printed on a black background, 
proprietary mechanisms will be inadequate as they 
will selectively optimize the range of high pixel 
values – i.e., those representing bright areas.  
Instead, if the image is adjusted to optimize the 
range of low pixel values – i.e., those representing 
the poster, the robot may then successfully achieve 
its goal.  Attention signals representing the robot’s 
desire to inspect the poster would provide a perfect 
indicator by which to optimize the correct portion of 
the incoming image.  Future implementations will be 
directed toward realizing such models. 
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Abstract: Simulations are a very powerful tool in robotics to design and verify new algorithms before doing time-
consuming tests with real hardware. Nowadays, a lot of very realistic simulation environments are available to
simulate robot kinematics and dynamics and any type of multi-robot systems in a virtual physical environment.
Unfortunately, the communication in these simulations is often only considered in a very simplified matter,
although the characteristics of a real communication link are very complex and might have a strong influence
on the performance of a multi-robot algorithm. This contribution proposes a setup to perform communication
hardware in the loop tests with the 3D simulation environment USARSim. For this setup any communication
device which can be connected to a PC architecture like WLAN,UMTS or Bluetooth can be used. A coop-
erative collision avoidance algorithm is presented as an example which is realized with this setup, while real
hardware is used for the communication link between the robots. Finally, the limitations are presented.

1 INTRODUCTION

The progress in the area of telecommunication tech-
nology together with the demand of networked mo-
bile robot systems to assist humans in many different
areas (e.g. disaster management, security and surveil-
lance, or search and rescue applications) forces the
development of multi robot systems which incorpo-
rate several autonomy functions like formation driv-
ing and obstacle avoidance. Hereby, due to the re-
quired flexibility and dynamic communication topol-
ogy, distributed control algorithms are very desirable.
For the development of these mechanisms to control
and coordinate swarms of mobile systems or multi
robot systems capable simulation or emulation en-
vironments are a useful and necessary tool for effi-
cient development and analysis. But the use of simu-
lation environments for networked mobile robot sys-
tems also implies some consideration with respect to
significance and validity of the simulation. On the
one hand the complete dynamics and kinematics of
each system must be modeled appropriately. On the
other hand, also the available communication link in-
between the robots must be represented in a suitable
manner. With respect to the simulation of the dynam-

ics and kinematics of mobile robots in multi robot sys-
tems several simulation environment were developed
in the recent years. Two well-known examples of the
many available simulators are Player/Stage (Gerkey
et al., 2003) and USARSim (Carpin et al., 2007).
Player is a robot device server to realize multi-robot
or sensor-network systems. Stage can be used to-
gether with Player and can simulate large populations
of robots in a 2D environment. USARSim is based on
the famous Unreal Tournament 2004 game engine. It
is a general purpose 3D - multi-robot simulator which
provides basic physical properties of the robot and
the simulated environment which closely match the
real implementation of the robots and the real envi-
ronment. In addition, it is also possible to simulate
camera images from cameras inside the simulation.
Compared to Player/Stage it is only a simulation with-
out a device server and controller concept like Player.
Figure 1 shows a typical environment simulated with
USARSim for the virtual RoboCup Rescue league.

With respect to the simulation of the communica-
tion link also many approaches and even products are
available to be integrated. Of course, the importance
of these simulations of communication link technolo-
gies is not only limited to the area of multi robot sys-
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Figure 1: Typical environment simulated for the virtual
RoboCup Rescue with USARSim.

tems. In the area of network testing and evaluation of
wireless network systems (Doshi et al., 2007) often
the QualNet network simulator is used for the setup
of real-time emulations. This simulator is also used
in (Xu et al., 2003) for simulations regarding quality
of service provisioning in wireless ad-hoc networks,
as well as in (Bagrodia et al., 2006), where a sys-
tems simulation environment for future combat sys-
tems is presented. In the area of networked haptic
virtual environments (Sankaranarayanan et al., 2007)
used NIST-Net to create realistic Internet-like charac-
teristics in a laboratory setting. NIST-Net (cf. (Car-
son and Santay, 2003)) is a tool to facilitate testing
and experimentation with network code through emu-
lation which can model communication performance
characteristics like packet delay, jitter, bandwidth lim-
itations, congestion, and packet loss.

Of course, there exist other powerful simulation
tools like NS2 or OPNET. All these simulation en-
vironments are very mighty tools which have focused
on the simulation of the characteristics of the commu-
nication channel. Unfortunately, they are often very
complex and time-consuming to operate and most of
them cannot be easily integrated with the simulation
environments for mobile robot dynamics and kine-
matics mentioned before. It is also known that the
simulation tool itself influences the outcome of a sim-
ulation (Liu and Kaiser, 2005). In addition, you need
to test the algorithm anyway later with real commu-
nication hardware. Currently, in the area of simula-
tion of networked robot systems and robot swarms
the simulation of the communication interface is of-
ten represented in a very abstract or simplified way.
Nevertheless, several publications for networked con-
trol systems turned out the importance of the knowl-
edge about the communication characteristics and its
influence on the implemented control algorithms. In
(Lopez et al., 2006), experiments of closed-loop net-
worked control systems are evaluated focusing specif-
ically on the performance and time delays effects
for different compensation actions. In (Wei et al.,

2001) stability of networked control systems is in-
vestigated for different network-scheduling protocols.
Also methods for compensating network-induced de-
lay are presented together with experimental results
for networked control systems with packet loss on the
communication link. (Walsh et al., 2002) provided an
analytical proof of global exponential stability for a
novel control network protocol and commonly used
statically scheduled access methods. There, the fo-
cus is set on communication constraints which are
imposed by the network and the performance of the
proposed protocol and the statically scheduled pro-
tocols are examined in simulations. As above men-
tioned, the behavior of the communication channel is
very important for the analysis and implementation
of coordination and distributed control algorithms for
networked robotic systems and may influence the be-
havior of the complete system. Thus, this work pro-
poses an approach how real communication hardware
can easily be included into hardware simulation en-
vironments - in this case USARSim. The communi-
cation hardware is used as in real world applications
but nevertheless directly integrated to the algorithms
to be analyzed. The environment consisting in a map
and the dynamics and the kinematics of the physical
entities (mobile robot clients) is provided by the US-
ARSim server. This modular design allows flexible
extensions in terms of replacing the simulated robot
hardware by real mobile robot hardware which accel-
erates the development duration of multi robot sys-
tems. As the proposed system integrates real wire-
less communication hardware and standard protocol
stacks directly into the simulation an intensive anal-
ysis of implemented coordination and control algo-
rithms for robot teams under consideration of the ef-
fects of real wireless communication is possible.

The remainder of this work is structured as fol-
lows. First, the hardware in the loop setup which
integrates the real communication stack in the sim-
ulation is introduced. Then an implementation of a
cooperative collision avoidance algorithm as example
application is presented. Afterwards, the areas and
the constraints of the proposed setup are investigated.

2 HARDWARE IN-THE-LOOP
SETUP

The objective of the simulation system design is the
use of real communication hardware while simulating
multiple robots with USARSim. Therefore, the pre-
sented system can be divided into three main parts: a
local area network segment, the clients, and a wireless
communication segment (cf. Figure 2).
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Figure 2: Setup of Hardware in-the-loop Simulation Components.

2.1 Hardware Setup

The local area network segment uses standard Ether-
net communication to provide connectivity between
the USARSim server and all clients which supports
high bandwidth communication with low delays. This
connection is used for the exchange of drive com-
mands and sensor data between the USARSim simu-
lation environment and the different clients. This seg-
ment represents the indirect communication between
each client and its environment, and as it is realized
via the Ethernet segment, the direct communication
between each client over the wireless link is not inter-
fered. Communication between the clients is not im-
plemented via this link. The clients are equipped with
a mini PC architecture with 1200MHz, 1GB RAM,
a 8GB compact flash card as hard disk, and Debian
Etch as operating system provides a platform to exe-
cute the programs and algorithms for navigation and
cooperation tasks which should be investigated and
analyzed. This mini PC represents the computing
power of a single robot. The LAN segment is only
used by each client to retrieve environment data from
the USARSim server. Communication between the
clients is only realized via the wireless communica-
tion segment. The wireless segment is based on IEEE
802.11 wireless LAN and represents the communi-
cation hardware which is directly integrated into the
simulation setup. This communication link is exclu-
sively used for the communication between all clients
i.e. robots and human operators. As a standard oper-
ating system is used the correspondingprotocol stacks
are available and also routing mechanisms for wire-
less ad-hoc networks like OLSR, DSR, or AODV can
easily be used.

2.2 Software Components

For each of the hardware components described in
Section 2 also dedicated software components are
existing. On the simulation layer a USARSim server
is running which provides an environment model,
the physical behavior of the clients, and sensor
data for clients. As only the Ethernet segment is
used for the communication between the USARSim
server and the clients, the inter client communication
via the wireless segment is not affected. On the
clients no specific installation for the USARSim
simulation and for maintaining the connection to the
USARSim server is required. The communication to
the USARSim server, and respectively the simulated
robots are realized with simple string messages over
TCP-socket (Carpin et al., 2007). Each client is
running on one of the described mini PC. Basically
here, the distributed control algorithms can be
implemented. Furthermore, the operating system
is also maintaining the communication link to the
USARSim server for sensor data acquisition and
sending commands. The client PCs are also equipped
with WLAN PCMCIA cards supporting the IEEE
802.11 b/g standard. The wireless communication
is exclusively used for inter-client-communication
which represents one of the key issues of the pro-
posed architecture. In the presented setup all standard
protocol versions which are available for the client
operating system (e.g. Debian Linux) can be used.
As the wireless communication link is exclusively
used for inter client communication, the real protocol
stacks and real physical behavior of the link allows
for meaningful hardware in-the-loop simulations.
Thus, the navigation, coordination and cooperation
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algorithms which should be analyzed are exchanging
data via communication links with a realistic behav-
ior - including external disturbances.

2.3 The Simulation System Design

This system setup is designed as simulation envi-
ronment for network control systems and scenarios
of robots or robot formation driving with real IEEE
802.11 wireless LAN communication. In this work,
one client represents the formation leading robot and
the other three clients are robots which should keep
a certain formation. The leading robot sends its po-
sition data with a frequency of 10Hz to the other
team members via the wireless link. A communica-
tion from the team members back to the leader is not
present. The communication between the USARSim
server and each client uses the standard USARSim in-
terface based on TCP connections. All robots run the
same distributed cooperative collision avoidance al-
gorithm while moving to their respective goal points.

3 EXAMPLE: COOPERATIVE
COLLISION AVOIDANCE

Typically, distributed control algorithms for robotic
networks (Bullo et al., 2008) often assume a cer-
tain simplified model of the communication channel.
Here, a setup is proposed to test these control algo-
rithms with a real communication stack. As applica-
tion example for this contribution, a cooperative col-
lision avoidance control algorithms based on the con-
cepts of (Stipanović et al., 2007) is used.

In the example scenario, a group ofn mobile
robots should move through an environment without
colliding with objects in the environment or with each
other. There is no central instance coordinating the
movement of the robots. In the shown simulation mo-
bile robots with differential drive are used. They are
equipped with a simulated laser range finder for ob-
stacle detection. The laser range finder has a field
of view of 180 degree and is mounted to the front
of the robots. The leader robotai=1 drives a rhom-
bus in this environment and continuously sends its
pose to the other followingn−1 robots. The robots
ai∈{2..n} receive this pose over the wireless communi-
cation segment and set their own new goal pose rela-
tive to the pose of the received leader pose. Thus, the
formation shown in Fig.3 is established in equilibrium
of the controller. Any other logical communication
topology can be realized with this kind of setup e.g.
robot one can only communicate with robot two and

robot three and four can only communicate with robot
two. This is especially interesting for the investigation
of the system behavior of distributed algorithms with
communication constraints.

Figure 3: Relative positioning of the robots in formation.

For the presented example application, the mobile
robots are modeled with the kinematics of a differen-
tial drive robot as first order system (cf. equation 1);

ẋi = vi ·cosΘi

ẏi = vi ·sinΘi

Θ̇i = ωi (1)

xi , yi , andΘi denote the pose of the roboti. vi is
the translational velocity andωi the turn rate. On each
of the robots a combination of the following position
controller and a controller for obstacle avoidance is
implemented. The controller switches between dif-
ferent behaviors depending on the current conditions.
Without obstacles in the defined obstacle avoidance
zone and the robot’s orientation is not towards the
goal (Θi 6= Θgi) the following controller applies:

Θ̇i = −(Θi −Θgi) =
r i

Li
(uri −uli )

⇒(uri −uli ) = −
Li

r i
(Θi −Θgi) (2)

r i denotes the radius of thei-th robots’ wheels,L is the
length between the wheels,uri is the left wheel speed,
uri is the right wheel speed respectively andΘgi is the
desired orientation towards the currently defined goal.

If the robot is oriented towards the goal(Θi −
Θgi) < to (to - threshold for accuracy of orientation
of robot towards goal),vi is aligned with the straight
line between the robot’s position and the goal posi-
tion. Therefore,vi only applies to ˙xi in the robot co-
ordinate frame ˙xi = v andẏi = 0. The following con-
troller can be applied:

vi = −xi =
r i

2
(uli +uri )

⇒uri = uli = −
xi

r i
Θ (3)

In the robot coordinate framexi is under the above
given conditions equal to the distance between robot
and current goal and it becomes zero if the desired
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goal is reached. If an obstacle is in the defined sens-
ing range, the controller is adapted according to the
following rules: First a vectorFoi is calculated.Foi
points in opposite direction of the nearest obstacle to
the robot and its length increases indirect proportional
with the distance to the next obstacle. Then this vector
is combined with the normalized vector in goal direc-
tion Fgi to a new goal direction vector incorporating
an obstacle avoidance component and a new desired
headingΘoai (cf. Figure 4):

Foai = (Foi +Fgi) (4)

Θoai = arctan2(yoai,xoai) (5)

Finally, this value is inserted in the controller defined
in Equation 2:

Θ̇i = −(Θi −Θoai) =
r i

Li
(uri −uli )

⇒(uri −uli ) = −
Li

r i
(Θi −Θoai) (6)

Figure 4: Overview of the different values for the obstacle
avoidance controller.

After orientation towardsΘoai the robot always
moves for a small time period in this direction to avoid
oscillations in reorienting due to the limitation of the
obstacle sensing to 180 degrees. This translational
movement is only done in cases where definitely no
collision can occur.

The experiments with this cooperative collision
avoidance algorithm were done withn = 4 robots.
The results can be seen in Fig. 5 and Fig. 6. Fig.
5 shows how the four robots move with respect to
each other over time while the three robots follow the
leader robot driving a predefined rhombus trajectory
for a certain experiment time. In each plane at a cer-
tain time the position of the robots at this times can be
seen. The 3D plot of the trajectories shows the reori-
entation of the formation at the edges of the rhombus

over time and it can be seen that there was now col-
lision because none of the trajectories is touching or
crossing each other. Fig. 6 shows the minimum dis-
tance inside the group of mobile robots. The relative
position of the three following robots was designed to
have a distance minimum of 1.7m between all robots
when they are moving in perfect formation. In ad-
dition the robots should never get closer then 0.4m.
Fig. 6 shows that the algorithm satisfies these require-
ments. The peaks in the graph occur always when the
formation is reorienting at the edges of the rhombus
driven by the leader robot.
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Figure 5: Position of each robot while driving in formation.
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Figure 6: Minimum distance occurring between all robots
inside the formation.

4 APPLICATION AREAS AND
CONSTRAINTS

This simulation setup is designed for real communi-
cation hardware in-the-loop simulations of networked
robotics scenarios. The advantage of this special
setup is, that the real communication protocol stack
is used which saves the very complex simulation of
the protocol stack and the physical behavior of the
link. A well suited application area of this system is
in the simulation of swarms, multi-robot teams, and
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formation driving. In these scenarios, control algo-
rithms can be tested and evaluated under the influence
of real communication link behavior (limitations in
medium access etc.) and also different communica-
tion protocols can be tested easily. Of course, also
some limitations exist. As the hardware nodes are lo-
cated quite close to each other, long distance com-
munications and the consequential channel behavior
cannot be simulated. Nevertheless, for detailed sim-
ulations of the interaction of communication proto-
cols, control engineering and the underlying system
in multi-robot teams and formation scenarios, the pre-
sented architecture is suites very well and allows an
easy and fast setup of significant simulations.

5 CONCLUSIONS

In order to simulate the behavior of networked multi-
robot systems in general a model for the communica-
tion channel has to be to implemented and verified.
In most cases this is only possible with simplifica-
tions and limitations and the simulated channel is not
representing a real communication channel anymore.
Therefore, the conclusions drawn from the simulation
of the tested algorithm might not be as meaningful as
desired.

The presented approach offers a possibility to re-
alize easily a meaningful simulation with real com-
munication hardware for network robotic scenarios.
It provides the exact behavior of the complete, com-
plex communication stack without any approximation
or simplifications. Thus, the behavior of multi-robot
algorithms can be directly investigated with all the
changes in the communication and data flow between
the robots. In the combination with a simulator like
USARSim is is possible to simulate network robotic
systems with basic physics and real communication.

The setup of a hardware communication in the
loop simulation is much easier than the setup of a
meaningful communication channel simulation com-
bined with a multi-robot simulation. There are even
less uncertainties in the behavior of the system when
you later go to real hardware.

Therefore, it is very easy to test the behavior of
algorithms for typical applications of network control
systems like teleoperation of robots or robot forma-
tion driving with a real communication channel be-
fore going to the real hardware. Due to the standard-
ized interfaces which are used, such kind of setups
also allow for an easy evaluation of different type of
wireless communication systems like e.g. WLAN,
UMTS, HSDPA/HSUPA, Bluetooth, WiMax. Espe-
cially testing of swarm behavior is very meaningful,

because like in the real system naturally the nodes in
the communication hardware in the loop simulation
are very close to each other.
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Abstract: This paper describes a wireless network based control of a Khepera mobile robot moving in a distributed
infrastructure. Due to critical dependence on wireless communication, a procedure for reconfiguration of the
network is proposed as a possibility to maintain communication between control station and the mobile robot
in a successful manner. The network handoff is made under a criterion that takes into account key application
dependent performance parameters. The controlled system and the communication network are simulated
respectively with Matlab/Simulink and TrueTime.

1 INTRODUCTION

Networked control systems (NCS) in mobile robotics
are getting very popular today. With the rapid
progress in communication techniques, especially the
wireless networks, distributed control and decision
have become mandatory to reduce the onboard pro-
cessing overhead. It includes control, decision, obsta-
cle avoidance etc; as it effects the battery consump-
tion in miniature robots with space and weight as key
design constraints. However, introducing a wireless
network in the control loops presents some disadvan-
tages such as band limited channels, sampling delays
and packet dropouts (Hespanha et al., 2007). Further-
more, the mobility of the robot also adds some prob-
lems, e.g. increasing the distance between the con-
trol station and the robot increases the number of lost
packets due to decreased signal strength and increased
bit error rate (BER) (Zhu et al., 2005).
The communication architecture in mobile robotics
may be centralized, in which case there is a fixed
or mobile node, which communicates with all the
other nodes, or decentralized, where individual mo-
bile nodes should ideally operate without any central
control (Schwager et al., 2007). In the decentralized
control scheme, each component solves a part of the
problem and shares memory without having a global
view of the mission. There is less emphasis on com-
putation than communication. In distributed control
systems, communication is an important parameter

and individual components don’t need to share mem-
ory (Martinez et al., 2007). In related research work,
many approaches have been used for distributed con-
trol of mobile robots. In (Fierro and Lewis, 1996) the
dynamic model of the mobile robot is controlled by
means of neural networks. In (Aicardi et al., 1995)
and (canudas de Wit and Sordalen, 1992), a nonlinear
control approach has been introduced. Another re-
search area, related to the hybrid architecture of con-
trol for autonomous navigation robots is studied in
(Benzerrouk et al., 2008).
The objective of this paper is to define a communi-
cation architecture for a mobile robot moving in a
2D space with several fixed stations (wireless infras-
tructure communication). According to the position
of the robot, communication is possible in a specific
coverage area with one or several stations (see Fig.
1). When several stations are reachable, the robot
will choose one of the stations (Horizontal Handoff
(HHO) strategy (Wang et al., 2007)) that can allocate
sufficient resources to ensure a good level of commu-
nication. This comprises of optimal choice of payload
and delay based on distance between robot and station
and thus maintaining the necessary Quality of Service
(QoS) in order to ensure that the Quality of Control
(QoC) is sufficient (distributed control). When there
is no station in the reachable space, the robot will
have to be absolutely autonomous (embedded con-
trol), maintaining a sufficient QoC despite a degrada-
tion of the communication QoS. The QoC in wireless
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Figure 1: Problem description.

NCS is defined as the performance delivered by each
closed-loop operation. Stability is the main property
that must be guaranteed but control error and response
time are also important to analyse.
In the literature, many researchers have proposed a
HHO strategy. They proposed making a decision
by taking into account the Received Signal Strength
(RSS), the power consumption and the cost of com-
munication (Chen et al., 2004). We propose to add
the packet dropouts caused by the propagation delay
or the distance and orientation between the robot and
the station, which have a consequence on the QoC.
The paper is organized as follows. The second section
presents a brief description of the model of the Khep-
era robot, notably the kinematic model and the dy-
namic one. In the third section, the controller design
is described and simulations of the tracking trajectory
are presented. Section 4 presents the control over Zig-
Bee wireless network and the influence of the inte-
gration of this network on control performance. After
that, the proposed HHO architecture is described with
one, two and three stations. Finally, the conclusion
and perspectives are presented.

2 MODELING AND CONTROL

This section presents the study of a unicycle Khepera
robot (Lambercy and Caprari, 2007). Consider a uni-
cycle robot (Khepera) as shown in Fig. 2. Let x, y and
θ be the state variables where x ∈ℜ and y ∈ℜ are the
Cartesian coordinates, θ ∈ [0,2π[ is the robot’s orien-
tation with respect to the X-axis. We consider ‘v’ and
‘ω’ respectively as the linear and the angular veloci-
ties of the robot. The kinematic of the robot can be
modeled as

ẋ = vcosθ, ẏ = vsinθ, θ̇ = ω (1)

The kinematics model of the mobile robot has two
control inputs ωle f t and ωright i.e. the left and right
wheels velocities. These are related to the linear ve-
locity v and the angular velocity ω of the robot ac-
cording to the following equations

Vright = v+Rω, Vle f t = v−Rω (2)

where R is half the distance between the two robot’s
wheels. The dynamic model of the robot wheels is

characterized by the equations of the DC motors driv-
ing the wheels. They are represented by a first order
model

ω∗(le f t,right)

U
=

K
τs+1

(3)

where U is the voltage applied to the motor and
ω∗(le f t,right) are angular velocities generated by each
motor. τ is the time constant (τ = 0.63s) and K is the
gain (K = 5.3).

2.1 Controller Design

The objective of this section is to present how to con-
trol the robot to track any trajectory. Two levels of
controllers are required. The first one is needed to
control the angular velocities of the motors. PI con-
trollers are implemented. The second one controls
the linear and angular velocities of the robot. Let
us consider the controller presented in (Toibero et al.,
2007), where the robot can reach a desired target point
[xd yd θd ]. Errors are defined as

x̃ = xd− x, ỹ = yd− y (4)

and the tracking error (Eq. 5a) and the orientation
error (Eq. 5b) are calculated as

d =
√

x̃2 + ỹ2 (5a)

θ̃ = θd−θ = tan−1(ỹ/x̃)−θ (5b)

According to (Toibero et al., 2007), the following
control actions are defined

v =
vmax

1+ |d|
d cos(θ̃) (6a)

ω =
vmax

1+ |d|
cos(θ̃)sin(θ̃)+K

θ̃
tanh(kθθ̃) (6b)

where vmax is the maximum linear velocity that the
robot can reach (vmax = 0.3m/s) and K

θ̃
,kθ are con-

stants. Those controllers are stable according to
(Toibero et al., 2007) using the Lyapunov candidate
function Vt .

Vt = θ̃
2/2+d2/2 (7)

Figure 2: Robot Model.
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Figure 3: Real trajectory of the robot.

Fig. 3 shows the reference trajectory with initial con-
ditions [X0,Y0,θ0] = [0,10,0] and the real trajectory
of the robot using those controllers. X , Y and θ are
measured each sampling time (Ts = 0.03s). These re-
sults are obtained with Matlab/TrueTime. The PI con-
trollers are discretized and the voltage applied to the
motor is obtained with a zero order hold. The trajec-
tory is known in advance and the references xd , yd and
θd are updated every 0.28s.

3 CONTROL OVER NETWORK

In this section, the controller is digitized and Zigbee
wireless network is integrated (see Fig. 4). The ef-
fects of network on control system are analyzed.

3.1 WPAN 802.15.4

ZigBee is a specification for small, low-power digital
radios based on the IEEE 802.15.4 standard for wire-
less personal area networks (WPANs). The low cost
allows the technology to be widely deployed in wire-
less control and monitoring applications. The low
power-usage allows longer life with smaller batter-
ies. The mesh networking provides high reliability
and larger range. The main reasons for adopting this
wireless network in our application is its low power
consumption and its ad-hoc networking capabilities.

Figure 4: Control over Zigbee network.

3.2 Control Over Zigbee

Control feedback loops are closed through a real-time
network as shown in Fig. 4.
To perform this study, the following conditions are
considered:
• A bit rate of 250 kb/s for Zigbee in the physical

layer.
• The sensor flow and the controller flow use 248

bits each. The sensor flow uses 3.3% and the con-
troller one uses 3.3% of the network capacity with
a sampling period Ts equal to 30 ms.

TrueTime simulator is used to simulate Zigbee Net-
work. Two tasks are programmed, the first is the con-
troller task that generates the controller flow and the
second one is a periodic sensor task that generates
sensors flow. The controller task is event-triggered,
which means that the controller calculates and sends
the control signals Vk and ωk when it has received all
measures Xk,Yk and θk. With the TrueTime Simula-
tion of ZigBee Network, there is only the CAP period
(Contention Access Period which uses CSMA/CA
protocol), therefore there is no priority mode like CFP
(Contention Free Period) which allows Guaranteed
Time Slots (GTS) (see (van den Bossche et al., 2007)
for more information about 802.15.4 protocol).
The sensor and control data are critical to keep the
stability of the system, hence packet losses are unde-
sirable. Practically, loss of packets cannot be entirely
eliminated in wireless networks. A lot of methods e.g.
Forward Error Correction (FEC) (Kurose and Ross,
2004) are proposed to reduce the probability of packet
losses. The retransmission of lost packets is proposed
too but for a real-time application, this is an inappro-
priate solution. When a packet has been discovered to
be lost and is retransmitted, the sensors state evolve to
a newer one and thus the retransmitted packet will be
based on the old information and the calculated con-
trol will be wrong. The solution to ensure the best
control is to do over sampling, with a sampling rate
higher than what is needed, which therefore makes
control more tolerant to packet losses. However,
this solution increases the Use Request Factor (URF)
and causes more packet delays and losses (Mechraoui
et al., 2008). The minimal sampling period to ensure
a good QoC is 0.3 s in our example. To increase the
QoC over wireless network and decrease the proba-
bility of losing packets of critical data, the sampling
period of 30 ms is required. Fig. 5 shows that the
robot can communicate with the station only within
the coverage range of the station. When it losses the
communication, it keeps the last value of the linear
and angular velocities and it deviates from the refer-
ence trajectory. The progress of WPAN and the util-
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Figure 5: Trajectory of the robot with one Zigbee station.

isation of this kind of wireless networks allow the
robot to find another station (PAN) to communicate
for control. Therefore, we assume that we have dif-
ferent stations that the robot can communicate with.
The next section explains how to change stations to
ensure sufficient QoS.

4 STATION SELECTION

4.1 Handoff Decision

For several stations, mobility management is pro-
posed through redundancy in network communication
by searching for the best available protocol based on
a cost function. Horizontal and vertical handoff can
be proposed. A horizontal handoff (HHO) is the link
transfer between two network access points that use
the same network technology while vertical handoff
(VHO) is between two network access points using
different network technologies. (Chen et al., 2004)
describes a smart decision model to decide the best
network interface and best time for VHO. (Stevens-
Navarro and Wong, 2006) gives a comparison be-
tween four different VHO decision algorithms w.r.t
to bandwidth and delay for different traffic classes.
(Wang et al., 1999) describes a policy-enabled hand-
off system that allows users to express policies, based
on the estimation of current network conditions and
determining the best network at any moment by char-
acteristics e.g. cost, performance and power con-
sumption. (Nkansa-Gyekye and Agbinya, 2007) pro-
poses a distributed additive weighting based VHO
mechanism to reduce the processing overhead in the
mobile terminal by delegating the calculation of hand-
off metrics for network selection to the visiting net-
works. (Angermann and Kammann, 2002) evaluates
different structures for cost functions and presents a
simulation for the influence of various parameters.

Figure 6: Network HHO strategy for a mobile robot control.

The challenge in handoff is to maintain the applica-
tion session alive while the physical connection inter-
face is changed. A generic weighted ‘Network Rating
Function’ evaluation for each network is based on

NRFi = WRSSINRSSI,i +WNLNNL,i +WDND,i (8)

WRSSI +WNL +WD = 1 (9)

where WRSSI , WNL and WD are weighting functions
of RSSI, network load (NL) and delay (D) respec-
tively. NRSSI,i, NNL,i and ND,i indicate the scores of
interface. NRFi is between 0 and 1. Wi is the weight
of the factor i, which emphasizes the importance of
each contributing factor and Ni, j represents the nor-
malized score of the interface ′ j′ for factor ′i′.

The embedded logic in the mobile robot, assigns
different “weights” to the handoff decision parame-
ters in order to determine the level of importance of
each parameter for the information to be exchanged
between neighbors. In our case WRSSI > WNL > WD.
The best station connection interface at any given mo-
ment is then chosen as the one that achieves the high-
est score among all candidate interfaces.
In our scenario, factors within Ni, j include QoS pa-
rameters i.e. the RSSI, the network load (NL) and
Delay or latency (D) of the candidate network. Now
we calculate NRFi and NRFj to choose accordingly
(which ever is greater) the station that maximizes the

Figure 7: HHO state diagram.
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decision criteria (Fig. 7).
Additionally, there is a corresponding function for
each term NRSSI,i, NNL,i, and ND,i, and the ranges of
the functions are bounded between 0 and 1. The func-
tions are given in Eq. (10).

NRSSI,i =
ePr

ePs
(10a)

NNL,i = 1/eNL | 0≤ NL≤ 1 (10b)

ND,i =

{
1 if Si is the current station & RSSI >−48dBm

0 if not

(10c)

In our case, the transmitted power is equal to −3dBm
and the receiver signal threshold is equal to−48dBm.

The RSSI is calculed as follow

Pr =
1

dα
Ps (11a)

RSSI(dBm) = 10log(Pr(mW )) (11b)

where Pr and Ps are the power in mW received and
sent respectively. d is the distance between the two
nodes in meters, and α is a parameter that can be cho-
sen to model different environments.
Fig. 8 shows the trajectory of the robot with changes
in station if necessary (QoS is the best to ensure the
best QoC). The stations positions are

• For the first station (S1) (0, 5) (m)

• For the second station (S2) (-3, 30)

• For the last station(S3) (40, 35).

For this experiment, the weight values are WRSSI =
0.8, WNL = 0.15 and WD = 0.05.
We assume that S1 and S2 have a common coverage
area, and S3 is far. According to the initial position of
the robot (here (X0,Y0,θ0) = (0,0,0)) the robot com-
municates first with S1. It continues its trajectory un-
til the robot detects the second station. In this case,
Khepera executes Algorithm 1.
To understand this algorithm, symbols are used. r is
the mobile robot, Si is the current station, S{1,2,..k} are
all the stations and S{m,...,n} are the stations that are
detected by the robot. We note the fact that the robot
detects a set of stations by the symbol ./.

When the robot is out of range of all stations, it
keeps the last values of the angular and the linear ve-
locities which is not a good solution because it can
result in an important error with respect to the refer-
ence trajectory and cause problems (see Fig.8). We
propose in this case to change the controller and use
an embedded one.
Figures 10 and 11 show the change of stations. In

Algorithm 1: Decision algorithm.
if r ./ {Sm, ...,Sn} | m ∈ {1, ...,k} and
n ∈ {1, ...,k} | m 6= n then

calculate NRF for all Sm, ...Sn
for all i and l ∈ {m, ...,n} do

if NRFSi < NRFSl then
i = l

else if NRFSi > NRFSl then
i = i
Wait

else
i = i

end if
end for

end if

Figure 8: Trajectory of the robot with HHO with NL=0.

Figure 9: Evolution of the linear and angular velocities.

Fig.10, the simulation is made with NL=0 for all sta-
tions. The change from S1 to S2 depends thus on the
distance between the robot and the station. The robot
changes the station only if the RSSI of the current sta-
tion is poor. In Fig.11, the simulation is made under
the assumption that the NLS1 = 0.8 which means that
the network is 80% loaded and NLS2 = 0.2. In this
scenario the robot decides to change the station ac-
cording to the RSSI of both stations and the network
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Figure 10: Evolution of communication with different sta-
tions with HHO with NL=0 (corresponds to Fig.8).

Figure 11: Evolution of communication with different sta-
tions with HHO with NLS1 = 0.8 and NLS2 = 0.2.

load of each station. Comparing Fig.10 and Fig.11 the
HHO of the station is quite sensitive to parameter NL.

4.2 Control Decision

As the robot moves outward towards another control
station, the signal strength decreases. The low value
of RSSI is sensed by the mobile robot, which then re-
quests the station for an estimation of next way-point.
The control station sends the trajectory information as
well as broadcasts the “standby” message to all con-
trol stations in the infrastructure to minimize the time
of connection of robot for the next cell. Thus, a PAN
slot is reserved in advance for the coming robot as
the trajectory is already estimated. This proposition
permits to maintain a sufficient QoC despite a degra-
dation of the QoS.
The embedded control design is the same than the
distributed one. The only difference is that the sam-
pling period is changed. The controller computes
control signals each 0.3 s. This change is very im-
portant to reduce the energy consumption and also
the execution time. Algorithm 1 and 2 is executed
(“poor” in Algorithm 2 means that the RSSI of the
current station comes near the receiver signal thresh-
old). Fig.12 show the simulation when the control is
switched within the non covered area.

Figure 12: The trajectory of the robot with switching con-
troller.

Figure 13: Evolution of linear and angular velocities of the
robot with switching controller.

5 CONCLUSIONS

This work aims to study, in a co-design approach, the
influence of a wireless network QoS on the QoC of
a teleoperated robot. A wireless network based con-
trol of a unicycle mobile robot in a distributed infras-
tructure mode is described. The simulations are per-
formed using Matlab/TrueTime toolbox. The problem
faced was a loss of communication when the mobile
robot moves out of range or there is an excessive net-
work load that prohibits successful communication.
The first strategy consists of adapting the network
QoS to the control requirements. An algorithm for
reconfiguration by HHO is proposed as a solution
to maintain communication between control stations
and the mobile robot in multi stations scenarios. The
HHO is made with a criterion that takes into account

Algorithm 2: Decision algorithm.
if NRF = poor and r ./ Si then

Switch controller
end if
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the QoC for the robot as well as the QoS of wireless
network.
The second strategy deals with the reconfiguration of
the control, for the robot to be autonomous, when the
communication link is out of order. Therefore, if the
robot is out of range of all stations, the control mode
is switched to embedded control, increasing the sam-
pling period to reduce computations and the robot is
completely autonomous. Integration of WLAN could
be a choice for extended zone coverage for mobile
robots.
In the future work, a quantification of QoS and QoC
will be dealt. A combination of infrastructure and ad-
hoc architecture will also be investigated in order to
maintain sufficient QoC in multi robots perspective.
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Abstract: Based on the theoretical model, a numerical method is usually necessary for obtaining the optimal 
preventive maintenance (PM) policy for a deteriorating system since the theoretical model becomes 
complicated when the system’s hazard rate function is changed after each PM.  It makes the application of 
the theoretical model not suitable for real cases.  Moreover, the theoretical model assumes using infinite 
time span to obtain the long-term expected number of failures.  Yet, in reality, the deteriorating systems 
always have a finite life time.  Hence, an optimal solution might not be resulted as compared to the infinite 
time span.  Therefore, we consider using the simulation method to obtain a range of the near-optimal PM 
policy.  The critical step of the simulation method for obtaining a near-optimal PM policy is the generation 
of the random variates (RV).  In this research, three methods are developed to generate the required RVs of 
the time-between-failures (TBF) for the finite-time-span preventive maintenance model with age reduction 
effect.  It is found that there are no significant differences among three proposed RV generating methods 
when comparing the dispersion of the generated RV’s.  However, the rejection method is the simplest 
method for obtaining the near-optimal PM policies.  Examples of the near-optimal PM policies are also 
presented in this paper. 

1 INTRODUCTION 

Based on the theoretical model, a numerical method 
is usually necessary for finding the optimal 
preventive maintenance (PM) policy for a 
deteriorating system since the theoretical model 
becomes complicated when the system’s hazard rate 
function is changed after each PM.  It makes the 
application of the theoretical model not suitable for 
real cases.  Furthermore, by the theoretical model, 
the optimal policy is obtained based on the long-

term failures occurrence under the assumption of the 
infinite time span.  Yet, in reality, the life time of a 
system is always finite.  Hence, the optimal solution 
from the theoretical model may not suitable for a 
single system with finite life time.  In practical, a 
near-optimal PM policy might be good enough for 
the real applications.  In order to obtain a near-
optimal PM policy for the real situations, the 
simulation method is applied to generate random 
variates (RV) of the time between failures (TBF).  
However, recent literature survey has shown that 
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little research has been done to obtain a near-optimal 
PM policy by using the simulation method. 

The critical step of the simulation method for 
obtaining a near-optimal PM policy is the generation 
of the random variates (RV).  In this research, three 
methods are developed to generate the required RVs 
of the time-between-failures (TBF) for the finite-
time-span PM model with age reduction effect.   

Based on the simulation method developed by 
Cheng (2005), the first proposed method applies the 
inverse transformation method to generate the 
random variates (RV) of the time between failures 
(TBF) for a PM model with age reduction effect.  
The algorithm assumes that the occurrence time of 
the last failure in the ith PM cycle is irrelative to the 
occurrence time of the first failure in the i+1st PM 
cycle.  This RV generating method for the TBF is 
called “the offset inverse transformation method” in 
this paper. 

Intuitively, however, the occurrence time of the 
first failure in the i+1st PM cycle is affected by the 
occurrence time of the last failure in the ith PM cycle 
since the failure occurrence of the system follows 
the non-homogenous Poisson process (NHPP) and 
the PM is imperfect (i.e., the PM will not renew the 
system to zero failure rate).  Therefore, in this 
research, we have developed a modified inverse 
transformation method for generating the RVs of the 
TBF which is called “the trace-back inverse 
transformation method”.  The second proposed 
method assumes the occurrence time of the first 
failure in the i+1st PM cycle is affected by the 
occurrence time of the last failure in the ith PM 
cycle. 

Furthermore, since the rejection method is often 
applied to generating RVs of complicated 
distributions, we also present the third proposed 
method, the rejection method, for generating the 
RVs of the TBF under the age-reduced PM model.  
In this paper, the algorithms and the simulation 
results for the above three RV generating methods 
are presented and compared.  An example of finding 
the near-optimal PM policy is provided by using the 
rejection method of RV generation. 

2 THE BACKGROUND FOR THE 
THEORITICAL MODEL 

2.1 Nomenclature 

L the finite life time span for the system or 
equipment 

T the time interval of each periodic PM 
 

N the number of PM performed in the finite 
life time span (L) 

ki the generated number of failures in the ith PM 
cycle, i = 0, 1, …, N 

xi,j the generated time between the j-1st and the 
jth failures in the ith PM cycle, i = 0, 1, …, N; 
j = 1, 2, …, ki 

ti,j the generated occurrence time of the jth 
failure in the ith PM cycle where ti,j = ti,j-1 + 
xi,j 

1, +ikix
 

the generated time between the last (ki
th) and 

the ki+1st failures (not existing) in the ith PM 
cycle 

1, +ikit the generated occurrence time of ki+1st 
failure (not existing) in the ith PM cycle, i.e., 

1, +ikit exceed the time of the ith PM cycle 

γ the reduced age after each PM  
wi,j the generated effective occurrence time (age) 

of the jth failure in the ith PM cycle where wi,j 
= ti,j -iγ 

Ui,j the random number required for the 
generation of xi,j 

λ(t) Original hazard rate function (before the 1st

PM action) 
λi(t) Hazard rate function at time t where t is in 

the ith PM cycle and λ0(t)=λ(t) 
F(t) the cumulated distribution function (CDF) of 

the TBF at age t 
R(t) the reliability at age t 
Cpm Cost of each PM  
Cmr Minimal repair cost of each failure 
TC The total maintenance cost function in the 

finite life time span 

2.2 Assumptions 

 The system has a finite useful life time L. 
 The system is deteriorating and repairable over 

time where the failure process follows the non-
homogenous Poisson Process (NHPP) with 
increasing failure rate (IFR).  Weibull distribution 
with hazard rate function:

1

)(
−

⎟
⎠
⎞

⎜
⎝
⎛
⎟
⎠
⎞

⎜
⎝
⎛=

β

θθ
βλ tt  is used to 

illustrate the examples in this paper, where β is 
the shape parameter and θ is the scale parameter. 

 The periodic PM actions with constant interval (T) 
are performed over the finite time span L. 

 The system’s age can be reduced γ units of time to 
result in a younger age (called the effective age) 
after each PM.  Hence, the hazard rate function at 
time ti,j in the ith PM cycle can be written as 
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λi(ti,j) = λ(ti,j-iγ) = λ(wi,j). (1)

 Minimal repair is performed when failure occurs 
between each PM. 

 The time required for performing PM, minimal 
repair, or replacement is negligible. 

2.3 The Theoretical Model 

Based on the theoretical PM model with age 
reduction proposed by Cheng et al. (2004) and Yeh 
and Chen (2006), the optimal PM policy is obtained 
by the following steps.  The first step is to find the 
expected cost rate function for the PM model as 
shown below. 

( 1) ( , )
( , ) ,pm pr mrN C C C T N

C T N
NT

− + + Λ
=  (2) 

where Λ(T, N) is the expected number of failures 
occurred in the finite time span and is defined as 

1 ( 1)

0

( , ) ( )
N i T

iiT
i

T N t dtλ
− +

=

Λ =∑∫  (3) 

with λi(·) being defined in Eq. (1).  Second step is to 
obtain the time interval of PM (T) as a function of N 
by taking the partial derivative of T of the above 
expected cost rate function and letting it equal to 
zero, i.e., ( , ) 0C T N

T
∂

=
∂

 

Third, the optimal value T* and N* of the 
theoretical model can be obtained by numerically 
searching min ( , ),

N
C T N  N = 1, 2, … since the cost 

rate function is a convex function.  The hazard rate 
function of the PM model with age reduction is 
illustrated in Figure 1. 

 
Figure 1: The hazard rate function of the PM Model with 
age reduction. 

 

3 THE RV GENERATING 
METHODS OF THE TBF 

3.1 The Offset Inverse Transformation 
Method 

This RV generating method assumes that the 
occurrence time of the last failure in the ith PM cycle 
is irrelative to the occurrence time of the first failure 
in the i+1st PM cycle.  Thus, when the generated 
occurrence time of the ki

th failure is within the ith PM 
cycle but the occurrence time of the ki+1st failure 
exceeds the ith PM cycle, i.e., , 1ii kt + > iT, we discard 
the ki+1st failure and start to generate the occurrence 
time for the first failure of the i+1st PM cycle.   

According to the concept of the inverse 
transformation method, if x is the time between 
failures, then, we have 

U = F(x). (4) 

However, since the PM model assumes that the 
minimal repair is performed at each failure occurred 
between each PM.  Therefore, we can re-write Eq.(4) 
as  

Ui,j = F(xi,j|ti,j-1) = 1 - R(xi,j|ti,j-1). (5) 

Then, for the age-reduction PM model, we apply 
Eq.(1) to Eq. (5) and it can be resulted as the 
following equation. 
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which, according to Eq. (1), can be expressed as 
function of effective age as follows. 
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where w0,j = t0,j, wi,0 = ti,0 – iγ = iT - iγ; wi,j = ti,j – iγ = 
ti,j-1 + xi,j – iγ.  When the TBF of a system is a 
Weibull random variable, based in Eq. (7), we can 
generate the TBF random variates by the following 
equation. 
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(8) 

The algorithm for the offset inverse 
transformation method is presented as follows. 
(1) Specify the values of the following parameters: β, 

θ, γ, N, T, L and let i = 0.  
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(2) Let ti,0 = iT. 
(3) Let j = 1. 
(4) Generate random number Ui,j. 
(5) Obtain the value of xi,j according to Eq.(8);  

let ti,j = ti,j-1+xi,j. 
(6) If ti,j < iT, let j = j + 1 and go back to (4) 

else go to (7). 
(7) If ti,j < L, let i = i + 1 and go back to (2) 

else stop. 
It can be seen that the occurrence time of the first 

failure in the i+1st PM cycle does not relate to the 
occurrence time of the last failure ( , ii kt ), i.e.,  

ti+1,1 = ti+1,0 + xi+1,1 = (i+1)T + xi+1,1. 

3.2 The Trace-back Inverse 
Transformation Method 

The proposed second method is modified from the 
offset inverse transformation method.  For the 
following reasons: (1) the failure occurrence of the 
system follows the non-homogenous Poisson 
process (NHPP); (2) the PM is imperfect (i.e., the 
PM will not renew the system to zero failure rate), 
this generating method assumes that the occurrence 
time of the first failure in the i+1st PM cycle is 
affected by the occurrence time of the last failure in 
the ith PM cycle.  Hence, the theoretical concept for 
the generation of xi+1,1 is shown below. 
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It turns out that 
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Then, let 
+1,1 , 1 1,1 ,= 1 ( )

i ii i k i i kU U R x t+ += − .  For the 

Weibull case, we can generate the first TBF random 
variate of the i+1st PM cycle by the following 
equation. 
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(9) 

The algorithm for the trace-back inverse 
transformation method is provided below. 

(1) Specify the values of the following parameters: 
β, θ, γ, N, T, L.  

(2) Let i = 0, t0,0=0. 
(3) Let j = 1. 
(4) Generate random number Ui,j. 
(5) Obtain the value of xi,j according to Eq.(8);  

let ti,j = ti,j-1+xi,j. 
(6) If ti,j < iT, let j = j + 1 and go back to (4) 

else go to (7). 
(7) If ti,j < L,  

 obtain the value of xi+1,1 according to Eq.(9);  
 let ti+1,1 = , ii kt + xi+1,1; 
 let i = i + 1 and j = 2; 
 go back to (4) 
else stop. 
It can be seen that the occurrence time of the first 

failure in the i+1st PM cycle depends on the 
occurrence time of the last failure (

, ii kt ), i.e.,  
ti+1,1 = , ii kt + xi+1,1. 

3.3 The Rejection Method 

It can be seen from Eq.(4) or Eq.(5) that the hazard 
rate function is changed when performing a PM.  
This makes the formula for generating the TBF 
random variates shown in Eq.(6) and Eq.(7) very 
complicated.  Therefore, the rejection method is 
applied in this research. 

In the rejection method, two random numbers, 
say U1 and U2, are required for generating each RV.  
Suppose λi(t) is the hazard rate function of the ith PM 
cycle.  U1 is used to generate a RV from a hazard 
rate function with a simple formula, say λ(t) where 
λ(t) ≥ λi(t) for any t ≥ 0.  Then, the RV generated by 
using U1 is accepted if U2 < λi(t)/λ(t). 

In this research, we use the original hazard rate 
function λ(t) (i.e., the hazard rate function before the 
first PM) to generate the RV of the TBF 
corresponding to U1.  For the Weibull case, we can 
obtain the TBF formula as the following equation. 

1/

1 1 1ln(1 )+( ) .m m mx U t t
ββ βθ − −⎡ ⎤= − − −⎣ ⎦

 (10) 

The algorithm of the rejection method is 
presented as follows. 
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(1) Specify the values of the following parameters: β, 
θ, γ, N, T, L.  

(2) Let t0,0=0, t0=0. 
(3) Let m = 0, i = 0, j = 1. 
(4) Generate random number U1. 
(5) Obtain the value of xm according to Eq. (10);  

let tm = tm-1+xi,j. 
(6) If tm < iT, go to (7)  

else go to (10). 
(7) Generate random number U2  
(8) Calculate λ(tm) and λi(tm)=λ(tm-iγ). 
(9) If 

2 ( )/ ( )i m mU t tλ λ≤ , let ti,j = tm; j = j+1; m = m+1; 
go back to (4) 
else j = j; m = m+1; go back to (4). 

(10) If tm < L, let i = i + 1 and j = 1; go back to (7) 
else stop. 
It can be seen that the rejection method is easy to 

use since it does not need to derive the formula of 
Ri(t) for i = 1, 2, …, N.   

4 EXAMPLES AND DISCUSSION 

In the examples, let the finite life time period (L) be 
6 time units and the PM interval (T) be 1 time unit.  
The values of parameters are set as: θ = 0.4; N = 5; 
Cpm = a+bi = 5+100i for the ith PM; Cmr =3.1036.  
Then, we construct 25 experiments for each RV 
generating method, which consist of 5 different β 
values, each with 5 replicates.  There are 30 runs for 
each experiment.  We compare the differences 
between the mean number of failures obtained from 
Eq. (3) and the sample averages from the three RV 
generating methods. The analysis of variance 
(ANOVA) for the number of failures generated is 
also provided in Table 1.  It can be seen that the 
three RV generating methods do not have significant 
different.  Parameter β and the number of PM 
performed do significantly affect the number of 
failures generated, which demonstrates the validity 
of the simulation models. 

4.1 The Near-Optimal Solution  

Table 2 shows the parameter values used in the 
proposed simulation models as well as in the 
theoretical model of Yeh and Chen (2006).  By 
using the rejection method, Table 3 presents the 30- 
run simulation results for N = 1  to  6.    The smallest 
 
 
 

Table 1: The ANOVA of the generated number of failures. 

 

Table 2: Parameters applied in the PM model. 

β θ L h a b Cm 
3.2 0.4 2 0.19 5 100 3.1036

(best) total maintenance cost of each run is 
highlighted by shadow background.   

It can be seen from Table 3 that, for each N, the 
average value of TC from the 30-run simulation is 
very close to the value obtained by using the 
theoretical method based on Yeh and Chen (2006).  
Both methods (simulation and theoretical) provides 
the same optimal policy of N*=3 and γ*=0.4781.  
Again, it has demonstrated that the experiment 
results obtained by simulation methods are 
consistent with those obtained by the theoretical 
model when large sample runs are generated. 

It should be noted that the best solution of N, γ, 
and TC (marked with shadow) resulted from each 
simulation run are different from those obtained by 
the theoretical model.  It is because the optimal 
solution of the theoretical model is obtained by 
taking the expected cost rate over the infinite time 
interval or over the large number of systems in a 
finite time interval.  However, the simulation 
method considers the situations of a single system in 
a finite time interval.   

For a single system in a finite time span, 
according to Table 3, the best solutions of each run 
(with shadow) can be categorized into three near-
optimal policies: (N=2, γ=0.6667), (N=3, γ=0.4781), 
and (N=4, γ=0.3655).  Table 4 lists the simulation 
runs in each near-optimal policy and presents the 
average, the smallest, and the largest minimal TC of 
the near-optimal policy.  Among these best solutions, 
the average of the minimal TC (184.1143) is 
significantly different from the theoretical minimal 
TC (189.7280).  The results have demonstrated that 
the theoretical PM model might not be suitable for a 
single system over a finite time interval.   

Hence, in practical, when considering a single 
system to be preventively maintained in a finite time 
period, especially for short time period, more than 
one single near-optimal policy is suggested.  In this 
example, either (N=2, γ=0.6667) or (N=3, γ=0.4781) 
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or (N=4, γ=0.3655) may be chosen as the best (near-
optimal) PM policy. 

Table 3: The results of the 30 Simulation runs. 

Run#
N 1 2 3 4 5 6 
γ 1 0.6667 0.4781 0.3655 0.2957 0.2483

1 216.730 189.894 180.155 194.132 194.575 210.016
2 229.144 196.101 192.570 187.925 210.093 194.498
3 250.869 196.101 189.466 197.236 213.197 206.912
4 250.869 186.790 180.155 200.340 188.368 213.120
5 204.315 199.205 204.984 187.925 219.404 197.602
6 263.284 189.894 201.880 194.132 197.679 197.602
7 213.626 165.065 183.259 197.236 185.264 203.809
8 232.248 214.723 192.570 194.132 206.990 194.498
9 241.558 177.480 183.259 200.340 191.472 206.912
10 216.730 189.894 180.155 194.132 188.368 206.912
11 219.833 211.619 204.984 209.650 213.197 216.223
12 222.937 189.894 189.466 181.718 197.679 197.602
13 247.766 177.480 180.155 209.650 197.679 216.223
14 247.766 196.101 180.155 206.547 197.679 203.809
15 198.108 196.101 189.466 181.718 200.782 194.498
16 216.730 192.998 183.259 200.340 185.264 203.809
17 226.040 205.412 189.466 191.029 194.575 206.912
18 195.004 202.308 211.191 191.029 210.093 191.394
19 216.730 183.687 186.362 191.029 200.782 213.120
20 226.040 199.205 183.259 203.443 200.782 206.912
21 232.248 186.790 189.466 184.822 194.575 203.809
22 204.315 196.101 198.777 197.236 197.679 200.705
23 207.419 186.790 180.155 206.547 188.368 206.912
24 210.522 208.516 195.673 187.925 206.990 197.602
25 219.833 205.412 195.673 203.443 197.679 213.120
26 257.076 192.998 173.948 215.858 191.472 219.327
27 216.730 211.619 195.673 172.407 210.093 188.291
28 216.730 189.894 201.880 200.340 197.679 216.223
29 210.522 168.169 180.155 206.547 191.472 216.223
30 247.766 186.790 189.466 187.925 197.679 200.705
Avg. 225.316 193.101 189.569 195.891 198.92 204.843
Theo. 221.495 191.076 189.728 192.850 197.222 202.051

Table 4: The near-optimal Policies of the Simulation. 

Policy 1 
(N*=2, γ*=0.6667) 

Policy 2 
(N*=3, γ*=0.4781) 

Policy 3 
(N*=4, γ*=0.3655)

Run# Min. TC Run# Min. TC Run# Min. TC
6 189.8940 1 180.1552 2 187.9252
7 165.0652 3 189.4660 5 187.9252
9 177.4796 4 180.1552 12 181.7180
13 177.4796 8 192.5696 15 181.7180
19 183.6868 10 180.1552 18 191.0288
22 196.1012 11 204.9840 21 184.8216
28 189.8940 14 180.1552 24 187.9252
29 168.1688 16 183.2588 27 172.4072
30 186.7904 17 189.4660   

  20 183.2588   
  23 180.1552   
  25 195.6732   
  26 173.9480   

Runs 9 Runs 13 Runs 8 
Avg. 181.6177 Avg. 185.6462 Avg. 184.4337
Max. 196.1012 Max. 204.9840 Max. 191.0288
Min. 165.0652 Min. 173.9480 Min. 172.4072

Overall average of min. TC: 184.1143 

5 CONCLUSIONS 

The proposed three simulation methods are not 
significant different in generating the time-between-
failure RVs .for the PM model with age reduction.  
The rejection method seems simple and easy to use 
in practical. 

For the infinite time span, the results from the 
simulation method are very close to those obtained 
by the theoretical model.  However, for a finite time 
span, more than one near-optimal policy can be 
obtained by the simulation method.  Each of the 
near-optimal solution can be the best PM policy for 
any single system having a finite life time period.  
The simulation results have demonstrated that the 
theoretical PM model might not always suitable for 
a single system in a finite time span.   

The simulation method can be applied in solving 
more complicated real world situation, such as the 
consideration of the random shock in a PM model, 
which is difficult to be solved by the theoretical 
model. 
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Abstract: The recent advancements of Radio Frequency IDentification (RFID)-based localization approach has necessi-
tates the development of effective solutions for mobile robot navigation systems in an indoor and/or outdoor
environment. Among the most common problems pertaining to the modern RFID-based robot navigation sys-
tems are that multiple reference RF stations or excessive number of sensors are utilized for the location sensing
with RFID, however, particularly in indoor environments, spatial layout or cost problems limit the applicability
of those approaches. The contribution of the current manuscript is to devise a simple computationally efficient
relative positioning system for indoor environments through a modified RFID tag architecture. The validity of
the proposed RFID-based RPS is demonstrated using the real data collected in a typical indoor environment.

NOMENCLATURE
N Total number of RFID tags
p̂ Estimated robot position
p True robot position
pi Position of tag i
ê Robot position error

∆RSS Received signal strength difference
RSSi Average RSS value of tag i
RSS ji jth RSS value of tag i

1 INTRODUCTION

Due to the advent of RFID and RFID systems (Nasri
et al., 2008), and their applications in the field of
robotics (Milella et al., 2007), positioning systems
have been used to deliver location information in in-
door and/or outdoor environments. The primary role
of such localization systems is to estimate and re-
port geographical information pertaining to the data
processing unit associated with a mobile robot for
the purpose of management, enhancement, and per-
sonalization services. The current manuscript con-
tributes to the design and implementation of a mod-
ular, cost-effective, and an easy-to-implement mo-
bile robot navigation algorithm in cooperation with
an open RFID hardware architecture.

Most of the RFID-based navigation systems sug-

gested in the literature are tailored along with the lo-
calization systems where the central task of an RFID
system is to estimate the position of a mobile robot at
a certain time instant. In the current work, an RFID
reader is mounted on a mobile robot and some RFID
tags are placed at 3-D locations (ceiling, for exam-
ple) in an indoor environment. At every time instant,
the reader broadcasts a time-varying Radio Frequency
(RF) signal to all tags in its operating range and tags
simply response back to the reader with their Re-
ceived Signal Strength (RSS) measurements. These
RSS values are then used by the mobile robot to ap-
proximate its relative position with respect to a de-
sired path that the robot has to follow. Despite the
significant contributions of RFID systems and RSS
measurements in the literature to date, the localiza-
tion problem of a mobile robot remains some sig-
nificant technical challenges that must be overcome.
Hence, our effort is devoted to the development of a
positioning system for an indoor mobile robot where
the previous methods might not work. The main con-
tributions of the current work is to devise a com-
putationally efficient relative positioning system for
indoor environments using a modified RFID tag ar-
chitecture. This approach is different from the ex-
isting RSS-based localization methods (Graefenstein
and Bouzouraa, 2008) in that it uses the RSS mea-
surements of the RF signal transmitted by the RFID
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reader. This is simply because the passive tag circuit
is energized from the RF signal broadcasted by the
reader. Hence, the RSS value in the tag circuitry is
more significant than that in the RFID reader.

The rest of the paper is outlined as follows. Some
of the most commonly used robot navigation and/or
localization systems are given in section 2. Section 3
describes the proposed RFID-based relative position-
ing architecture followed by fundamentals of RFID
system theory and its limitations. The RFID system
implementation is discussed in section 4 followed by
some real-time experimental results illustrated in sec-
tion 5. Finally, conclusions with some future research
avenue are drawn in section 6.

2 RELATED WORK

Mobile robot navigation and/or localization system
has been the subject of several studies. Among the
most common and popular navigation algorithms sug-
gested in the state of the art are dead-reckoning-based,
landmark-based, vision-based, behavior-based navi-
gation techniques. Each of these navigation tech-
niques has its own advantages and disadvantages, al-
though it is difficult to rate them objectively. How-
ever, some aspects can be unequivocally compared,
such as the computational complexity, the navigation
accuracy, or the amount of information a priori re-
quired for the proper operation of the algorithm.

The fundamental idea behind the dead-reckoning
navigation techniques is that they provide position,
heading, translational, and rotational velocities of
an autonomous mobile robot. These techniques are
widely used due to their simplicity and easy main-
tenance (D’Orazio et al., 1993). The shortcomings
of this technique is obviously that small precision er-
rors and sensor drifts inevitably lead to increasing
cumulative errors in the robot’s position and orien-
tation over time, unless an independent reference is
used periodically to correct the errors. As an alterna-
tive to dead-reckoning-based methods, natural or ar-
tificial landmarks have been used at various locations
in the environment in order to better estimate the posi-
tion of the mobile robot (Lin and Lal Tummala, 1997;
Yi and Choi, 2004). Nevertheless, a landmark-based
navigation strategy relies on identification and sub-
sequent recognition of distinct features or objects in
the environment that may be a priori known or ex-
tracted dynamically. Due to sensors noise and pos-
sible dynamic changes of the operating environment,
the recognition process of features or objects might
become quite challenging. Given the shortcomings
of the landmark-based techniques, some researchers

shifted their interest to vision-based navigation sys-
tems. Vision sensors can have wide field-of-view,
can have millisecond sampling rates, and can be eas-
ily used for trajectory planning (Desouza and Kak,
2002). Yet, some disadvantages of vision include lack
of depth information, image occlusion, low resolution
and the requirement for extensive data interpretation
(recognition). As the development of different au-
tonomous robot navigation techniques in real-world
environments constitutes one of the major trends in
current research on robotics, one important problem
is to cope with the large amount of uncertainty inher-
ited from natural environments. As such, soft com-
puting techniques have received a considerable at-
tention in recent years. Numerous navigation tech-
niques have been suggested in the state of the art us-
ing some tools of computational intelligence such as
fuzzy logic, neural network, neuro-fuzzy system, ge-
netic algorithm, or several combinations of them.

With these concerns in mind, several works have
considered localizing a mobile robot based on the ap-
plication of emerging RFID technology owing to its
wide availability, non-touch recognition system that
transmits and processes the information on events and
environments using a wireless frequency and small
chips. Since an RFID system can recognize at high-
speed and send data within various distances, the ap-
plication of RFID technology has been increased and
RFID systems have been applied for the robot tech-
nology recently (Kulyukin et al., 2004).

Hahnel et al. studied to improve the localization
with a pair of RFID antennas (Hahnel et al., 2004).
They presented a probabilistic measurement model
for RFID readers that allow them to accurately local-
ize the RFID tags in the environment.

In addition, robot’s position estimation techniques
can be classified as range-based and bearing-based.
The main idea behind range-based techniques is to tri-
laterate the robot’s position using some known refer-
ence points and the estimated distances at those points
in the environment. Distances can be estimated from
either RSS measurements or time-based methods. Al-
though a small subset of such works have explored the
use of Time of Flight (ToF) (Lanzisera et al., 2006)
or Time Difference of Arrival (TDoA) measurements,
RSS is generally the feature of choice for indoor posi-
tioning. This is due to the fact that RSS measurements
can be obtained relatively effortlessly and inexpen-
sively. In addition, no extra hardware (e.g., ultrasonic
or infra-red) is needed for network-centric localiza-
tion (Youssef, 2004). On the other hand, bearing-
based schemes use the direction of arrival (DoA) of
a target. However, these schemes require multiple
range sensors in order to be better suited for mobile
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robot applications (Kim and Chong, 2009).

3 PROPOSED RFID-BASED
RELATIVE POSITIONING
(RPS)

The fundamental problem in most real-world local-
ization systems is to produce position estimate from
past observations on a discrete grid of points in an en-
vironment. Despite the significant limitations of RSS
measurements stated in the literature, the proposed
approach seeks a function modeled by

p̂ = f (p1, . . . , pN),

where N is the total number of RFID tags placed in a
3D workspace, pi = (xi,yi,zi) with 1 ≤ i ≤ N repre-
sents the coordinates of an RFID tag in the world co-
ordinate system, and f is a function of RSS measure-
ments associated with the RFID tags. p̂ = (xr,yr,zr)
is the estimated relative position of the robot with re-
spect to the desired path on the ground. In the cur-
rent work, the position estimation is restricted to the
2D space due its simplicity, as such, zr, which is the
height information, is simply ignored. To quantify the
navigation accuracy, the error model is defined by

ê = ‖ p̂− p‖ ,

where p is the true position of the mobile robot.
In order to compute the estimated relative position

of the mobile robot using an RFID system, RFID tags
are arranged in a fixed pattern on the ceiling, for in-
stance, as depicted in Figure 1. An RFID reader is
mounted on the mobile robot and four tags are at-
tached to the ceiling. The points P1, P2, P3, and
P4 define the orthogonal projections of the four tags
on the ground. The robot is supposed to navigate
along the virtual desired path defined by the projec-
tion points.

3.1 Technical Background of an RFID
System

We now review the fundamental properties of a com-
mercially available RFID system in the market. RFID
is a type of automatic object identification system.
The principle of an RFID system consists of storing
an individual static binary code to every object that
need to be identified and the automatic seizing of in-
formation via radio waves. An RFID system is mainly
composed of three main components: a tag, an RFID
reader, and a host computer (Peris-Lopez et al., 2006).

Y

Z

Tag 2

Tag 1 Tag 3

Tag 4

Source tags Destination tags

P1 P3

P2

−Y

Ceiling

Ground

P4

−X X

Mobile robot

Right of path

Left of path

In path

Figure 1: Relative position system setup.

The tag is composed of a microchip with some ba-
sic storage capabilities, and a coupling element such
as antenna coil for communication. An RFID reader
is generally composed of an RF module, a control
unit, and a coupling element to interrogate electronic
tags via RF communications. The purpose of the host
computer is to execute a special purpose software in
order to store, process, and analyze the data acquired
by the reader. In the current work, an RFID reader is
interfaced with the robot’s central processing unit to
perform further processing of tags’ information.

3.2 Relative Positioning Technique

As mentioned above, most of the existing RFID sys-
tems available in the market provide only static in-
formation which limit its applicability in many real-
world proximity-based RFID applications. In the cur-
rent work, we propose a navigation strategy for guid-
ing a mobile robot in an indoor environment using a
customized RFID tag architecture that allows to en-
code some dynamic information along with its exist-
ing static ID. Figure 2 depicts a customized model of
an RFID tag employed in the current research. The
tag receives an RF signal transmitted by the reader
which is then rectified to get its RSS value. In the
present RFID system, the tag has some processing
capability to convert the RSS value into an 8-bit bi-
nary code. As can be seen in figure 2, the RSS mea-
surement of the RFID reader query is embedded with
the tag’s existing static binary ID (16-bit in this case)
which is then backscattered to the RFID reader. It is
important to articulate the fact that the reader archi-
tecture of the proposed RFID system requires no cus-
tomization as it would read the 24-bit (16-bit tag-ID +
8-bit RSS) frame in exactly the same way it normally
reads tag-IDs. The RFID reader extracts the frame
backscattered by the tag which is then passed to the
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Figure 2: Proposed RFID architecture.

processing element on the robot’s board to decode it
into a tag-ID and an RSS value. The RSS values are
used to approximate the relative position of the mo-
bile robot with respect to its desired path.

We now explain how the relative position of the
robot can be approximated by incorporating tags’
RSS values in an indoor environment. In this work,
the robot is presented with a set of four tag-IDs,
S = {1,2,3,4}, for instance, where tags with IDs 1
and 2 define the source (starting) point, and the tags
with IDs 3 and 4 define the destination, respectively.
Note that the tag coordinates in the world coordinate
system are not necessarily known. The robot com-
putes its position with respect to the desired path by
extracting and decoding the frames backscattered by
fours tags defining the path. The RSS values are then
used to model the relative position which is defined
by

∆RSS = (RSS1 +RSS3)− (RSS2 +RSS4) , (1)

where the RSSi with 1 ≤ i ≤ 4 represents the average
RSS value associated with tag i. The RSS samples
received from each tag are passed to an M-point mov-
ing average filter for better estimation. The filter is
modeled as

RSSi =
1
M

M

∑
j=1

RSS ji ∀i ∈ S , (2)

where RSS ji is the jth RSS value at tag i. The signif-
icance of ∆RSS is the amount of robot’s divergence
from its desired path. Ideally, ∆RSS is closest to nil
when the robot is on the right track. It diverges from
zero as the robot moves drifts away from its path. The
sign of ∆RSS then depends on the side of the path the
robot is located.

(a)

(b)

Figure 3: RFID system (a) RF module used to emulate an
RFID tag4 and (b) Make controller board used to emulate
an RFID reader2.

4 RFID SYSTEM
IMPLEMENTATION

The proposed RFID system is emulated using the
XBee Pro Modules1 shown in Figure 3(a) as an in-
tegrated RF solution. The modules include MC13193
RF chip by freescale, which is compliant to the IEEE
802.15.4 norm (Graefenstein and Bouzouraa, 2008).
One of the XBee Pro modules is attached to the Make
Controller (MC) board2 (figure 3(b)) to emulate a
commercial RFID reader. The MC board secures the
communication between the emulated RFID reader
and the robot.

In order to obtain an RSS value from a tag i,
1 ≤ i ≤ 4, the reader broadcasts a message with its
own static address. The tags are simply configured to
reply to the reader’s query with their individual binary
frames. As mentioned above, each tag’s frame con-
sists of its 16-bit static address and 8-bit RSS value.

1http://www.digi.com/products/wireless/point-multipoint/xbee-pro-
series1-module.jsp, http://www.digi.com

2http://www.makingthings.com/, http://www.makingthings.com
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The reader simply extracts and decodes the frames in
order to get the tag’s ID and the corresponding RSS
value and then passes them along to the mobile robot
for further processing.

5 EXPERIMENTAL RESULTS

The purpose of this section is to provide details on the
experimental evaluation of the proposed relative posi-
tioning system using the emulated customized RFID
tag architecture. The performance is evaluated using
real data in a research laboratory that reflects a typical
indoor operating environment.

The experiments of the proposed RFID-based
RPS were carried out at discrete points distributed
over approximately 3×6×2 m test area of a research
laboratory with four tags attached on four different
posts (≈ 2 m high). The test area is divided into uni-
form square grids of 30× 30 cm2. The layout of the
test environment is depicted in Figure 4. The orthog-
onal projection points of the four tags on the ground
are what we call herein S1 and S2 for source, and D1
and D2 for destination. The desired trajectory is the
line linking the midpoints of the lines connecting S1
and S2, and D1 and D2, respectively.

To test the proposed RPS concept, ∆RSS is com-
puted at 30 different locations: 10 on the desired robot
trajectory (shaded area in figure 4), 10 on its left, and
10 on its right. The results are revealed in Table 1.
Each RSS value (in dB) is the output of an 8-point
moving average filter as defined in (2). It can be seen
from Table 1 that the data corresponding to the left of
the path is globally larger than zero, which confirms
that the robot is indeed out of its desired trajectory.
However, the same conclusion cannot be generalized
on the data collected on the right of the path since it
is generally close to that collected on the path. This
may be due to several reasons. The side test locations
are only 0.6 m off the path, which is an insignificant
distance compared to the height of the emulated RFID
tags (2 m). In other words, the distance between S1
and robot location 5, for instance, is not significantly
different from that between S1 and location 5R. This
is a main source of ambiguity which contributes to
this lack of precision. We believe that ∆RSS would
be more distinguishable across the three regions if the
side locations were at least 3 m off the path. This
threshold highly depends on the RF signal attenuation
with the distance traveled. It is also important to in-
vestigate better noise filtering techniques to filter the
severe noise experienced at the testing scene. The lab
at which the experiments were conducted contain an
abundance of metal cabinets and obstacles of various
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Figure 4: Experimental setup of the proposed navigation
system.

materials. Such a choice was made on purpose to test
worst condition scenarios.

6 CONCLUSIONS

The rising prominence of location estimation in many
real-world applications necessitates the development
of an appropriate positioning system in an indoor en-
vironment. Due to the ubiquity of such localization
systems, the proposed RFID-based localization sys-
tem provides a suitable and a cost-effective solution
for devising such systems. In this paper, we have ex-
amined the problem of relative positioning system us-
ing RSS measurements of a modified RFID tag archi-
tecture and have proposed a novel guidance principle
for a mobile robot to navigate in an indoor environ-
ment based on the strength of the RF signal transmit-
ted by the RFID reader. As the first contribution of the
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Table 1: Performance of the relative positioning system.

Position S1 S2 D1 D2 ∆RSS
1L 41 41 58 53 5
2L 44 44 58 54 4
3L 47 46 59 54 6
4L 50 45 55 54 6
5L 50 48 50 50 2
6L 51 52 49 46 2
7L 53 57 53 40 9
8L 53 58 50 41 4
9L 54 55 48 42 5
10L 63 60 43 38 8
Average 5.1
Std. Dev. 2.3
1 28 36 53 56 -11
2 42 38 54 57 1
3 44 45 50 50 -1
4 47 46 54 56 -1
5 50 46 52 54 2
6 51 52 49 49 -1
7 52 54 49 42 5
8 55 53 41 49 -6
9 57 56 38 44 -5
10 57 61 39 36 -1
Average -1.8
Std. Dev. 4.5
1R 37 42 62 57 0
2R 45 43 58 54 6
3R 43 47 56 51 1
4R 55 47 58 53 13
5R 54 51 49 49 3
6R 54 54 52 50 2
7R 56 57 49 48 0
8R 55 54 44 47 -2
9R 53 53 39 45 -6
10R 57 59 37 42 -7
Average 1.0
Std. Dev. 5.8

current work, spatial relative positioning is proposed
to address the variability of tags’ RSS patterns over
the workspace. The proposed method was evaluated
using real data from a typical office environment. Al-
though the preliminary results reported in the present
manuscript reveal what might be a promising indoor
RPS method, more effort needs to be done to bring
the proposed technique to a more mature stage.
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Abstract: This paper discusses the performance of OPC UA security model at field device level. Process networks 
have traditionally been isolated networks but today there is interest to integrate process networks to 
manufacture and office network. Remote management of field devices via Internet is also gaining interest. 
This requires implementation of TCP/IP in field devices. However, this causes process networks not being 
isolated anymore and attention must be paid to the security of process networks. OPC UA is a specification 
for data transfer in automation systems that can be used to integrate information, horizontally and vertically. 
Security has also been considered in OPC UA but security measures implemented by OPC UA are too 
heavy to be uses in field devices. Thus, implementing security profile for authentication without encryption 
in OPC UA or running OPC UA on IPSec without its own security profile is proposed.  

1 INTRODUCTION 

Today, there is a growing interest towards the 
integration of TCP/IP to the process networks. In 
process networks, security has traditionally been 
based on access control. Traditional fieldbus based 
process networks have been isolated networks. 
Security has been based on restricting physical 
access. Therefore it has been assumed that there are 
neither passive nor active attacks in process 
network. Security measures in isolated process 
networks have been targeted against user errors. 
However, this isolation is not the case anymore as 
TCP/IP is merged to field devices. This allows field 
devices to be managed over Internet using web 
applications but this also provides a path for an 
attacker from Internet to process network using 
attacks that are well trained in the Internet. It seems 
that the focus on attacks on automation systems is 
shifting from internal attacks towards external 
attacks (Treytl et al., 2005). Still, backdoor accesses 
such as desktop modems, wireless networks, laptop 
computers and trusted vendor connections are 
remarkable sources of attacks (Byres & Hoffman, 
2003). The shift can be inflicted because of the path 

to automation systems that TCP/IP produces. It 
appears that the external attacks aren’t targeted 
specifically to automation systems but they inflict 
them as well (Treytl et al., 2005). There is also much 
interest towards wireless techniques in process 
network. Controlling access to a wireless media is 
very hard, if not impossible.  Considering these 
changes in process networks it is clear that the 
assumption of a secure media in process network is 
no longer valid. Therefore security against 
intentional misuse must be considered. 

2 SECURITY AT THE FIELD 
DEVICE LEVEL 

2.1 Concepts of Security 

Security can be divided into sub concepts and 
examine security using these sub concepts. These 
sub concepts are confidentiality, integrity and 
availability. Confidentiality guarantees the data from 
unauthorized disclosure, integrity guarantees that 
data is transferred unaltered in the information 
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channel. Availability is reachability of data for 
authorized users.  

The confidentiality of the data can be assured by 
encrypting data, the integrity of data can be assured 
using hash codes to authenticate data. Availability is 
more complex concept and any single technique 
can’t assure it. It’s also usually reverse requirement 
compared to confidentiality and integrity. Securing 
availability requires common practices and 
techniques to ensure that all the field devices and 
fieldbus in process network are fully functional 
continuously.  

2.2 Device Level Limitations 

The International Society of Automation (ISA, 
2004) has defined distinctions between process 
networks and office networks that create differing 
requirements for security. Specific features for 
process network, that are important in the sense, of 
this paper is that field devices have little resources, 
unwanted incidents can cause serious damage to 
property, injuries and even death to people, events in 
the network are time critical, data and services must 
be available, integrity of data is very important and 
that data in process network isn’t confidential.  

It is a well-known fact that encryption causes 
much more delay in communication than 
authentication. For example in IPSec, encryption 
takes multiple times more time than authentication 
(Elkeelany et al., 2002). Because the events in the 
process automation are time critical and data has 
importance for only short period of time 
confidentiality isn’t a requirement for process 
network. Availability on the other hand is an 
important requirement for process network, because 
missing control or measurement data can inflict 
serious damage to property and people.  Another 
requirement for process network is integrity of data, 
because modification of messages and unauthorized 
messages can also inflict serious damage.  

3 MINIMUM REQUIREMENTS 
FOR FIELD DEVICE LEVEL 
SECURITY 

3.1 Security Requirements for Process 
Network 

The requirements for security in process control are 
availability of data and data integrity. However 
availability in process network can’t be guaranteed 

with just a single technique. It can be assured with 
security policies and different techniques. Therefore 
it’s out of scope of this paper. As processing time is 
scarce resource in field devices, requirements for 
process network, in the sense of this paper, can be 
compressed to following sentence. In process 
network, data integrity has to be assured as little 
process time as possible without endangering the 
keys used in authentication. 

3.2 Processing Time Consumed by 
Authentication 

Processing time consumed by authentication is 
dependent on the used algorithm and length of the 
key. Therefore short keys would be better in field 
device level than longer keys. European Network of 
Excellence in Cryptology divides algorithms to 
secure or not secure (ECRPYT) (2008). Key lengths 
on the other hand, can only be secure enough, 
because every key is possible to break using brute 
force. However, it should be noted that if a key is 
adequate today it doesn’t mean that it’s still 
adequate in future. Automation systems can be used 
even for decades and same cryptographic keys are 
probably used in process networks from start-up to 
shutdown. Therefore, it shouldn’t be possible to 
break algorithms and keys during periods between 
yearly maintenance for decades to come. It isn’t 
possible to concretize this because future is hard to 
predict but it’s not advisable to use algorithms and 
key lengths defined as not secure.  

4 OPC UA 

4.1 Introduction to OPC UA 

OPC means open connectivity via open standards in 
industrial automation and the enterprise systems that 
support industry. OPC UA is the specification that is 
supposed to integrate data exchange in automation, 
horizontally and vertically. There are nine other 
OPC standards that are in use. These specifications 
are used in different purposes and they all have their 
own niche. OPC UA on the other hand is suppose to 
operate in all those different niches and ultimately 
replace all the other OPC specifications completely. 
The motivation to start the standardization of this 
unification was compatibility issues in integration of 
different specifications. OPC UA responds this by 
offering a unified interface to be used in all the 
networks in automation. OPC UA specification is 
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already released and reference models are soon to be 
ready. 

4.2 OPC UA Security Model 

The security model of OPC UA is specified in part 2  
of the specification by OPC Foundation (2009). This 
document describes how security can be assured 
using OPC UA. First, secure channel is established 
to guarantee confidentially, integrity and application 
authentication. Second, secure session is established 
between server and client to guarantee user 
authentication and authorization. It should be noted 
that confidentiality is not a requirement at field 
device level and it consumes more calculation power 
than integrity.  

Security of data transfer in OPC UA is specified 
in part 4 of the specification by OPC Foundation 
(2009). Secure data transfer between clients and 
servers in OPC UA is based on certificates issued by 
certificate authority (CA). OPC UA client and server 
both have application instance certificates, which are 
sent to the other member of communication channel 
while establishing secure channel. Both parties 
validate received certificates from CA. After secure 
channel have been established client starts to 
establish a session with server by sending its 
software certificate to server. While application 
instance certificates identify instances, software 
certificates identify particular users. Server responds 
to this request by sending its own certificates and 
once again both members validate received 
certificates from CA. Certificates validated in OPC 
UA are X.509 certificates. In field device level 
verifying every received certificate from CA would 
cause significant delay to data transfer. Therefore, 
due to X.509 hierarchical nature it would be feasible 
for automation system provider to act as CA. For 
example PLC could act as CA for all the field 
devices connected to it. 

The security profiles of OPC UA are specified in 
part 7 of the specification by OPC Foundation 
(2009). There are three security profiles available in 
OPC UA: Basic128Rsa15, Basic256 and none. 
Basic128Rsa15 is a suite of security algorithms that 
include aes128 for encryption, sha1 for 
authentication and rsa15 for key wrap. Similarly 
basic256 includes aes256 for encryption, sha1 for 
authentication and RsaOaep for key wrap. Security 
policy none doesn’t include any security algorithms. 
There are also asymmetric equivalents for 
symmetric algorithms but they are probably too 
calculation expensive to be used in field device level 
to guarantee security. 

OPC UA Stack is specified in part 6 of the 
specification by OPC Foundation (2009). OPC UA 
is located at the application layer in OSI model. In 
figure 1 is depicted OPC UA stack compared to OSI 
model. From figure 1 can be seen that OPC UA 
stack and OSI model overlap. For example transport 
layer is done again in OPC UA stack. UA Transport 
Layer establishes session between two entities as 
does transport layer in OSI model. 

 
Figure 1: OPC UA stack in OSI model. 

5 IPSEC 

IPSec is a network layer protocol that can assure 
data confidentiality and integrity, origin 
identification and prevent replay attacks (Douligeris 
et al., 2007). IPSec consists of three elements. First 
element is security mechanisms. In IPSec there are 
two of them: authentication header (AH) for 
authentication and encapsulating security payload 
(ESP) for encryption. Security mechanisms can also 
be united to guarantee both encryption and 
authentication. Second element is security 
association. This is an agreement on which security 
mechanisms are used between two members in data 
transfer. Third element is the infrastructure for key 
management. It is used to agree an SA between two 
members. 

There are also two modes for transferring data: 
transport and tunnel. In transport mode ESP 
mechanism encrypts and optionally authenticates IP 
payload. AH on the other hand, authenticates 
payload and also selected portions of IP header. In 
tunnel mode IP packet is encapsulated inside another 
IP packet. This way inner IP packet is examined 
only by the end-points of the data transfer. Thus, 
data integrity and confidentiality of the whole inner 
IP packet can be guaranteed. 

Another security solution providing data 
integrity for TCP/IP based field device could be TLS 
(Dierks & Allen, 1999). It offers the same security 
as IPSec and it is implemented in common web 
browsers, which makes it a good choice for remotely 
configure field devices (Treytl et al., 2004). 
However, in process network control and 
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measurement data are one-way traffic. There is no 
need to acknowledge received packets. Data has 
value for only a short period of time. If a packet is 
lost on transfer is doesn’t matter because another 
packet is sent shortly after previous. Therefore, there 
is no need to establish connection between field 
devices and connectionless UDP would be better 
solution than TCP. TLS can’t be used over UDP but 
UDP can be packed to IPSec (Alshamsi & Saito, 
2005). Thus, IPSec was chosen to under inspection 
in this paper. 

6 PERFORMANCE ANALYSIS 

This paper tries to determine whether the security 
model of OPC UA is efficient in data transfer or 
could there be another solution for secure data 
transfer in process network, still allowing OPC UA 
services to be used. 

All three OPC UA security profiles, none, 
basic128 and basic256, were measured as well as 
IPSec AH. Also basic128 and basic256 data 
authentication without encryption were measured. 
However it should be noted that authentication 
without encryption is not an OPC UA security 
profile. By doing also these measurements IPSec 
AH and authentication done by OPC UA security 
profiles can be compared. Three packet sizes were 
used in calculations 1024 bytes, 10 240 bytes and 
102 400 bytes to measure delay caused by security 
measures. 

 
Figure 2: Delay inflicted using 102 400 bytes packet size. 

In figure 2 is presented measurements done using 
packet size 102 400. Although this packet size isn’t 
realistic in field device level it depicts the overall 
situation well. From figure 2 can be seen that 
encryption causes much more delay compared to 
authentication and security profile none. It can be 
also seen that measurements for all authentication 
algorithms and security policy none were similar. 

Therefore it can be said that because confidentiality 
isn’t a requirement in field device level and because 
encryption adds a lot of overhead to measurement, 
encryption is not feasible solution to guarantee field 
device level security. 

 
Figure 3: Delay inflicted using packet size 1024 bytes. 

In figures 3 and 4 are presented delay inflicted 
using 1024 bytes packet size. In figure 3 are 
presented security profile basic128 and none. In 
figure 4 are presented security profile basic256 and 
IPSec AH. From figure 3 and 4 can be seen that 
delay caused by all of these security profiles is alike. 
It can’t be said whether one is better than the other. 
More measurements are needed for to draw 
conclusions. However measurements clearly show 
that in small packet sizes authentication doesn’t 
cause significant delay compared to security profile 
none. 

 
Figure 4: Delay inflicted using 1024 bytes packet size. 

7 CONCLUSIONS AND FUTURE 
WORK 

Preliminary results show support the hypothesis that 
OPC UA security models are not efficient enough to 
be used in field device level data transfer because 
there isn’t plain authentication supported. Therefore 
it’s suggested that either new security profile for 
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authentication is included or that IPSec is used along 
OPC UA to guarantee integrity at automation field 
device level. This way field devices can be remotely 
managed over TCP/IP and still assure integrity of 
data efficiently at field device level. Data transfer in 
OPC UA rests on x.509 certificates. In future it 
should be considered whether there would be better 
solution for field device level. For example by PLC 
acting as CA. 
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Abstract: Flexibility, throughput, maintainability, scalability, reliability and low cost: That are the main optimization
criteria of material flow systems (MFS). The most of this criteria are diametrical and so hardly to improve
considerably with today’s existing transportation devices and their static control structures. Hence a new
approach of a transportation systems with cooperating robotic units and a novel cognitive environment will be
presented. This approach will combine different research areas like robotics and wireless sensor networks to
achieve a higher degree of flexibility.

1 INTRODUCTION

This paper will discuss aspects that will lead to a
novel, cognitive material flow system (MFS). These
aspects are: modularity, energy consumption, dy-
namic sensor integration, and computational architec-
ture.

A few years ago carrying speed and throughput
were the main performance metrics in MFSs. In the
future properties like flexibility, modularity, reconfig-
urability and redundancy will play a decisive role.
Reasons are the growing number of different prod-
ucts and product variants and thereon shorter product
life-cycle and the growing complexity of products and
processes. At the same time the product quality shall
by high, the price low and the delivery time short. The
movements of goods in a transfer station thus have to
be organized in a flexible manner to fulfill these partly
conflicting requirements with minimal stock of inven-
tory.

Nowadays it isn’t possible anymore to build a
MFS for a transfer station which will last for 10 years
or longer without being rebuilt substantially. In the
future a MFS has to be reconfigurable by design, it
must be possible to change the layout with a small
amount of time and cost to be able to react on chang-
ing requirements (Windth, 2006). The static control

structure of former systems has proved to be too in-
flexible. Therefore a new dynamic control approach
an a new robotic system is needed to overcome these
issues.

To build such new systems it has to be investi-
gated (1) how to modularize the transportation system
and how to identify the modules of single transporta-
tion unit (horizontal/vertical actuators, energy supply,
controller, communication, etc.), (2) how these mod-
ules can be enabled to automatically acting as sin-
gle transportation units, (3) how the different trans-
portation units can cooperate with each other by using
agent-based technologies to achieve a common pur-
pose, (4) how to integrate all the necessary sensor in-
formation into a cognitive environment.

Paper Organization. The remainder of the paper is
organized as follows: Section 2 introduces the new
approach of a cognitive MFS. Section 3 discusses the
related work and will show a research trend. Sec-
tion 4 presents the cognitive MFS approach. The sec-
tions 5 and 6 highlights the systems requirements and
also approaches towards a cognitive MFS. Section 7
presents concluding remarks.
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2 APPROACH

A cognitive MFS is characterized by (1) strict modu-
larization where all modules are able to take individ-
ual, autonomous decisions of there acting, (2) coop-
eration of the modules in order to form a larger en-
tity and/or to perform tasks collectively, (3) the in-
corporation of the environment in form of intelligent
sensors, (4) dynamic reconfigurability of the system
through adding, removing or rearrangement of mod-
ules, (5) goods accompanied by intelligent SW com-
ponents cooperating with the before-mentioned enti-
ties in order to reach their destination.

The approach of decentralized cooperating au-
tonomous logistic units, where goods and the trans-
portation system autonomously make decisions, can
be a way to realize the requirements drafted above
(Scholz-Reiter et al., 2007b), (Scholz-Reiter et al.,
2007a). Regarding where the decision is taken, the
approaches can be separated into two clusters (1)
good driven (Scholz-Reiter et al., 2006), (Scholz-
Reiter et al., 2007a): An embedded device attached to
the package escorts the goods to its destination. Dur-
ing the transportation process the embedded device
cooperates with the environment to achieve its goal.
(2) Transportation system driven: The environment
around the goods takes the decisions. Here a possible
process looks like that: With the arrival and identi-
fication of a good at the entry gate the environment
creates autonomously the specific transport order that
from now on escorts each autonomous transportation
unit that handles these goods.

These autonomous transportation units are able to
make their own decisions and to cooperate with each
other. They can decide which transportation order
they accept and how to deliver the good to the de-
sired sink. Furthermore they achieve a high degree
of freedom through the ability of cooperation with
other units. To raises the degree of flexibility even
more the transportation units consists of 1...n inter-
changeable modules. These modules are pluggable
in vertical and horizontal direction to build an unique
transportation unit. The abilities that these unique
transportation unit now has, is derived from the cur-
rently used modules (Günthner et al., 2008b). The
control paradigm of smart independent, autonomous
transportation units shall lead to positive emergence
with the promise to cope with the high dynamic of
logistic systems (Windth, 2006). The main goals of
such distributed systems are increased flexibility, car-
rying speed and throughput, increased maintainabil-
ity, scalability and reliability through redundancy and
decreased livecycle cost.

3 RELATED WORK

This section will provide an overview of the state of
the art of robotic MFSs. It will not only focus on sys-
tems that are available on the free market but also on
the current research. This paper will separate these
products/projects into the following three categories:
(1) central control and autonomous behavior: These
MFSs are controlled via a central instance, where all
the decisions regarding the transportations order are
scheduled. These robotic systems are usually appli-
cation specific and, hence there is no need for coop-
eration between the robots to fullfill a goal. (2) lo-
cal control with autonomous behavior: Because of lo-
cal control the presented system are scalable, flexible
and failsafe. Thereon, the installation and reconfigu-
ration costs are lower in comparison to central con-
trolled systems. The robots act autonomously and
don’t cooperate. (3) local control with swarm be-
havior: robots cooperate with each other to achieve
a common goal. This requires the ability to commu-
nicate with each other and to make local decisions.

Central Control with Autonomous Behaviour.
The Kiva warehouse management system by Kiva
Systems (Guizzo, 2008), (Wurman et al., 2008) is a
commercial system for commissioning of products in
stocks with small parts. The stock consists of many
adjustable shelves with a matrix like structure on a
flat ground. Small autonomous robots (Drive Units,
DU) are able to drive under a shelf, lift it up and
bring it autonomously to other locations, e.g. a pick-
ing station. Orders are accepted from a warehouse
management system by a central computer (Job Man-
ager, JM) which is responsible to schedule the DUs
and picking stations as well as the shelf space at
the station. After receiving a transportation request
from the JM the DUs are responsible for their own
task planning, path planning plus motions planning
and control. Communication between the agents is
done with XML messages at the higher level trans-
mitted by wireless technologies. Because of the agent
based architecture the system is highly scalable and
can grow with the requirements, where the central-
ized Job Manager is a limiting part. A disadvantage is
the limited field of application domains. The system
is mainly useful for order picking processes that have
a high degree on manual work.

Local Control with Autonomous Behaviour. Mul-
tishuttle is a product by Siemens Dematic AG devel-
oped together with Fraunhofer-Institute for Material
Flow and Logistics in Dortmund,Germany. The mod-
ular system consists of autonomous vehicles driving
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rail-bounded inside of a warehouse system. The vehi-
cles can drive at the horizontal direction and they can
autonomously load and unload product carrier (at the
same time). Rails are laid in several stacked levels.
They take care for both - guiding the vehicles and en-
ergy delivery. Movement at the vertical direction is
done by lifts. Transport orders are communicated to
the vehicles by WLAN. The rail-bound energy deliv-
ery leads to a lower weight and price. But for the same
reason the vehicles are bound to the warehouse, they
can’t deliver goods in the total area of the delivery sta-
tion. In contrast to traditional warehouse systems like
a shelf access equipment, the Multishuttle system is
scalable. Thereon, the throughput be increased with
some additional vehicles.

The system Servus form the Austrian company
Servus Robotics (Servus Robotics, 2006), (Robotics,
2005) is intended for intra-logistics assembly automa-
tion. Like Multishuttle the system is rail bounded.
The vehicles are able to act autonomously. They
accept transportation orders through an infrared or
WLAN interface. Additional information of the
goods, like necessary processing steps, is stored at the
vehicle. The goods themselves don’t need to be intel-
ligent. Additional actuators can be build upon the ve-
hicles, e.g. to be able perform processing steps while
the goods are carried. Energy is not supplied by the
rail, unlike the Multishuttle, instead each vehicle has
its own fast rechargeable energy supply.

Local Control with Swarm Behaviour. Another
project investigating in robotic conveyers is the
KARIS project of the Institute for Conveying Tech-
nology and Logistics (IFL) at the University of Karl-
sruhe, Gemany. They have presented a robotic trans-
portation system (Baur et al., 2008), that consists of
several homogeneous transportation units which are
able to drive at the floor or stand at the floor while
acting as a conveyer. The wheels thereby are turnable
at 360 degrees providing free movement at the hori-
zontal plane. A KARIS unit is able to carry payload
by its own or if the charge is too large or too heavy,
many KARIS units build a swarm and carry the pay-
load together. If a large throughput is required several
units can be combined to build a continuos conveyer
with sorter function. Swarm building and acting is the
actual research work at IFL.

The institute for Materials Handling, Material
Flow, Logistics (IML) in Munich (Gemany) pro-
posed a concept for future material handling systems
(Günthner et al., 2008b), (Günthner et al., 2008a) con-
sisting of low-scale autonomic transportation units.
All transportation vehicles are small and have a sim-
ple and basic design causing a low price because

of high volume production. For special roles they
shall be able to be equipped with manipulators like
a lift fork, roller or belt conveyer. They shall be au-
tonomous with their own intelligence and communi-
cation options. If a task can’t be achieved by a single
vehicle, more of them shall form a swarm and act to-
gether.

Figure 1: Trendline of robotic material flow systems.

Conclusion on the Related Work. As it is de-
picted in Figure 1 there is clear trend line towards au-
tonomous robotic systems that can act in a swarm to
achieve common goals in MFSs. The discussed re-
search projects KARIS is an elaborated robotic sys-
tem that shows that these systems can act in two
ways: as a discontinuous or continuous conveyer.
Nevertheless, this systems has no flexibility regard-
ing the transported goods. The concept of the IML
has this ability because of its changeable manipula-
tors. Thereon, it can pickup different kinds of goods,
like pallets and mixed cargo. But both approaches
are limited to operate on the floor. In the following
this paper will present an promising approach that self
adapts to the transported goods and the layout of the
transport area.

4 COGNITIVE MATERIAL FLOW
SYSTEMS

A transfer station scenario with cognitive transporta-
tion units (CTU) is drafted in figure 2. Here the sta-
tion consists of entrance and exit areas, a storing area
and a working area between the entrance and the exit.
Goods are delivered, e.g. by trucks at the ports of the
entrance area. On the other side goods are removed
at the ports of the exit area. The CTUs (red vehicles
in the picture) are responsible for good transportation
(goods are represented as pallets at the picture). Ac-
cording to the requirements CTUs can act as continu-
ous conveyors or discontinuous conveyors equipped
with different manipulation units depending on the
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kind of goods. In general the CTUs are modular. Be-
cause of the unified model it is possible to combine
arbitrary modules in vertical and horizontal manner.
Communication between the CTUs and the environ-
mental sensors is done wireless. In figure 2 two types
of communicating sensors are shown. The red one is a
mobile sensor (CTU in its rule as a sensor); the green
one is a fixed location sensor. The shown scenario
raises some questions to the aspects of modularity,
energy supply, sensor data delivery, dynamic sensor
integration, and communication. These aspects are
highlighted in the following sections.

Figure 2: A cognitive material flow scenario.

5 COGNITIVE
TRANSPORTATION UNIT

Modularization. As it has been stated in the pre-
vious section the CTU consists of modules that have
different abilities. This key approach of modulariza-
tion gives cognitive MFSs the flexibility to adapt not
only to fluctuation in the load but also to adapt to
different kind of goods that need to be transported.
So needs a parcel an other manipulator as an mobile
shelve. The decomposition of the CTU leads to the
following kinds of modules: (1) A conveyer module
for fast transportation of goods in horizontal direc-
tion. If many of this modules stands next to each other
they can act like a continuous conveyer system. (2) an
elevating module, for movements in vertical direction
to lift or lowering goods. This module is needed, e.g.
to transport an mobile shelve or to compensate dif-
ference in the height during the pick up process of a
good. (3) A manipulator module can either work in
combination with the conveyer module or with the el-
evating module to grab or release a good. To be able
to handle different kind of goods, e.g. pallets or mo-
bile stock, there should also different kind of manip-
ulators. (4) A power supply unit, that energizes the
system. Like the other modules this is also designed-
for-purpose. So can the power supply unit be based on
batteries or can even be a stationary power supply to
support or load other CTUs. (5) The movement unit

allow the CTU to act as an discontinuous conveyer
system, with different kind of this modules the CTU
are able to drive on the floor and also to drive into a
stock.

Because the power supply is an mandatory on,
there are at least 20 CTU combinations possible,
which will leverage the MFS to respond in an even
more flexible way. The modules can either be stacked
vertical (on top of each other) , e.g. to build discon-
tinuous CTU (with modules (1)-(5) ) or horizontal to
build a continuous CTU with module type (1). There
should be no limitation regarding the used number
of modules to build an CTU. The modularization re-
quires new ways of communication, control and per-
ception between the CTU modules and then between
the CTUs themselves.

Towards a CTU System Architecture. The pre-
viously described modularization has also its impact
on the computational architecture of the CTU. Here
are different communication channels mandatory: (1)
The vertical channel handles the communication be-
tween the modules of the CTU. This communication
channel have hard criteria regarding the reliability of
data transmission and real-time requirements, e.g. be-
cause of used closed control loops that set the speed
of the CTU wheels. Thereon this channel is typically
wired and represented by a field bus with high band-
width, like CAN or Flexray. (2) A horizontal chan-
nel: This communication interface is used to interact
with (a) other CTUs and (b) the cognitive environ-
ment, which is discussed in detail in the next sec-
tion. A communication between the CTUs occurs,
when goods need to be transfered between them or
when transportation orders need to be negotiated or
for swarm cooperation. The channel (2) with its dif-
ferent interfaces is a wireless one, that has to ful-
fill special requirements regarding energy optimiza-
tion or real-time. Because of the numerous commu-
nication interfaces, that have divers API and physi-
cal characteristics, an abstraction layer is needed that
makes the communication to the CTU modules and
CTU itself transparent. This abstraction layer (mid-
dleware) has to support Quality of Service parameters
that specify the fault tolerance or real-time level of the
communication. Furthermore this Middleware has to
support different embedded devices, that are used in-
side the CTU modules or the sensors from the cogni-
tive environment. This can differ in used micropro-
cessor architecture, e.g. from 8-Bits to 32-Bits archi-
tectures and their program storage size (flash-size).

Energy Efficiency. As stated in (Overmeyer et al.,
2007) optimization under changing general condi-
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tions has still to be favorable for the overall logistic
system. A battery is a limiting factor for the time t
of useful work. The strategies the CTUs are using
to fulfill a task directly influence the energy drain of
the battery. For example, if the CTUs try to greed-
ily minimize the waiting time criterion in (Overmeyer
et al., 2007) they drive with the highest speed to the
nearest source, catch a palette and drive with highest
speed to the sink of the palette. If all CTUs choose
this egoistic strategy they start to block each other be-
cause the most efficient path from the source to the
sink is overused. At the end they may not be able
to fulfill the task at all because the strategy is to en-
ergy consuming for the whole system. For this kind
of system the optimization criteria has to be reformu-
lated in a way considering energy consumption. A
trade-off has to be found between the energy con-
sumption and the application needs. As an exam-
ple, for high prioritized costumers the focus lies on
speed and energy is less considered and for low pri-
ority costumers energy is considered more. For the
longest availability of the overall system a uniform
distribution of energy might be useful. But, this op-
timization may lead to the fact that all CTUs have to
recharge at the same time and the system is unavail-
able; an additional optimization criterion might then
be that the mean number of recharging CTUs is e.g.
not higher than 15% of all CTUs in the system. The
following assumptions are made: Batteries recharg-
ing takes a significant long time. During this period
the CTU is not able to do valuable work, e.g. it is
unavailable. Three states characterize the (simplified)
CTU: driving, turning and lifting. Every system state
has characteristic power consumption at a time t and
the overall system energy consumption at time t is:

EAutSys = EDriving(t)+ETurning(t)+ELi f ting(t) (1)

Additionally the power consumption depends on the
load (kg), the speed (m

s ) and acceleration ( m
s2 ) of the

CTU. If the CTUs now receive a task they have to
(1) choose a strategy for the task and (2) estimate the
time they will spend in each system state, (3) calcu-
late the overall energy for the chosen strategy and (4)
compare the energy consumption with the given opti-
mization criterion - if this is violated go back to (1).
With this approach an energy optimized strategy for
logistic systems can be found.

6 COGNITIVE ENVIRONMENTS

The basic cognitive capabilities are perception, rea-
soning, learning and planning. A cognitive environ-
ment consists of systems that show a similar strate-

gic behavior like human individums do. For the mod-
elling of cognitive human processes, e.g. cognitive
systems, different architectures have been developed
(Laird et al., 1987) (Anderson and Lebiere, 1998). In
these architetures the perception (sensing) of the envi-
ronment and the storage (memory) of sensor data are
important basics for learning and reasoning. In for-
mer logistic systems like forklifts the only sensory in-
formation comes from the limited human perception.
The same problem have autonomous logistic systems
e.g. driver-less systems that rely on built-in sensor in-
formation. Their view of the environment is limited
to the perception ability of the integrated sensors.

Sensor Abstraction. In the proposed transfer sta-
tion scenario sensors are usable by everyone. This
expands the view of the environment to the whole
scenario. Every autonomous system is able to get
this view to raise the correctness of their decisions.
For example, in (Riedmaier, 2008) the only sensor in-
formation was the soil condition of the track. With
only this information the speed of forklifts could be
optimized and the handling of palettes could be in-
creased about 5%. In the proposed transfer station
scenario external sensors are attached to the walls able
to detect movement of non-cooperative and coopera-
tive systems. With the help of these sensors a CTU is
able to drive with high speed towards an intersection
where it otherwise would not be able to sense if an-
other robot is crossing it and, therfore had to reduce
the speed. To unify sensor communication wireless-
and wired communication media have to be integrated
into every sensor. So, every sensor can act as fixed ex-
ternal sensor or if necessary can be attached to an au-
tonomous robot to improve their sensing capabilities.
As the cognitive logistic system allows a task adapted
flexible restructuring, fixed sensors are a problem. To
allow flexibility, the CTUs are able to move the sen-
sors to a new position. From the modeling point of
view, sensors are agents running a sensing task for a
long time. In the restructuring process of the logistic
system they get a new task and autonomously decide
if they can fulfill this task (1) with their sensing ca-
pabilities and (2) at their actual position. If (1) is not
fulfilled they have to reject the task, if (2) is not ful-
filled they can require help from an autonomous robot
to replace them to a better position. Agents are the ab-
straction of the real embedded devices in the proposed
cognitive logistic system and consequentially sensors
are abstracted with agents as well - this unifies the
whole transfer station scenario world view. Further
usage of the network of sensors can be as a communi-
cation relay for the CTUs and sensors. Due to limited
propagation of radio waves in logistic in-door facili-
ties the assumption that all sensors can communicate
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with each other is not true. Therefore, using the multi-
hop capability of modern wireless sensor networks is
a good way to extend the range of the sensors and the
CTU’s communication system.

Sensor Data Memory. Sensor data is important for
decision making of the control algorithms. There-
fore, it needs to be protected from communication
and sensor node failures. For industrial environments
WirelessHART (HART Communication Foundation,
2007) is a standardized protocol for reliable wireless
communication and can be used in the proposed trans-
fer station scenario. It provides robust self-organizing
and self healing mechanisms to encounter communi-
cation failures. But networked sensors have far more
potential, in a cognitive system they can be used as
distributed observers. A distributed observer is a sen-
sor with its own memory that stores a snapshot of
the past. It is similar to the human short-term mem-
ory (with low-capacity) and is used in many cognitive
modelling architectures (Laird et al., 1987) (Anderson
and Lebiere, 1998). This kind of sensors can answer
questions about situations of a larger context, which
is usful for coordination and optimization purposes.
Distributed sensors have an area to observe. For ex-
ample, a fixed sensor knows about the robot traffic in
his area and can therefore give a usage estimation of
the path belonging to his observation area. Techni-
cally, sensors now have to store their data instead of
just sending real-time data to the CTUs. The CTUs
then ask the sensors for certain events in their stored
history snapshot. For fault-tolerance reasons, sensors
are allowed to replicate their data to other fixed or mo-
bile sensors. They can use different replication strate-
gies to trade-off data availability for energy and vice
versa.

7 CONCLUSIONS AND FUTURE
WORK

Present state-of-the-art projects were considered as
too domain specific and not able to raise the flexibil-
ity of logistic systems comprehensively. Therefore,
this paper proposed modular principle that raises the
flexibility of the system. Energy is an important fac-
tor for battery driven autonomous robots, therefore
strategies for the trade-off between energy consump-
tion and timelines were discussed. Furthermore, a
unified sensor integration scheme was proposed that
raises the cognitive perception ability of the whole lo-
gistic system and a sensor data concept that enables
the idea of a distributed observer was shown. At the
moment the proposed models are being implemented

and in a next step they will be simulated. The goal
of the simulation is to find the best granularity of the
modularization and to find the best cooperating strate-
gies for autonomous logistic systems. As a next step
a test bed implementing figure 2 for validation of the
chosen strategies will be created.
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Abstract: This paper presents a comparative approach on the use of different industrial networks configurations and 
industrial communication protocols. Some aspects, that may influence the right choice of the most indicated 
protocol for each industrial network configuration, are discussed. It is presented a case study and two 
configurations networks implementing two industrial communication protocols. The respective advantages 
and disadvantages are presented. All the detailed aspects including the data exchange are presented too. The 
obtained results are extrapolated for other similar industrial applications. 

1 INTRODUCTION 

This works appears on the context of developing and 
implementing new solutions for industrial networks 
implementation. This line of research is being 
developed by a team from the School of Engineering 
of University of Minho and involves some 
departments of the School.  

The first results, here presented, are the first one 
obtained from an initial study that it is intended to be 
more complex and exhaustive.  

Industrial communications have significantly 
evolved since their appearance in the 1970s. Faster 
and more reliable communication protocols have 
been proposed and deployed in industrial 
applications (IEC 61784-2). 

The necessity that the companies have to 
improve their competitiveness has lead to many 
developments on this field, related with more 
complex industrial networks applications and with 
more complex communication protocols elaboration. 
This increasing of competitiveness is a constant 

objective for all the companies in general and for the 
Portuguese companies, in particular. 

In order to facilitate the management and control 
of manufacturing processes it is, currently, very 
important the flexibility of the implemented 
management and control systems for the 
manufacturing processes. For that accomplishment, 
it is necessary a fast access at the information, 
means that allow a fast decisions according the 
manufacturing process behavior and, more 
important, the possibility of improvement of the 
manufacturing systems efficiency.  

With the development of the communication of 
the industrial networks, with the evolution of the 
industrial communication protocols and the 
increasing of the exigency level - characteristic of 
the manufacturing process control - the knowledge 
and the know-how associated at these realities is 
becoming crucial on the development and 
improvement of competitiveness of the industrial 
companies. 

348



 

In this paper it is intended to compare and 
conclude about industrial network configurations 
and to compare industrial communication protocols 
too. Some propositions for the best communication 
protocol to be applied on some industrial network 
configurations are also presented.   

In order to achieve the main goals proposed on 
this paper, the paper is organized as follows: Section 
1 used to present the challenge of the work. In 
section 2 it is presented a background about 
industrial networks and industrial communication 
protocols. Further, section 3, it is presented a case 
study that permits the application of two industrial 
network configurations and, also, two industrial 
communication protocols application. Section 4 is 
devoted to the presentation of the developed work 
followed by the Section 5, where are presented and 
discussed the obtained results. Finally, section 6, 
there are presented the main conclusions of this 
study and some guidelines for the future work. 

2 BACKGROUND 

In this section it is presented a brief overview of 
industrial networks and some of the most used 
communication industrial protocols.  

2.1 Industrial Networks 

The industrial networks can be implemented 
considering several types of controllers. 

Among these controllers, the Programmable 
Logic Controllers (PLCs) are the most used due to 
their robustness when submitted to industrial 
environments which are characterized by adverse 
conditions (like magnetic fields, vibrations, dust, 
noise, among others). 

With the current increase of industrial networks, 
the availability of user friendly environments and 
software tools that allow a better use of the industrial 
networks capabilities is also improved. 

The access to different network nodes must be 
fast and must allow supervising all the processes 
even if they are physically independent. 

An industrial network may have different 
components; therefore, it implies that the connection 
type between these components may be different, 
leading to the need of using sub-networks. Thus, to 
define some order and criteria on these links, it can 
be considered a set of hierarchical levels related to a 
common industrial network. These hierarchical 
levels can be defined by different ways and using 
different criteria. Nevertheless, the pyramid CIM 

(Computer Integrated Manufacturing) (ISA-
dS95.01-1999) is a good approach for illustrating 
these levels (Figure 1). 

 
Figure 1: CIM Pyramid (ISA-dS95.01-1999). 

The CIM Pyramid is divided in levels 
concerning the type of application to be controlled. 
The considered levels are Management, Control, 
Process, and, finally, the Inputs and Outputs 
variables.  

The Management level is concentrated on all the 
information concerning to the network. Usually, it is 
used a Personal Computer (PC) in which it can be 
seen all the performance of the plant using a 
Supervisory Control and Data Acquisition (SCADA) 
system (Pires and Oliveira, 2006).  

At the Control level it is established the 
connection between PCs and PLCs.  

The Process level is characterized by the 
controllers and PLCs for the industrial process 
control. 

Finally, the Inputs and Outputs level includes the 
sensors and actuators devices. This is the lowest 
level of the CIM Pyramid. It is also the closer level 
to the plant, where the network is applied. 

In the Management level, as in the Control level, 
the type of network used is a Local Area Network 
(LAN) (IEEE 802.1AB-2005) as for example the 
Ethernet (Felser, 2005). 

At the Process level other types of networks are 
used. One of the most implemented is the 
PROFIBUS network (PROFIBUS International, Liu 
et al., 2007). Also, at this level, the Actuator/Sensor 
Interface (AS-I) network may be used (Lee, 2001). 

The Ethernet appears with the main goals of 
reducing costs, increasing dependability, sharing the 
information and the physical resources in the same 
transmission environment by using a coaxial cable. 
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The Ethernet technology has, as physical 
devices, the coaxial cables with small and large 
diameter, or the plaited pair of cables.  

With the Ethernet network some topologies are 
possible: star, tree or ring type configurations. For 
the communication between the several devices 
there exist some transmission environments: the 
Simplex, where the transmission is done in a 
unilateral direction; the half duplex, where the 
transmission is done from and to each device; and 
the full duplex, where each device simultaneously 
transmits and receives information.  

The Profibus network has different 
functionalities for its communication protocols: the 
profibus Fieldbus Message Specification (FMS), the 
Distributed Peripherals (DP) and the Process 
Automation (PA), where the physical transmission is 
done by RS485. The profibus FMS is a protocol 
used on the PCs and PLCs communication, but 
Ethernet network is substantially increasing on this 
domain application. The DP profibus is used for the 
communication between small PLCs and for the 
communication between PLCs and the controllers. 
With the transmission environment RS485, it can be 
used a complexity until 32 devices, including the 
first initial node of the connection. Usually, this 
node is a small PLC. The PA profibus network is 
implemented to link sensors and actuators, 
connected to a master PLC that centralizes all the 
relevant data to the control system. 

The AS-I network is used for the lowest level of 
automation systems. There are about 80 international 
developer companies that use this type of network.  

This is a low cost network and easy to expand. 
Like Profibus, it is allowed the use of a maximum of 
32 devices. The maximum allowed length is about 
100 meters. 

2.2 Industrial Communication 
Protocols 

With the increasing of the competitiveness and the 
set of different PLC products existing in the market, 
it is usual, in an industrial plant, to coexist different 
types of PLCs. The communication between these 
systems is necessary in order to accomplish all the 
benefits proposed by the industrial networks. 

For the communication between these physical 
devices, different solutions in the set of industrial 
communication protocols are used. The advantages 
of universal protocols (open protocols) seem natural, 
because they allow the exchanging of data and 
information between different types of systems.  

In this group of protocols, one of the most used 
is the serial communication protocol. But there are 
others, like the Synchronous Serial Interface (SSI) 
and the Bi-directional Synchronous Serial Interface 
(BiSS). As open protocol, the Profibus (previously 
described) is also very used. 

There are, also, other protocols that are restrict 
and proprietary of the controllers’ manufacturers. 
For instance, the Hostlink and the Factory Interface 
Network Service (FINS) protocols are two examples 
of a large set of these closed protocols (Kizza, 
2005).  

The main advantage of using closed protocols is 
improving the simplicity of network implementation 
and configuration. The manufacturers of these 
protocols have well adapted software tools and a 
very structured set of configurations that 
considerably help the designers. 

The main advantage of open protocols is that 
they can be used and shared by different devices 
from different manufacturers. Using these protocols 
it is possible to exchange data and information 
between several commercial devices. The 
characteristics of these protocols are similar, no 
matter the device manufacturer, so different 
companies use them as a way to promote their own 
products and also to increase the competiveness 
between the device manufacturers. 

In fact, if it is necessary to expand the industrial 
network, adding new devices, these protocols have 
real advantages when compared to the closed 
protocols. In addition, they are at low cost. The main 
reason to decrease the cost of these protocols is that 
the devices manufacturers intend to increase the 
competitiveness (Kizza, 2005). 

3 CASE STUDY 

The automated line production which was used in 
this study is a didactic Modular Production System 
(MPS) of the Mechanical Engineering Department 
Automation Laboratory of University of Minho, in 
Portugal. Although being didactic, this equipment is 
a well achieved simulation of a real system. Its 
command module is being used in real line 
production systems. All the control tasks are assured 
by a Programmable Logic Controllers (PLCs) 
Network specially designed for the purpose (figure 
2). 

This system is composed by five modules, 
named as follows:  

Module 1 – Distribution 
Module 2 – Test 
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Module 3 – Processing 
Module 4 – Transport 
Module 5 – Separation 

 
Figure 2: Modular Production System. 

These modules have an independent control, 
each one being controlled by a single PLC, all the 
PLCs being controlled by a PC. 

The identification of the component type is made 
in the module 2. The control programming assure 
that on the module 5, the components are assorted 
by size, colour or material, as well as rejected 
components, each one being directed to an 
appropriated conveyor. 

In order to obtain some results comparing the 
communication protocols it was decided to 
configure the control structure in two different kinds 
of networks really implemented in industrial 
systems. 

In a first step, the PLCs corresponding to each 
module were connected in a network, in a parallel 
configuration, as shown in figure 3. All the 
networked PLCs are at same level of control 
(network N1). 

 
Figure 3: Scheme of the implemented network (step 1 of 
the study). 

In a second step, the MPS was separated into 
five independent modules, where each one 
represents a sub-network, as illustrated in figure 4, 
network N2. 

 
Figure 4: Scheme of the implemented network (step 2 of 
the study, with sub-networks). 

The used protocols for this study were the 
Hostlink and FINS protocols from OMRON 
Company (www.omron.com). 

On the first step approach it was used the 
Hostlink protocol and on the second step approach it 
was used the FINS protocol. 

4 DEVELOPED WORK 

Networks N1 and N2 were implemented 
(www.omron.com). 

In the case of network N1, Hostlink protocol is 
often employed. Each PLC has a dedicate 
identification number (ID). The configuration frame 
includes: the PLC ID number, the definition of the 
action to be performed, e.g. to read a process 
variable value (counting pieces in a process line 
production) or to send a command value to the 
working system (switching on an actuator).  

The command frame includes the following 
fields (Figure 5): constant parameters definition, the 
first one indicates the frame starting point and the 
terminator parameter designates the ending point; 
the node number is the PLC ID number for 
communication; the header code and the text are the 
definition of the action and the data to be exchanged 
in the communication process, respectively.  

 
Figure 5: Hostlink command frame. 

The response frame to the previous command is 
shown in Figure 6. The start and ending points are 
identical to the command frame. The difference is in 
the end code parameter definition which corresponds 
to an indicator of success or error in the transmission 
line established.  
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Figure 6: Hostlink response frame. 

This protocol is adequate for using in a small 
network with parallel PLCs configuration which can 
be a constraint when working with complex control 
systems. To overcome this limitation and when sub-
industrial networks are implemented (Network N2), 
FINS protocol is an adequate solution. 

Figure 7 shows the structure of the command 
frame sent to the network to communicate to the 
PLC. The frame is similar to the Hostlink protocol 
but it includes the specific FINS command, the 
action to be performed, the target sub-network and 
the corresponding PLC, in order to establish the 
communication. This frame is detailed in figure 8. 

In the frame it must be defined the destination 
PLC and to where (which network and PLC) the 
response message should be returned.  

 
Figure 7: FINS protocol frame. 

 
Figure 8: Parameter specification in FINS command. 

Between the FINS characteristic parameters, the 
parameters DNA, DA, SNA and SA1 are particular 
important, as they define the PLC communication 
command target and the destination of the response 
message. DNA is the destination network address, 
DA1 is the destination node address and in order to 
define to where the response message should be 
sent, the SNA, source network address ans SA1, 
source node address, must be configured.  

5 RESULTS DISCUSSION 

Hostlink and FINS protocols were tested and 
compared in two types of industrial networks: a 
simple network N1, represented in Figure 3 and a 
more complex one, N2, shown in Figure 4. 

First, network N1 was tested. Two values were 
read from the PLC memory position Core Input 
Output (CIO) starting from position number 10. 
Table 1 shows the configuration of the command 
frame for writing, sent by the personal computer 

(PC) to the PLC, by using both protocols, Hostlink 
and FINS. 

Table 1: Command frame for writing. 

Protocol Frame 
Hostlink @00WR000A0001000237* 

FINS @00FAF000000000102B0000A0000020001
000200* 

 
Table 2 shows the response frame sent by the 

PLC to the PC, also employing both protocols. 

Table 2: PLC response frame to writing command. 

Protocol Frame 
Hostlink @00WR0045* 
FINS @00FA00400000000102000040* 

 
The test was repeated but for reading command 

of two values in PLC memory CIO which are in 
position 9. Tables 3 and 4 show the command for 
reading sent by the PLC and the corresponding 
response frame sent by the PLC. 

Table 3: Command frame for reading. 

Protocol Frame 
Hostlink @00RR000900034A* 
FINS  @00FAF000000000101B000090000

0278* 

Table 4: Answer table from PLC. 

Protocol Frame 
Hostlink @00RR0000000001000243* 
FINS @00FA00400000000101000000010

00240* 
 
Analyzing Tables 3 and 4 it is verified that the 

frame lengths are different. This is due to the fact 
that the configuration parameters are diverse. In this 
case, network N1, Hostlink protocol is easier to 
configure, the frames are shorter, being more 
adequate for the application system. 

A second configuration was tested, network N2, 
where the MPS process is controlled by the PLC 
connected to a specific sub-network.  

As Hostlink protocol cannot be used in industrial 
systems where sub-networks are configured, only 
the FINS protocol was implemented. 

Table 5 presents the command for writing sent 
from the PC to the PLC positioned in a sub-network 
and the corresponding PLC response command. The 
command consists of writing two values starting in 
position 10 of CIO memory. 
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Table 5: FINS writing command/response frames. 

FINS protocol Frame 
Command code @00FAF8000020101000000000001

02B0000A000002000100020A* 
Response 
command 

@00FA00C0000200000001020000
010100000025002232* 
 

 
Table 6 tests the command for reading two 

positions in PLC (placed in the sub-network) CIO 
memory starting from position number 10.  

Table 6: FINS reading command/response frames. 

FINS protocol Frame 
Command code @00FAF800002010100000000000

101B0000A0000020A* 
 

Response 
command 

@00FA00C0000200000001010000
010100000025002231* 

 
As it can be seen in Tables 3 to 6, the frames 

lengths are different in all tested cases, being the 
FINS frame larger than the Hostlink. FINS protocol 
needs more parameters to configure the 
communication. For a correct and successful data 
transmission, all the FINS parameters must be 
defined even if they have null value.  

In the Hostlink code, the writing and reading 
command frames make use of two specific 
characters, namely, RR and WR, respectively. 

In FINS protocol the code is implemented using 
two hexadecimal values, four characters. For 
example, the code 0101 is for reading and 0102 is 
for writing. Both can be used to read and write in 
any PLC memory position. On the contrary, 
Hostlink protocol needs other commands to write in 
a different memory position. Both frames signal 
when the communication is successful. 

Apart from having different frame lengths, 
Hostlink and FINS have also different data 
transmission capacity. FINS has a maximum 
capacity of 1115 characters while Hostlink has a 
lower capacity, 131 characters.  

In summary, with FINS protocol we can access 
the whole network, including the PLCs that are in a 
sub-network. By using such a network it is possible 
to monitor and manage the whole line production 
from a working place.  

For a correct use of both protocols, it is 
necessary to know the network type. If two PLCs are 
connected by a profibus link, the PLC slave cannot 
be accessed if both master and slave PLCs are in the 
same network as the PC. In profibus network, the 
slave device periodically sends to the master the 

memory positions, configure by the network 
manager.  

6 CONCLUSIONS AND FUTURE 
WORK 

This paper presents part of the on-going work 
regarding industrial networks design for complex 
systems.  

An automated line production, a didactic 
Modular Production System (MPS), was used as the 
case-study. In spite of being didactic, this equipment 
is a well achieved simulation of a real world 
controlled system. All the control tasks are assured 
by a Programmable Logic Controllers Network 
specially designed for the purpose.  

The communications protocols Hostlink and 
FINS used as information coordination methods 
between the PLCs and the production equipment 
control system were described and tested. 

Although being a proprietary communication 
protocol, FINS becomes particular important due to 
its simplicity, economy of time and development 
costs.  

In the near future, we are going to implement, 
test and discuss other types of industrial protocols 
using the demonstration system. An extensively 
comparative study for evaluating the protocols’ 
performance will be carried on. 
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Abstract: Computer aided engineering (CAE) provides proper means to support New Product Development (NPD) by 
simulation tools. Simulation furthers early identification of product characteristics to reduce costs and time. 
The applicability of simulation models in NPD strongly depends on their validity, thus validating a 
simulation poses a major issue to provide correct experimentation results. The authors propose a matrix 
based approach to combine solution neutral system representation, solution specific product representation, 
and product behaviour in order to raise system comprehension to support validation of simulation models. A 
case study exemplifies the suggested approach. This paper illustrates the matrix based product 
representation at composing a flexible multibody simulation of a highly dynamic linear shafting machine 
tool. The approach supports preprocessing and validation of a flexible multibody simulation model. 

1 INTRODUCTION 

New product development (NPD) nowadays grounds 
on simulation tools provided by computer aided 
engineering (CAE). It becomes reasonable to 
evaluate engineering design in early stages before 
starting physical prototyping and thus enables early 
anticipation of product characteristics. Simulation 
also assists further development of existing products 
or establishing a line of products. 

As summarized in (Musselman 1994; Robinson 
and Bhatia 1995; Robertson and Perera 2002) a 
simulation project comprises interpretive, 
developmental, and analytical facets. Modelling 
includes problem formulation, model 
conceptualization, data collection, model building, 
verification, validation, analysis, documentation and 
implementation. 

Validation requires that the model is an accurate 
representation of the system being modelled taking 
into account the modelling purpose (Robinson and 
Bhatia 1995; Sargent 2004). The modelling purpose 
includes requirements on the model itself. Reasoning 
and derivation of conclusions by experimentation 
with the model requires successfully model 
credibility and thus completed validation. Thus 
validating a simulation poses a major issue to 
provide correct experimentation results. The authors 

propose a matrix based system representation to 
support validation of simulation models in CAE. 

The paper contains in section 2 background 
information. Section 3 introduces a matrix based 
product representation to raise system 
comprehension and thus to support system 
validation in CAE. Section 4 illustrates a case study 
of supporting a flexible multi body simulation in 
further developing a machine tool. Section 5 
discusses the application of the suggested approach 
in the case study. Section 6 concludes the paper. 

2 BACKGROUND 

According to (Sargent 2004) analysis and modelling 
derive a conceptual model based on the problem 
entity which represents the system. The conceptual 
model represents the system for a particular study. 
Implementation of the conceptual model leads to a 
computerized model. Validation of this 
computerized model by operational validation 
proves that the model’s output behaviour represents 
sufficiently the problem entity for the model’s 
intended purpose. VDI 3681 emphasises that 
validation is the proof that a system satisfies the 
requirements (VDI 2005). Bender narrows down the 
term validation as “doing the right things” contrary 
to the term specification that comprises “doing the 
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things properly” (Bender 2005). Sargent summarizes 
and details several validation techniques (Sargent 
2004): (1) Animation, (2) Comparison to other 
models, (3) Degenerate Tests, (4) Event Validity, (5) 
Extreme Condition test. (6) Face Validity, (7) 
Historical data validation, (8) Internal Validity, (9) 
Multistage Validation, (10) Operational Graphics, 
(11) Parameter Variability – Sensitivity Analysis, 
(12) Predictive Validation, (13) Traces, and (14) 
Turing Tests. Either the developer, or the user or a 
third party conduct one or more of these techniques 
either concurrently with the development of the 
simulation model or afterwards. 

In product development concerned with not 
merely mechanical products several types of 
relations connect components systematically such as 
function, structure, and behaviour (Pahl and Beitz 
1995; Ariyo, Eckert et al. 2006). A physical form 
with a specific structure characterizes design 
artefacts and enables to carry out function. The 
product structure comprises parts that interact 
amongst other and cause behaviour.  
Based on these various approaches of product 
representation in NPS have been developed (e.g. 
seePahl and Beitz 1995; Lindemann 2007). Solution 
neutral and/ or solution specific system/product 
representations exist. Solution neutral 
representations support to lose fixation to specific 
physical solutions to further generating new 
conceptual ideas. E.g. functional modelling 
describes a system abstractly without sticking to 
specific solutions. 

As Browning states the design structure matrix 
(DSM) is a well established method for handling 
complex systems (Browning 2001).  

Relations within one domain such as function or 
structure fill the DSM in order to reveal 
interdependencies between elements. Maurer 
summarizes and details linking several DSMs by 
applying domain mapping matrices (DMM), that 
contain relations between elements of different 
domains, to gain multiple domain matrices (MDM) 
(Maurer 2007). Thus MDM methodology enables to 
interconnect solution neutral representation, e.g. by 
functional modelling, and solution specific 
representation e.g. by component structure. 
Interpretation and application of MDMs is a recent 
research task, e.g. interpretation of the meaning of 
specific patterns such as cycles (Biedermann and 
Lindemann 2008). 

Based on system representations methods such as 
Failure Mode and Effects Analysis (e.g. ((VDA) 
1999) or SAE J-1739) guide to reason about e.g. root 
causes in a structured manner by pointing to 

relations and evaluating these relations in NPD. 
They support to document problem solving tasks and 
application results in overall improvement of the 
product itself. 

Multibody simulations reveal the kinematic 
behaviour of steep bodies. Schiehlen reviews the 
history of multibody systems in detail (Schiehlen 
1997). A multibody system comprises bodies, force 
elements, and joints within a global reference frame 
(Schwertassek, Wallrapp et al. 1999). Additionally 
flexible multibody systems (fMBS) are capable to 
handle constrained deformable bodies that undergo 
large displacements, including large rotations 
(Shabana 1997). 

3 METHOD 

The authors propose a matrix based product 
representation to raise system comprehension and 
thus to support system validation in CAE. Besides 
the interconnection of the functional perspective on 
the system and the component structure of a product 
the suggested approach takes into account the 
dynamic behavior of a product (see Fig.1). 

system representation

solution neutral
description

product specific
description

behavioral
description

static dynamic

 
Figure 1: Components of the proposed system 
representation. 

Creation and interpretation of the proposed 
product representation result in a deep understanding 
of the discussed product by raising awareness of 
interrelations between the considered domains. In 
CAE this understanding supports to define the 
modelling purpose properly. Additionally extensive 
collection of specifications enriches preprocessing of 
the simulation model (see Fig. 2).  

functional
modeling

component
structure

system
behavior

functional
modeling

DSM
relates to

DMM
implemented by

DMM
refers to

component
structure

DSM
connects

DMM
realizes

system
behavior

DSM
influences

preprocessing validation experimentationmodel

 
Figure 2: Matrix based system representation supports 
modelling. 
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The matrix based system representation 
identifies relevant elements within the integrated 
domains and supports model conceptualization by 
incorporating experience and knowledge gathered 
along the product lifecycle. The product 
representation finally assists validation of the 
numerical simulation model applied in CAE. 
According to the taxonomy of validation techniques 
proposed by (Sargent 2004) the suggested approach 
furthers historical data evaluation, whereas the data 
proofs is the model behaves as the system does. The 
following section summarizes a case study carried 
out together with an industrial partner. This 
technique may be applied by the developer assisted 
by the user concurrently with the development of the 
model. 

4 CASE STUDY 

In this case study a specific linear shaping machine 
tool for fabricating crankshafts is modeled. The 
authors apply the matrix based product 
representation to support machine system simulation 
as fMBS.  
Measuring operation induced oscillations at the 
machine tool itself confirmed the existence of 
structural oscillations. The fMBS model is to 
represent the structural bending induced by mass 
forces that cause lower fabrication quality by 
deflecting the tool from the manufacturing part. By 
representing this problem entity the simulation 
provides a means to finally evaluate design concepts 
of sub assemblies to reduce the structural machine 
misbehavior. Based on detailed product 
comprehension the main purpose of applying the 
suggested approach is to carry out system analysis to 
support validation of the simulation model. 

Figure 3 depicts a simplified component 
structure of the shaping machine. It consists of (1) 
machine bed on that the (2) machine column is 
mounted. The (3) shaping head is connected to the 
machine column and comprises the (4) tool that 
moves highly dynamic up and down to machine the 
(5) part that is fixed to the machine bed. Within the 
shaping head the cutting tool moves up and down 
along vertical-axis up to 700 times per minute with a 
shifted weight of about 20 pounds and up to 20g. 
Due to the moved mass mass-forces induce bending 
of the whole machine structure that limits processing 
quality. 

(1) machine bed

(2) machine column (3) shaping head

(5) part

connection
components

base

(4) tool

 
Figure 3: Simplified component structure of the shaping 
machine. 

Physical components’ specification, the 
assembly structure, and constraints between 
components are input data for modeling. Detecting 
tooth flank quality of the manufacturing part is an 
indirect measure of structural bending and denotes 
the machine tool behavior. Machine tool parameters 
(hydraulic system pressure, lateral offset of the 
column, …) as well as cutting parameters (feed, 
speed, …) influence the machine behavior. Each 
shaping application of particular crankshafts requires 
specific cutting parameters, whereas machine 
parameters are quite independent to select. fMBS is 
considered a means to raise the awareness of the 
actual structural bending during cutting conditions in 
a new scale. 

5 DISCUSSION 

Figure 4 exemplifies information extracted from the 
proposed matrix based product representation. 
Aggregated information summarized vital aspects of 
the system. It represents the domains component, 
function, and behaviour. The mechanical parts are 
connected by the flux of force (jack screw, machine 
column, and guide rail of machine column) and are 
interlinked to the functional modelling (perform 
feed, vary part position) and the machine behaviour 
(lateral offset of machine column). Additionally 
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component specification such as stiffness, damping 
and geometrics is attached. 

lateral offset of 
machine column vary part position

perform feed

behaviorcomponet

function

stiffness
damping
geometry

machine column

guide rail of machine column

jack screw

 
Figure 4: Aggregated cluster of information. 

This kind of data aggregation supports to set up 
an enhanced fMBS simulation regarding important 
modelling parameters and thus supports focusing the 
modelling purpose and checking if the model’s 
characteristic is as consistent to the system as 
needed. The assembly shaping head is a rather 
complex mechanical and functional structure and 
needs to be discussed in detail regarding the 
modeling purpose. Comprehension of interrelations 
within this assembly is a key to become aware of the 
system and thus vitally determines the preprocessing 
of the fMBS. When modeling the system the 
developers focus on representing the machine 
complexity as far as needed, especially when 
integrating machine parameters and flexible parts. 
The matrix based machine tool representation 
supported the determination of both the appropriated 
system boundary and the level of detail in 
preprocessing the fMBS. Besides it also supported 
the identification of particular parameters, which 
were primarily considered less important to 
sufficiently represent the structural behavior of the 
machine tool. The matrix based representation 
provided the base for this information to become 
worthy. Besides the matrix based representation also 
measurements of operation induced structural 
oscillations, and physical experiments supported the 
validation of the fMBS. Concurrent model validation 
enables to mature the fMBS simulation model 
further. In order to provide a means to evaluate the 
cause of tool deflection a properly validated fMBS is 
needed. Currently the fMBS represents the 
deflection of the tool identified by indirectly by 
measuring crank shafts, but sensitivity analysis is 
still been carried out. In modeling the iterative 
approach is quite time consuming and it becomes 
difficult to determine when the model is completely 
validated. Validation of the model takes place quite 

objectively by integrating the model developer and 
the user systematically. 

6 CONCLUSIONS 

The exemplified case study has proven that the 
suggested matrix based product representation could 
successfully support preprocessing and validation of 
a fMBS. Supported by the method specifications and 
machine parameters are identified to be integrated in 
the fMBS to represent structural bending induced by 
moved mass. Applying the suggested approach of 
matrix based product representation enables a 
holistic view of the system regarding component 
structure, functional modeling, and product behavior 
to support both preprocessing and validation of the 
simulation model. The significance of the suggested 
matrix based product representation strongly 
interrelates with the level of detail gained in each 
domain.  

The authors will detail the presented case study 
further more to deeply illustrate the method and will 
apply the suggested approach to different products to 
enrich the application areas. Another task will be to 
evaluate the transfer of the suggested matrix based 
product representation to other simulation methods 
in CAE. 
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Abstract: In this paper, we propose a supervision method which aims at determining pertinent indicators to optimize
predictive maintenance strategies. The supervision method, based on the AUto-adaptative and Dynamical
Clustering technique (AUDyC), consists in classifying in real time measured data into classes representative
of the operating modes of the process. This technique also allows the detection and the tracking of the slow
evolutions of the process modes. Based on the AUDyC technique, a method is proposed to estimate the
probabilities of the failure occurence of components in real time. This method is illustrated on the real case of
a temperature controller.

1 INTRODUCTION

Maintenance strategies consist in improving the
safety and the reliability of industrial processes, tak-
ing into account their characteristics and the cost of
maintenance plans (Grall et al., 2002). Amongst the
three principal types of maintenance strategies which
are proposed in the literature (Muller et al., 2004),i.e.
the corrective, the preventive and the predictive main-
tenance strategies, the predictive maintenance allows
the anticipation of failures and the optimal selection
of maintenance actions, by the estimation in real time
of the current state of the process components. This
strategy is generally based on supervision methods
and the estimation of the failure occurrence proba-
bilities of the components of the process. The ini-
tial selection of the components which are essential
to supervise, is performed by a dysfunctional anal-
ysis of the failure modes and their effects (FMEA:
Failure Mode and Effects Analysis). Then, the inter-
actions between each component are modelled by a
Fault Tree formalism (Lassagne, 2000), (Vesely et al.,
1981). Finally, the Fault Tree can be quantified by us-
ing the concept of Probability Functions by Episode
(PFE) which allow the association of a probability of
occurrence function to each component. In (Desinde
et al., 2006), the PFE of the components are supposed
to be knowna priori and resulted from factory tests of
feedback methods. We propose in this paper a super-
vision method allowing of determine the PFE in real

time. The supervision methods based on mathemat-
ical models of the process can not be used for com-
plex processes or when no physical model is avail-
able. In these cases, supervision approaches which
consist in extracting relevant and sensitive informa-
tions of the component state by using directly the
sensor signals, are more efficient. These supervision
methods gather Pattern Recognition (PR) techniques
which involve the state of a component by the analysis
of evolutive data. The PR techniques include for ex-
emple dynamic classification algorithms for evolutive
data defined in (Lurette and Lecoeuche, 2003), which
are dedicated to associate a state to one of the several
operating modes of the system. FMMC (Min-Max
Fuzzy Clustering) (Mouchawed and Billaudel, 2002)
or AUDyC (AUto-adaptive and Dynamical Cluster-
ing) techniques allow the detection and the tracking
of fast and slow evolutions of non-stationary data, and
the diagnosis of the current state of the process. AU-
DyC approach is specially adapted to the supervision
of slow evolutions or drifts due for exemple to age-
ing phenomenon (Lecoeuche et al., 2004). It allows
the classification of the observed data according to
classes which correspond to the operating modes of
the process,i.e. normal, current and default modes.
Estimation techniques of the distances between the
several classes have been proposed to quantify the
positioning of each classe. In this context, the main
difficulty is to estimate the probabilities of the fail-
ure occurrence of components according to the dy-
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namic data classification, and finally to provide indi-
cators allows the improvement of predictive mainte-
nance strategies.

In this paper, we consider processes characterised
by slow evolutions of their operating modes. We pro-
pose to use AUDyC technique to supervise the com-
ponents of the process, to estimate the probability of
occurrence of each component of the process. The
problematic addressed in this paper is detailled in the
section 2. The supervision method by AUDyC is pre-
sented in Section 3. In Section 4, we present the meth-
ods proposed to estimate the probability of the failure
occurrence of components of the process. Finally, the
proposed methods are applied to a temperature con-
troller.

2 PROBLEMATIC

Considering processes subjected to slow drifts of their
current mode towards default modes, we propose a
method which aims at determining indicators like
probabilities of the failure occurrence of components.
These indicators can be used to optimize predictive
maintenance plans. The first step of maintenance
strategy consists in a FMEA of the process to de-
termine the corresponding Fault Tree, to specify the
elementary component and the interactions between
each component. The FMEA of the process leads also
to the determination of components which are neces-
sary to be supervised. The Fault Tree is quantified
by using Probability Functions by Episode (PFE) (see
Figure 1), wherePFE(Ex) which denotes the PFE of
the eventEx is expressed by relation (1). The PFE of
events associated to elementary components,i.e. E1
to E4, are used to compute the PFE of others events,
E5 andE6.

E1

E2

E3

E4

E5

E6
t

PFE(E1)

PFE(E2)

PFE(E3)

PFE(E4)

PFE(E5)

PFE(E6)

Figure 1: Fault Tree and PFE associated to components.

PFE(E j) = ((p
E j
1 , t1), · · · ,(p

E j
n , tn)) (1)

∀ ti p
E j
i = pE j (ti), wherepE j (ti) is the failure occur-

rence probability of the eventE j of the componentj
at timeti .

The components which have to be monotored be-
ing known, it is necessary to select the variables
which are characteristics of the component state.
Three states are considered: normal, current and de-
fault modes. The goals of the dynamic data classifica-
tion technique is to classify the measured data accord-
ing to normal, current or default classes in real time.
The estimation of characteristics of the current class
leads to the detection and the tracking of drifts. The
normal and default classes are knowna priori, and are
represented in the data representation space (seeFig-
ure 2). The slow drift of an operating mode has for
effect of gradual change of the data from the normal
class to the default class. The goal is to characterize in
term of PFE the drift of an operating mode from the
normal mode to the default mode. For that, we use
AUDyC technique as modelling technique and esti-
mation techniques of the distances between classes, as
Euclidean and Kullback-Leibler distances. The AU-
DyC technique and the estimation methods of the dis-
tances are presented in the next section.tances are presented in the next section.

normal mode

de f ault mode

M
j
n

Ω
j
n

M
j
p

Ω
j
p

C
j
n

C
j
p

x1

x2

C
j
e (t1) C

j
e (tn)

Figure 2: Slow drift operating.

3 CURRENT CLASS
MODELLING BY AUDYC
TECHNIQUE

The supervision method based on the AUDyC
technique aims at monitoring each component of the
process and at determining their mode. An operating
mode is represented by a Gaussian classC j

k which is

characterized by a centerM j
k and a matrix of covari-

anceΩ j
k. These parameters are estimated in real time

according to the observed data contained into the ob-
servation vector which is denotedXi = [xi

1,x
i
2, · · · ,x

i
d]

in the d space dimensions. The AUDyC algorithm
consists in updating the class parameters recursively
on a sliding window of widthNf en taking into account

the cardinality of the classC j
k, i.e. Card(C j

k). The
steps of the algorithm, detailed in (Lecoeuche et al.,
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2004), are presented thereafter:

• If Card(C j
k)=nb ¡Nf en: Add information

M j
k(t) = M j

k(t −1)+
1

nb+1
(X(t)−M j

k(t −1))

Ω j
k(t) =

nb−1
nb

Ω j
k(t −1)+

1
nb+1

(X(t)−M j
k(t −1))⊤(X(t)−M j

k(t −1))

(2)

• If nb ≥ Nf en: Add and remove information

M j
k(t) = M j

k(t −1)+
1

Nf en
(δX+ − δX−)

Ω j
k(t) = Ω j

k(t −1)+

∆X







1
Nf en

1
Nf en(Nf en−1)

1
Nf en(Nf en−1)

−
(Nf en+1)

Nf en(Nf en−1)






∆X⊤ (3)

where:






δX+ = Xnew−M j
k(t −1),

δX− = Xold −M j
k(t −1),

∆X = [δX+ δX−].

(4)

with M j
k(t) andΩ j

k(t) respectively center and covari-

ance matrix of the classC j
k at timet, Nf en the width

of the sliding window,Xnew= X(t), Xold the old data
in the set affected toC j

k.
Then, the distances between the normal, current

and default classes can be computed according to the
center and the covariance matrix of each class. The
Euclidean distance corresponds to the distance be-
tween the center of two classes:

dEu = (M j
1−M j

2)
⊤(M j

1−M j
2) (5)

whereM j
1 andM j

2 are the centers of the classesC j
1 and

C j
2 respectively.

The Kullback-Leibler distance corresponds to the dis-
tance between two classes taking into account their
shape,i.e. the covariance matrices, (Kullback and
Leibler, 1951). In the general case (Anguita and Her-
nando, 2004), the distance between the classesC j

1 and

C j
2 is expressed by:

dkl(C
j
1,C

j
2)=

1
2
(M j

1−M j
2)

⊤(Ω−1
1 +Ω−1

2 )(M j
1−M j

2)

+
1
2

trace(Ω−1
1 Ω2 + Ω1Ω−1

2 )−d. (6)

whered is the dimension of the data representation
space,Ω1 = Ω j

1 andΩ2 = Ω j
1 are the covariance ma-

trices of the classesC j
1 andC j

2. The second term of
dkl, i.e. trace( ), is specifically impacted by the shape
and the orientation of the classes.
Finally, the distances between the several modes are
used to estimate the probabilities of the failure occur-
rence of each component, as detailed in the next sec-
tion.

4 ESTIMATION OF FAILURE
OCCURRENCE
PROBABILITIES

The probability of the failure occurrence, denoted
pE j (t), is defined as thePFE of an elementary com-
ponent, and is considered as an indicator of the dete-
rioration of this component. It is estimated according
to the distance covered by the current class towards
the default class,α(t), due to slow drifts:

pE j (t) = 1−α(t) (7)

with:

α(t) =
distance(C j

p,C
j
e(t))

distance(C j
n,C

j
p)

(8)

whereC j
n, C j

p, and C j
e are the normal, default and

current classes. The distance between two classes
is computed according to the Euclidean (5) or the
Kullback-Leibler (6) methods. It is assumed that
0≤ α(t) ≤ 1.

• Estimation of pE j (t) based on Euclidean Dis-
tance

The percentage of distanceαEu(t) which is estimated
according to the Euclidean distance (5), is used to de-

termine the probabilityp
E j
Eu(t) according to the rela-

tion (7). The example shown in Figure 3 is considered
to illustrate this method. Three classes for component
j are represented: normalC j

n, currentC j
e, and default

C j
p classes characterized by(M j

n, Ω j
n), (M j

e, Ω j
e), and

(M j
p, Ω j

p), respectively.
The percentage of distanceαEu(t) at each timet is
given by:

αEu(t) =
dEu(M

j
p,M

′ j
e (t))

dEu(M
j
n,M

j
p)

(9)

where the distancesdEu are expressed by relation (5),
andM′ j

e is the orthogonal projection of the centerM j
e

on the segment[M j
n M j

p]. The distancedEu(M
j
n,M

j
p) =
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Figure 3: Evolution of a class from the normal class to theFigure 3: Evolution of a class from the normal class to the
default class.

D j is constant (10). The distancedEu(M
j
n,M

′ j
e (t)) =

x j is determined according to relation (11) from the
triangle formed by the centers of the classes (seeFig-
ure 3). It is assumed that the current class can only
evolve towards the default class. Consequently, the
angleβ is always include between− π

2 < β < π
2 , and

the orthogonal projection of the centerM j
e is always

included in the segment[M j
n M j

p].

D j =

√

(M j
n−M j

p)⊤(M j
n−M j

p) (10)

x j(t) =
1
2

[

D j +
y2

j (t)−z2
j (t)

D j

]

(11)

with:

y j(t) =

√

(M j
n−M j

e(t))⊤(M j
n−M j

e(t)) (12)

zj(t) =

√

(M j
p−M j

e(t))⊤(M j
p−M j

e(t)) (13)

(14)

• Estimation of pE j (t) based on Kullback-Leibler
Distance

The Kullback-Leibler distance is used to estimate the
percentage of distanceαKl (t) and then to determine

the probabilityp
E j
Kl (t), according to the relation (7).

The percentage of distanceαKl (t) at each timet is
given by:

αkl(t) =
dkl(C

j
p,C

j
e(t))

dkl(C
j
n,C

j
p)

(15)

where the distancesdkl are expressed by relation (6).
The Kullback-Leibler distance between the classC j

n
and the classC j

p is constant.
The percentage of distanceαKl (t) is computed

only when the current classC j
e evolves towards the

default classC j
p. A criterion Td

c is defined to verify
this condition (16). Thus,αKl (t) is computed if and
only if the criterionTd

c is strictly negative.










Td
c =

1
Nf en−1

Nf en

∑
t=2

sign(∆t),

∆(t) = dkl(C
j
p,C

j
e(t))−dkl(C

j
p,C

j
e(t −1))

(16)

• Interpretation of pE j (t) Computed According
to Euclidean and Kullback-Liebler Distances

The probabilitiesp
E j
Eu(t) and p

E j
Kl (t) are computed

according to the Euclidean or Kullback-Liebler dis-
tancesαEu(t) and αKl (t). To interprete and verify
the pertinence of these indicators and thus the pro-
posed methods, a scenario which consists in four cur-
rent classesC j

1 toC j
4 which evolve to the normal class

C j
n towards the default classC j

p, is considered and de-
picted in Figure 4. The classesC j

1, C j
2 andC j

3 have the
same centers but their matrices of covariance are dif-
ferent. The classC j

4 is characterized by different cen-

ter and covariance matrice. The probabilitiesp
E j
Eu(t)

andp
E j
Kl (t) are computed for the four classes. The re-

sults are given in Table 1.

Table 1: Probabilities computed for the classes.

C j
1 C j

2 C j
3 C j

4

p
E j
Eu 0,50 0,50 0,50 0,56

p
E j
Kl 0,36 0,50 0,46 0,46

The Euclidean distance leads to the estimation of a
same pourcentagep

E j
Eu for classesC j

1, C j
2 andC j

3, and

to a pourcentage more important for the classC j
4. In-

deed, the center of the classC j
4 is nearest to the default

class than the others classesC j
p. This distance is eas-

ily interpretable but it does not take into account the
shape and the orientation of the classes.

The Kullback-Liebler distance leads to the estima-
tion of pourcentagesp

E j
Kl different for the classesC j

1,

C j
2 andC j

3. Although, the covariance matrix of the

classC j
1 is smaller than the covariance matrix of the

classC j
3, the difference between the obtained pour-

centages seems to be too important, and these indica-
tors are not directly interpretable as the probabilities
of the failure occurrence. Moreover, the pourcentages

p
E j
Kl of the classesC j

3 andC j
4 are identical although

the classC j
4 is nearest of the default class (seeFigure

4). Finally, the Kullback-Liebler distance allows to
take into account the shape and the orientation of the
classes, but it is not directly usable for the estimation
of the probabilities of the failure occurrence.

• New Estimation Method of pE j (t)

A new estimation method of the probabilitypE j (t) is
proposed to provide pertinent indicators which take
into account in priority the position of the classes,
but also, the remoteness, enlarging and rotation of
these classes. It consists in a weigthed combination of

p
E j
Eu(t) computed according to Euclidean distance and
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Figure 4: Scenario of evolution of classes from a normal
class towards a default class.

pε which is computed according to the second term
of the Kullback-Leibler distance (6). The probability
pE j (t) is expressed as:

pE j (t) = p
E j
Eu(t)+ λ pε (17)

whereλ (0 < λ < 1) is a weight coefficient. The pa-
rameterpε is function of the covariances matrices of
the normal, default and current classes:

pε =
T1

T1 +T2

T1 = trace(ΩeΩ−1
p + Ω−1

e Ωp)

T2 = trace(ΩpΩ−1
n + Ω−1

p Ωn)

(18)

The coefficientλ is tuned in order to take into
account the covariance matrices in the estimation
of pE j (t) without however obtaining too important
differences between the distances from the classes.
In Table 2, we presente the occurrence probabilities
computed by relation (17) according toλ = 1/10.

Table 2: Failure occurrence probabilities.

C j
1 C j

2 C j
3 C j

4
pE j (t) 0,53 0,55 0,54 0,60

If the value ofλ is too small, the shape of the class
is not taken into account, and that leads at consid-
ering only the Euclidean distance. If the value ofλ
is too big, the shape of the class has too much influ-
ence on the estimation ofpE j (t), and that leads to the
same problem of interpretation than the distance of
Kullback-Leibler. The proposed method is applied on
a real scenario in the next section.

5 APPLICATION

A temperature controller is a process which is used to
control the temperature of a client system. It is com-
posed of an electric heater, a pump, a heat exchanger
and a filter (seeFigure 5). The components of this

heater exchanger

Filter

Pump
client
system

expansion
tanksensor

coldwater

Figure 5: Thermo-regulator components.

process are subject to failures related to slow degra-
dations due to scaling and fouling essentially. If these
failures are not taken into account early enough, they
can cause the stop of the process.

The first step is the FMEA of the temperature con-
troller which allows the determination of the Fault
Tree of the process (seeFigure 6). The Fault Tree
is composed of three basic events associated to each
component and a top event which correspond to the
no temperature control. The basic events are:

• Failure of the heater(E1)

• Failure of the exchanger(E2)

• Failure of the filter(E3)

the top event is:

• No temperature control(E4)

E1 E2 E3

E4

Figure 6: Fault Tree of the temperature controller.

The temperature controller is equipped by sensors
located at the input and output of each component.
These sensors measure the pressure of the fluid. An
observation vector is done byX1 = (x1,x2,x3)

⊤ where
the three indicators are determined according to the
measurements:

x1 =
Pinput heater−Pout put heater

∆Ppump
(19)

x2 =
Pinput exchanger−Pout put exchanger

∆Ppump
(20)

x3 =
Pinput f ilter−Pout put pump

∆Ppump
(21)

wherex1, x2, x3 are indicators to monitor the heater,
the exchanger and the filter respectivelly.

The AUDyC technique allows the monitoring of
elementary components of the temperature controller.
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The estimation method of the occurrence probabili-
ties, with a weight coefficient tuned asλ = 1/20,λ =
1/50, is used to estimate in real time thepE j (t) j=1,2,3
(17) of each elementary component, and finally the
PFE of top event (E4) by propagation the basic
events.

where the eventsE1, E2 andE3 are independents.
Thus, thePFE of the eventE4 is expressed as:

PFE(E4) = ((pE4(t1), t1), · · · ,(pE4(tn), tn)) (22)

In the real scenario considered, the components of the
temperature controller are subjected to drifts as de-
picted in Figure 7. ThePFE(E4) determined accord-
ing to the relation (22) are displayed in Figure 8. On
this real scenario,the tuneλ = 1/20 leads to a too im-
portant influence ofpε, whereasλ = 1/50 presents a
good compromise. La figure 8.a montre l’influence de
la forme de la classe alors que la figure 8.b l’influence
de la forme de la classe est moins important.
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Figure 7: Drifts of operating of the components.
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6 CONCLUSIONS

The supervision method proposed in this paper al-
lows the estimation of the probability of failure occur-
rence of processes in real time. The dynamic cluster-
ing method is used to track the evolution of operating
modes of processes by determining the characteristics
of each class (center and covariance matrix).

The center and the covariance matrix being
adapted by AUDyC, the Euclidean distance and trace
of the covariance matrices are used to estimate the
probability of the failure occurrence. The Euclidean
distance does not allow to take into account the shape

and the orientation of the class, and the Kullback-
Leibler distance, are not easily interpretable. Then,
a new method which is based on the weight combi-
nation between the probabilities estimated with the
Euclidean distance and with the trace of the covari-
ance matrices, is proposed and illustrated on real case.
In futur works, we will propose a prognosis strategy
based on this method to forecast the occurrence prob-
ability of events, and a step to tune the weight coef-
ficients of the proposed method. The goal is to de-
termine indicators to improve the predictive mainte-
nance of processes. This will be implemented for pre-
dictive maintenance of the temperature controller and
of measure the apport of the proposed methods.

REFERENCES

Anguita, J. and Hernando, J. (2004). Inter-phone and inter-
word distances for confusability prediction in speech
recognition. Congreso de la Sociedad Espaola para
el Procesamiento del Lenguaje Natural, (33):33–40.

Desinde, M., Flaus, J. M., and Ploix, S. (2006). Tool and
methodology for online risk assessement of process.
In Lambda-Mu 15 /Lille.

Grall, A., Berenguer, C., and Dieulle, L. (2002). A
condition-based maintenance policy for stochastically
deteriorating systems.Reliability Engineering and
System Safety, 76(2):167–180.

Kullback, S. and Leibler, R. A. (1951). On information and
sufficiency. Annal of Mathematical Statistics,22:79-
86.

Lassagne, M. (2000). Applying a decision-analysis-based
method to the evaluation of potential risk-reducing
measures : The case of a floating production storage
and offloading unit in the gulf of mexico.SPE annual
technical conference, Dallas TX , USA.

Lecoeuche, S., Lurette, C., and Lalot, S. (2004). New su-
pervision architecture based on on-line modelling of
non-stationary data.Neural Computing and Applica-
tions Journal, 13:323–338.

Lurette, C. and Lecoeuche, S. (2003). Unsupervised and
auto-adaptive neural architecture for on-line monitor-
ing. application to a hydraulic process.Engineering
Applications of Artificial Intelligence, 16:441–451.

Mouchawed, S. M. and Billaudel, P. (2002). Influence of
the choice of histogram parameters at fuzzy pattern
matching performance, int. journal of wseas transac-
tions on system. WSEAS Transactions on Systems,
1:260–266.

Muller, A., Suhner, M.-C., Iung, B., and Morel, G. (2004).
Prognosis-based maintenance decision-making for
industrial process performance optimisation.In
7th IFAC Symposium on Cost Oriented Automation
(COA2004). Gatineau/Ottawa Canada.

Vesely, W. E., Goldberg, F. F., Robert, N. H., and Haasl,
D. F. (1981).Fault Tree Handbook. US nuclear Reg-
ulatory Commission, Washington D.C., USA.

DYNAMICAL CLUSTERING TECHNIQUE TO ESTIMATE THE PROBABILITY OF THE FAILURE OCCURRENCE
OF PROCESS SUBJECTED TO SLOW DEGRADATION

365





POSTERS





 

SELF-SIMILARITY MEASURMENT 
USING PERCENTAGE OF ANGLE SIMILARITY 

ON CORRELATIONS OF FACE OBJECTS 

Darun Kesrarat and Paitoon Porntrakoon 
Autonomous System Research Laboratory, Faculty of Science and Technology, Assumption University 

Ramkumhaeng 24, Huamark, Bangkok, Thailand 
{darun, paitoon}@scitech.au.edu 

Keywords: Self- Similarity, Face objects, Correlations. 

Abstract: A 2D face image can be used to search the self-similar images in the criminal database. This self-similar 
search can assist the human user to make the final decision among the retrieved images. In previous self-
similar search, a 2D face image comprises of objects and object correlations. The attribute values of objects 
and their correlations are measured and stored in the face image database. The similarity percentage is 
specified to retrieve the self-similar images from the database. The problem of previous self-similar search 
is that the percentage of the angle differentiation among  the objects in different part is different although 
their angle differentiation is exactly the same. The proposed model is introduced to improve the stability of 
the similarity percentage by reducing the number of face objects, object correlations, and the degree 
calculation. After testing over 100 samples, the proposed method illustrated that the stability of similarity 
percentage is improved especially for the left side objects of the face image. 

1 INTRODUCTION 

The face image is two dimensional, vertical and 
horizontal. For each image, there are 10 objects – 
Face, Right Eyebrow, Left Eyebrow, Right Eye, Left 
Eye, Right Ear, Left Ear, Nose, Mouth, and Scar that 
are identified and the size from the center toward the 
0, 90, 180, and 270 degrees of each object are 
recorded in the database. The Face object is used as 
the reference object. There are 9 object correlations 
– Face against Right Eyebrow, Face against Left 
Eyebrow, Face against Right Eye, Face against Left 
Eye, Face against Right Ear, Face against Left Ear, 
Face against Nose, Face against Mouth, and Face 
against Scar – in which their distance and angle 
toward the Face object are recorded in the database 
as well. The self-similar images in which all the 
attribute values of objects and object correlations are 
not exceed the specified similarity percentage will 
be retrieved from the database by using the 
following formula (P. Porntrakoon, 1999; V. 
Srisarkun, 2001 & 2002). 
 

( ) 100
,max

__ ×
−

≥
rq

rq
percentagesimilarityangle ii  (1) 

where q is an attribute value of the object of the key 
image and r is an attribute value of the object of 
stored image. 

It is obvious that the degree calculation of each 
object – in different part of the face – toward the 
reference object is unstable. Therefore the 
percentage of the angle differentiation among  the 
objects in different part will be different although 
their angle differentiation is exactly the same – e.g., 
2 degrees on the face.  

The proposed mothod reduces the number of 
objects to 8 objects, reduces number of object 
correlations to 7 correlations, and introduces the new 
calculations of the object correlations. The proposed 
method presents a more stable ratio of angle 
similarity among objects in different part of the face 
although their angle differentiation is exactly the 
same. Moreover, the proposed method requires less 
attributes to represent the content of the face image. 
The attribute number is adequate to retrieve the 
similar face images from the database. The space 
required to store the attribute values is less and the 
search time is much improved. 
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2 PROPOSED METHOD 

2.1 Face Image Conversion 

The face image is segmented into closed contours 
corresponding to the dominant image objects. Each 
object contains its object correlation and attributes 
(I. Kapouleas, 1990; S. Dellepiane, 1992; A.V. 
Ramen, 1993). In the proposed method, 8 objects – 
Nose, Right Eyebrow, Left Eyebrow, Right Eye, 
Left Eye, Right Ear, Left Ear, and Mouth are 
detected by specifying the top, bottom, leftmost, and 
rightmost positions of each object. Nose will be used 
as the reference object that has the correlation with 
the remaining objects. 

Therefore, a face image has 7 object correlations 
and each correlation (Right Eyebrow versus Nose, 
Left Eyebrow versus Nose, Right Eye versus Nose, 
Left Eye versus Nose, Right Ear versus Nose, Left 
Ear versus Nose, Mouth versus Nose). 

Each correlation has angular direction and 
distance to the center of the reference object. The 
distance is measured in pixel while the direction is 
measured in degrees. 

In this paper, the object and the object 
correlation are estimated prior to the storing. The 
attributes include size, distance, and angle. 

2.2 Specify the Positions of Objects on 
the Face Image and Calculate the 
Object’s Center Coordinate (x, y) 

   
Figure 1: Specified positions of the top, bottom, leftmost, 
and rightmost of each object. 

For each object, the coordinate (x, y) position of 
the top, bottom, leftmost, and rightmost are 
specified as shown in Figure 1. Then the coordinate 
(x, y) of each object’s center is calculated as 
follows: 

 

OCx = (OLx + ORx) / 2   (2) 
 

OCy = (OTx + OWx) / 2  (3) 
 

where OCx,y is the center, OLx,y is the leftmost, 
ORx,y is the rightmost, OTx,y is the top, and OWx,y 
is the bottom coordinate (x, y) of the object. 

2.3 Calculate the Distance of Each Face 
Object based on the 
Reference Object 

After the boundary and the center of each object are 
identified, the distances and angles from the center 
of reference object toward the remaining objects are 
calculated as follows: 
 

Distance = (OCy - Oy) /  TAN((OCy - Oy) / 
                  (OCx - Ox))-1   (4) 

 
Where OCx and OCy are the center coordinate 

(x, y) of the reference object, Ox and Oy are the 
center coordinate (x, y) of the correlated object. 

 

 
Figure 2: Distance of each object based on the reference 
object. 

2.4 Calculate the Angle of Each Face 
Object based on the 
Reference Object 

In the angle calculation, the direction of each object 
except the nose is measured – in degrees – from its 
center coordinated (x, y) to the center coordinated 
(x, y) of the reference object (Nose). This model 
considers the widest range of each object to the 
center object based on the location of that object 
toward the reference object as shown in Figure 3. 
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Figure 3: Distance of each object based on the reference 
object. 

The object in different location from the center 
object will use the different coordinate positions    
(x, y) to calculate the Minimum and Maximum 
degrees toward the reference object. 

Then, the widest position of each object toward 
the reference object is used to calculate the 
maximum and minimum degrees as shown in Figure 
4 and is calculated as follows: 

 

 
Figure 4: Maximum and Minimum degrees of each object 
toward the reference object. 

Min =  ATAN((OCy – X1y) / (OCx – X1x))  (5) 
  

Max = ATAN((OCy – X2y) / (OCx – X2x))  (6) 
  

Where X1x, X1y, X2x, and X2y are the widest 
positions – coordinate (x, y) – of the correlated 
object. 
 

3 EXPERIMENTS 

The experiments were performed to test the stability 
of similarity percentage by testing over 100 samples 
of front face image (640*480 resolution) which 
consider the object correlation one by one (Right 
Eyebrow, Left Eyebrow, Right Eye, Left Eye, Right 
Ear, Left Ear, and Mouth) toward the reference 
object (Nose). Then compare the similarity 
percentage of its objects by simulating that the 
object is compared with the same object size when it 
is simulated to locate at different degree (range from 
± 1-10 degrees) from its own original position to 
prove that the percent of the similarity from the 
proposed method is more stable than the old method 
“A Model for Similarity Searching in 2D Face 
Image Data” (P. Porntrakoon, 1999), “A model for 
Self-Similar Searching in Face Image Data 
Processing” (V. Srisarkun, 2001), “Self-Similar 
Searching in Image Database for crime 
Investigation” (V. Srisarkun, 2001), “A model for 
Self-Similar Search in Image Database with Scar” 
(V. Srisarkun, 2002), and “Face Recognition Using a 
Similarity-based Distance Measure for Image 
Database” (V. Srisarkun, 2002). 

Then the processes used to perform the 
experiments are as follows. 

3.1 Resize the Position and Proportion 
of the Face Objects 

To avoid the problem of the different object size 
caused by the distance of the captured images, the 
position and proportion of the objects are resized by 
adjusting the width of the reference object (Nose) in 
the captured images to have the same width. Then 
recalculate the top, bottom, leftmost, rightmost, and 
center coordinate (x,y) positions of each object 
based on the new proportion of the reference object 
as follows:  
 

NOx = (iw + (100 / ((NLx –NRx) / iw *100) 
            * (dw - (NLx –NRx)  ))) / iw * Ox 

 (7) 

  
NOy = (iw + (100 / ((NLx –NRx) / iw *100) 
            * (dw - (NLx –NRx)  ))) / iw * Oy 

 (8) 

 
Where NOx is the new x coordinate after 

resizing,  NOy is the new y coordinate after resizing,  
NLx is the leftmost, NRx is the rightmost x 
coordinate of the reference object (Nose), iw is the 
original image width in pixel, and dw is the default 
width value in pixel for resizing. 
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3.2 Calculate the Similarity Percentage 
of Angle of Each Object between 
Faces 

According to the Maximum and Minimum degrees 
of each correlated object toward the reference object 
in each face image, this model will use the minimum 
and maximum degrees of the correlated object 
toward the reference object from the same object 
correlation number in different face images to 
calculate the similarity percentage of as shown in 
Figure 5 and is calculated as follows: 
 

Percent of similarity = ((Min1, Max1) ∩  
        (Min2, Max2)) * 2 / ((Max1 – Min1) +  
        (Max2 – Min2)) *100 

 (9) 

 
Where Min1, Max1, Min2, and Max2 are the 

Minimum and Maximum degrees of the same 
correlated object toward the reference object in 
different face images. 

 

 
Figure 5: Percentage of Similarity. 

4 EXPERIMENT RESULTS 

From the experiment, we have summarized the 
results in average of percentage of angle similarity 
among object correlations on the face and standard 
deviations that compares the proposed method with 
the old one. The results are shown in Table 1, Figure 
6 and Figure 7.  
 

 
 
 
 
 

Table 1: Average Percentage of Angle Similarity result 
and standard deviation of the proposed method and the old 
method (P. Porntrakoon, 1999; V. Srisarkun, 2001&2002). 

Degree 
Different 

Average Similarity 
(%) Average STD 

Propose Old Propose Old 

1 97.7895 96.8704 0.43391 5.32916 

2 95.5776 94.4426 0.86811 8.91565 

3 93.3558 93.0225 1.30500 9.97539 

4 91.1348 91.2665 1.74134 11.9929 

5 88.9097 90.0068 2.17840 12.8165 

6 86.6606 88.7411 2.62243 13.7332 

7 84.2427 87.8864 3.15865 13.6906 

8 81.9148 86.8308 3.65496 14.2223 

9 79.6666 85.8518 4.08442 14.6272 

10 77.6822 85.0452 4.38132 14.6733 
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Figure 6: Average Similarity Percentage of the proposed 
method. 
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Figure 7: Average Similarity Percentage of the Old 
method (P. Porntrakoon, 1999; V. Srisarkun, 2001&2002). 
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We found that the proposed method provides 
more stable of the angle similarity percentage among 
object correlations compared to the old method that 
presents unstable (reference from the result of 
standard deviation value in Table 1) especially the 
left side object correlation that presents high 
deviation from the other correlated objects. 
Moreover, the old method still presents a little 
deviation when the actual different in degrees is 
increased which presents unstable result of the 
method. 

5 CONCLUSIONS 

In this paper, we proposed a method to handle 
approximate searching by image content in an image 
database. Older method, such as 2D string (S.-K. 
Change, 1987), giving binary answer is slow and not 
scaleable (S.-Y. Lee 1992). In addition, image 
content representation methods based on strings 
have been proven to be ineffective in capturing 
image content and may yield inaccurate retrieval 
(Petrakis, 1997). Our method allows querying the 
image database with the degree of similarity.  And 
we do propose the method which considers the 
stability of the angle similarity percentage among 
object correlations. Older method, (P. Porntrakoon, 
1999; V. Srisarkun, 2001&2002) also gave the 
unstable results. 

The proposed method can reduce the instability 
in the angle similarity percentage for a better 
subsequent decision making process in similarity 
searching and reduce the number of object 
correlations which fasten the searching time. 

6 FUTURE WORK 

We plan to continue our research work by replace 
the proposed model which provided more stable 
result in percentage of angle similarity among object 
correlations over the full sequence reference from 
the old model (P. Porntrakoon, 1999; V. Srisarkun, 
2001&2002) under the sample images of the same 
person which are taken at different time 
(approximately 2 -20 weeks). We believe that the 
front face photos that are taken from the same 
person at different time are not exactly the same .We 
will perform the experiments to prove the overall 
result of similarity between the future model and the 
old model. 
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Abstract: Cooperative virtual environments, where users simultaneously manipulate objects, is one of the subfields of
Collaborative virtual environments (CVEs). In this paper we simulate the use of two string based parallel
robots in cooperative teleoperation task, Two users setting on separate machines connected through local net-
work operate each robot. In addition, the article presents the use of sensory feedback (i.e shadow, arrows and
oral communication) and investigates their effects on cooperation, presence and users performance. Ten vol-
unteers subject had to cooperatively perform a peg-in-hole task. Results revealed that shadow has a significant
effect on task execution while arrows and oral communication not only increase users performance but also
enhance the sense of presence and awareness. Our investigations will help in the development of teleoperation
systems for cooperative assembly, surgical training and rehabilitation systems.

1 INTRODUCTION

A CVE is a computer generated world that enables
people in local/remote locations to interact with syn-
thetic objects and representations of other participants
within it. The applications of such environments are
in military training, telepresence, collaborative de-
sign and engineering and entertainment. Interaction
in CVE may take one of the following form (Otto
et al., 2006): Asynchronous: It is the sequential ma-
nipulation of distinct or same attributes of an object,
for example a person changes an object position, then
another person paints it. Another example is, if a per-
son moves an object to a place, then another person
moves it further.
Synchronous: It is the concurrent manipulation of dis-
tinct or the same attributes of an object, for example
a person is holding an object while another person is
painting it, or when two or many people lift or dis-
place a heavy object together.

In order to carry out a cooperative task efficiently,
the participants need to feel the presence and actions
of others and have means of communication with each
other. The communication may be verbal or non ver-
bal such as pointing to, looking at or even through

gestures or facial expressions. We implement the VE
designed for cooperative work in replicated architec-
ture and seek solution to network load/latency and
consistency in unique way. Similarly to make cooper-
ative work easier and intuitive we augment the envi-
ronment with audio and visual aids. Moreover we in-
vestigate the effect of these sensory feedback on user
performance in a peg-in-hole task.

This section is followed by the related work, Sec-
tion 3 describes the proposed system. Section 4 dis-
cusses the experiment and results analysis. Section 5
is dedicated to conclusion future work.

2 RELATED WORK

A lot of work has already been done in the field
of CVE, for example MASSIVE provides a collabo-
rative environment for teleconferencing (Greenhalgh
and Benford, 1995). Most of this collaborative work
is pertinent to the general software sketch and the un-
derlying network architecture (Chastine et al., 2005;
Shirmohammadi and Georganas, 2001). Basdogan
et al. have investigated the role of force feedback
in cooperative task. They connected two monitors
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and haptic devices to a single machine (Basdogan
et al., 2001). Similarly, Eva-lotta et al. have reported
the effect of force feedback over presence, awareness
and task performance in a CVE. They connected two
monitors and haptic devices to a single host (Sall-
nas et al., 2000). Other important works that support
the cooperative manipulation of objects in a VE in-
clude (Jordan et al., 2002; Alhalabi and Horiguchi,
2001) but all theses systems require heavy data ex-
change between two nodes to keep them consistent.

Visual and auditory substitution has already been
used both in single user VR and teleoperation systems
to provide pseudohaptic feedback. The sensory sub-
stitution may be used as a redundant cue, due to lack
of appropriate haptic device or to avoid the possible
instabilities in case of real force feedback (Richard
et al., 1996).

3 DESCRIPTION OF THE
SYSTEM

We present our system that enables two remote users(
connected via LAN), to cooperatively manipulate
virtual objects using string based parallel robots in
the VE. In addition we present the use of visual
(shadow and arrows) aids and oral communication to
facilitate the cooperative manipulation.

Figure 1: Illustration of the virtual environment.

The VE for cooperative manipulation has a simple
cubic structure, consisting of three walls, floor and
ceiling. Furthermore the VE contains four cylinders
each with a distinct color and standing lengthwise in
a line. In front of each cylinder at some distance there
is a torus with same color. We have modeled two SP-
IDAR (3DOF) to be used as robots (Richard et al.,
2006)(see figure 1). At each corners of the cube a
motor for one of the SPIDAR has been placed. The
end effectors of the SPIDARs have been represented
by two spheres of distinct color. Each end effector

Figure 2: Illustration of the appearance of arrow.

uses 4 wires (same in color) for connection with its
corresponding motors.

We use two spheres which are identic in size but
different in colors (one is red and the other is blue)
to represent the two users. Each pointer controls the
movements of an end effector. Once a pointer col-
lides with its corresponding end effector, the later will
follow the movements of the former. In order to lift
and/or transport a cylinder the red end effector will
always rest on right and blue on left of the cylinder.

3.1 Use of Visual Aid and Oral
Communication in Cooperative
Work

Cooperative work is really a challenging research
area, for example the co-presence and awareness
about collaborator’s actions is essential. Similarly the
cooperating persons should also have some feedback
to know, when they can start together, or if there is
some interruption during task. For this purpose we
exploit visual(arrow and shadow) feedback and oral
communication.

If any user moves to touch a cylinder on its proper
side, an arrow appears pointing in the opposite direc-
tion of the force applied by the end effector. The
arrow indicates the collision between an end effec-
tor and cylinder. Similarly during the transportation,
if any user looses control of the cylinder, his/her ar-
row will disappear and the cylinder will stop moving.
Here the second user will just wait for the first one to
come back in contact with the cylinder. It means that
the two users will be aware of each other’s status via
arrows during task accomplishment.(see figure 2)

In order to have the knowledge of perspective po-
sitions of various objects in the VE, we make use of
shadow (see figure 1) for all objects in the environ-
ment. The shadows not only give information about
the two end effector’s contact with cylinder but also
provide feedback about the cylinder’s position with
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Figure 3: Illustration of the framework of cooperative vir-
tual environment.

respect to its corresponding torus during transporta-
tion.

Normally human beings frequently make use of
oral communication while performing a collaborative
or/and cooperative task. In order to accomplish the
cooperative work in a more natural manner, we in-
clude a module for oral communication in our system.
For this purpose we use TeamSpeak software that al-
lows the two users to communicate over the network
using a headphone equipped with microphone (tea, ).

3.2 Framework for Cooperative VE

The framework plays a very important role in the suc-
cess of collaborative and/or cooperative VEs. We use
a complete replicated approach and install the same
copy of the VE on two different machines. As the fig-
ure 3 depicts each VR station has a module which ac-
quires the input from the local user. This input is not
only applied to the local copy of the VE, but is also
sent to the remote station. It means that a single user
simultaneously controls the movement of two point-
ers (in our case a sphere) at two different stations, so
if this pointer triggers any event at one station, it is
also simultaneously applied at other station. In order
to have reliable and continuous bilateral streaming be-
tween the two stations, we use a peer-to-peer connec-
tion over TCP protocol. Here it is also worth mention-
ing that the frequently exchanged data between the
two stations is the position of the two pointers where
each is controlled by a user.

3.3 Experimental Setup

We installed the software on two pentium 4 type per-
sonal computers connected through Local network.
Each machine had processor of 3GHZ and 1GB mem-
ory. Each system is equipped with standard graphic
and sound cards. Both the systems used 24 inch plate
LCD tv screen for display. Similarly each VR system
is equipped with a patriot polhemus (pat, ) as input

device. The software was developed using C++ and
OpenGL Library.

4 EXPERIMENTATION

4.1 Procedure

Ten volunteers including five male and five female
participated in the experimentations. They were mas-
ter and PhD students. All the participants performed
the experiment with same person who was expert of
the domain and also of proposed system. They were
given a pre-trial in which they experienced all feed-
back. The users needed to start the application on
their respective machines. After the successful net-
work connection between the two computer the user
could see the two spheres (red and blue) as well as the
two end effector of SPIDARs on their screens. See-
ing the two spheres they were required to bring their
polhemus controlled spheres in contact with their re-
spective end effectors (i.e red+red and blue+blue ).
The red sphere was assigned to the expert while the
subjects were in charge of the blue one. In order to
pickup the cylinder the expert needs to touch it from
right while the subject should rest on its left. The
experiment was carried out under the following four
conditions. C1= only shadow, C2= shadow + arrows,
C3= shadow + arrows + oral communication, C4= No
aid All the ten groups performed the experiment us-
ing distinct counter balanced combinations of the four
conditions. We recorded the task completion time for
each cylinder. The time counter starts for a cylinder
once the two end effectors have an initial contact with
it, and stops when it is properly placed in the torus.

4.2 Task

The task was to cooperatively pick up a cylinder and
put it into the torus. The users were required to place
all the cylinder in their corresponding toruses in a sin-
gle trial. Each group performed exactly four trials un-
der each condition. The order of selection was also
the same for all groups i.e to start from the red, go on
sequentially and finish at yellow.

4.3 Task Completion Time

For task completion time the ANOVA (F(3,9)= 16.02,
p < 0.005) is significant. Comparing the task comple-
tion time of C1 and C2, We have 30.07 sec (std 6.17)
and 22.39 sec (std 3.10) respectively with a signifi-
cant ANOVA. This result shows that arrow has an in-
fluence on task performance. Similarly comparing C4
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Figure 4: Task completion time under various conditions.

(mean 38.31 sec , std 7.94) with C1 also gives signif-
icant ANOVA. This indicates that only ”shadow” as
compare to ”No aid” also increases user performance.

Now we compare the mean 22.39 sec (std 3.10) of
C2 with that of C3 (24.48 sec std 3.93), the ANOVA
result is not significative. It shows that users had al-
most the same level of performance under C2 and C3.
On the other hand the comparison of C2, C3 with C4
(mean 38.31 sec , std 7.94) both have statistically sig-
nificant results (see figure 4).

5 CONCLUSIONS

In this paper we simulate the use of two string based
parallel robots in cooperative teleoperation task, two
users setting on two separate machines connected
through local network operated each robot. In addi-
tion the article proposed the use of sensory feedback
(i.e shadow, arrows and oral communication) and in-
vestigated their effects on cooperation, co-presence
and users performance. We observed that visual cues
(arrows and shadow) and oral communication greatly
helped users to cooperatively manipulate objects in
the VE. These aids,specially arrows and oral commu-
nication also enabled the users to perceive each others
actions. Our investigations will help in the develop-
ment of teleoperation systems for cooperative assem-
bly, surgical training and rehabilitation systems. Fu-
ture work may be carried out to integrate the modality
of force feedback.
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Abstract: It is well known that Mathematical solutions for multi-agent planning problems are very difficult to obtain 
due to the complexity of mutual interactions among multi-agents. We propose a practically applicable 
solution technique for multi-agent planning problems, which assures a reasonable computation time and a 
real world application for more than 3 multi-agents. First, based upon the collision map the collision 
features of multi agent is analyzed. The collision map is used for the collision avoidance of two industrial 
manipulators based upon the priority. Second, collision model ((M,D) network model) based upon the 
studied collision features is suggested in order to express the traveling features of multi agents. Finally, an 
interactive way to design the collision-free motion of multi agent on the network model is proposed. 

1 INTRODUCTION 

Multi-agent motion planning is one of the interesting 
and essential research fields in robotics. The demand 
for various specialized robots has been increasing 
rapidly with the advancement of robot technology.  

Multi-agent motion planning has been studied for 
the last several decades. Multi-agent motion 
planning, however, is still a challenging field of 
research, having some technical difficulties in 
resolving conflict among agents. The centralized 
approaches have been faced with problems such as 
the curse of dimensionality, complexity, 
computational difficulty, and NP-hard problem 
(Canny, 1988; Akella, 2002).  

To overcome these problems in the approach, we 
proposed the extended collision map method (Ji, 
2007). We modified the collision map such that the 
method enables N agents to proceed with the 
collision-free operation according to the priority by 
going on the collision avoidance process one after 
another from the highest priority agent. 

Yet, in this method, the mutual relation regarding 
the collision region among agents was not analyzed. 

In this regard, in this paper the mutual relation 
regarding the collision region is analyzed, and based 
upon the studied collision features, (M,D) network 
model which can express the traveling features of 
multi agent is shown. (M,D) network model can 

express not only the collision features between two 
agents but also the complicated mutual interference 
among more than three agents. Likewise, the 
collision-free operation of multi agent can be 
designed and the operating finish time of agents can 
be figured by using (M,D) network model. 

The remainder of the paper is organized as 
follows: Section 2 defines our research and the 
detailed approach conceptually. Section 3 presents 
the concept of the key technique of this paper – 
Collision model. Section 4 provides the way how to 
plan collision-free motion of multi-agents based on 
the (M,D) network model. Finally, this paper is 
concluded in Section 5. 

2 PROBLEM STATEMENTS 

2.1 Assumptions 

To overcome the drawbacks of the centralized 
approach, the extended collision map method applies 
several concepts as follows: 

The intelligent space can provide a central 
planner with essential and necessary information for 
motion planning and motion monitoring. This 
information includes all the agents’ motion status 
and all the static and moving obstacles’ positions 
(Lee, 2000; Norihiro, 2003). 
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Global off-line path planner (Central planner) 
can give the safe paths to all agents. In this paper, 
‘safe path’ is the meaning that no agent will not 
crossover any other agent’s starting point or 
destination if it keeping on its own safe path. 
Therefore there can be intersection points among 
agents’ paths.  

2.2 Collision Map 

The concept of the original collision map was 
presented in the previous study (Lee, 1987). The 
original concept is as follows: An agent with a 
higher priority is called 'agent 1', and an agent with a 
lower priority is called 'agent 2'. The radii of the two 
agents are r1 and r2 respectively. Using the obstacle 
space scheme, agent 1 can be represented as the 
agent with a radius of r1+r2, and agent 2 can be 
considered as a point agent. The original trajectory 
of agent 1 is assumed not to be changed. On the 
contrary, agent 2 must modify its trajectory if a 
collision is anticipated. 
 

Path of agent 2

Path of agent 1

Collisio
n length

(k) 1λ

)(k f2P

)(k 01P

(k) 1P

)(k f1P(k) 2λ
21    r r+

)(k 02P

 
Figure 1: Paths of two agents and collision. 

If the path of agent 2 meets agent 1 with radius 
of r1+r2, the two agents will collide with each other. 
At this instant, the part of agent 2's path that 
overlaps with agent 1's path, is called the 'collision 
length', which is denoted by the portion between 
λ1(k) and λ2(k) in Fig. 1. These overlapped parts are 
examined at every instant of the sampling time k to 
construct a 'collision region.' If the TLVSTC 
(traveled length versus servo time curve, simply 
trajectory) of agent 2 arrives at the region, the two 
agents will collide with each other under the original 
trajectories. This colliding case is shown in Fig. 2. In 
this figure, the vertical axis represents the traveled 
length of agent 2 and the horizontal axis represents 
the elapsed time. 

Because it is difficult to mathematically 
represent the boundary line of the collision region, 
the concept of ‘collision box’ was introduced. This 
concept can be explained in Fig. 2. In this figure, ks 
is the time when agent 1 starts overlapping agent 2’s 

path. Also ke is the time when agent 1 leaves agent 
2’s path. ls and le are the minimum and maximum 
values of the collision length in the collision region, 
respectively. 
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Collision
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Figure 2: TLVSTC and collision region. 

2.3 Extended Collision Map 

The extended collision map method considers more 
than two agents which have many intersections in 
workspace. Thus, the intersection and its 
corresponding collision region should be described. 
An intersection is denoted by the symbol 
 

jiI k
ij >;  (1) 

 
where i and j represent the identifying number of the 
agent, and k is the ordering number denoting 
intersections along the path of the agent i from the 
starting point. The corresponding collision region of 
the intersection is expressed as Rk

ij . 

3 COLLISION MODEL 

3.1 Collision Characteristics 

We assume A1 has an intersection point with A2 
which is less important than A1 in Fig.3(a). The 
possible position relations between two agents 
around the intersection point are as followed; First, 
A1 passes through the intersection region before A2 
enters the region(Case1).  Second, the agents 
collide with each other(Case2). Third, A1 reach the 
region only after A2 exits the region. The states of 
collision box related the agents in Fig.3(a) as shown 
in Fig.3(b), where L1 and L2 are the minimum  
traveled length and maximum length from start 
position to the intersection region along A2’s path. 

Time characteristics related to collision region 
including Tk(k=1,2,3,4) in Fig. 3(b) are shown on 
Table I, and we define two variables, ‘M’ and ‘D’, in 
order to describe the collision states among agents. 
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Figure 3: Collision-States of two agents. 

Table 1: Characteristics related to collision region. 

Variables Meaning 

T1 Time when A1 reaches the collision region 
T2 Time when A2 reaches the collision region 

T3 Time when A2 exits the collision region 
T4 Time when A1 exits the collision region 
T1d A2’s delayed start time 
T2d A2’s delayed start time 
M T3-T1 
D T4-T2, 

 
We can predict whether the agents collide with 

each other by the variables, M and D, related to the 
collision region and define the collision-free 
navigation condition of an agent as followed: 

 
Collision-Free Navigation Condition. When an 
agent has more than one intersection with other 
agents which have higher priorities than the agent, it 
should not have any collision region of which 
collision characteristics are positive.  

3.2 Impact of Time Delay on 
Characteristics 

When A2, the agent with lower priority, is delayed 
in departure by T2d without change in path shape nor 
velocity profile in order to avoid a collision with A1, 
the time variables are changed as followed:  

Because the agents keep up their own path shape 
and A1 keeps up its velocity profile, neither T1 nor 
T4 is affected by A2’s delayed departure. T2 and T4 
which are related to the agents’ path shape and A2’s 
TLVSTC are exchanged with T2 + T2d and T3+T2d, 
because A2’s TLVSTC is shifted to the right by T2d 
in Fig. 3(b). Thus, impact of time delay on collision 
characteristics is define as shown in Eq. (2). 

M’ = M + T2d 
D’ = D – T2d 

 (2) 

 
where K0 is a constant which is determined initially 
by the agents’ paths shapes and velocity profiles. 
According to Eq.(2) M increases and D decreases 
when A2 is delayed in departure.  

3.3 Collision Model  

We present the collision model which express 
collision relations and predict possibility of 
collisions among the agents. And all of the agent’s 
minimum delayed departure time for collision-free 
navigation can be extracted from the model. The 
elements of collision model are defined in Table 2. 

Now, we express the collision model from the 
case in Fig. 4 as the network model shown in Fig. 5. 
There are three agents (agent 1, agent 2, and agent 3) 
with path shapes as shown in Fig.4. We assume that 
all of agent’s radii are 5m and there velocities are 
1m/sec, 2m/sec, and 1m/sec. We assume also that it 
takes no time for them to accelerate, decelerate, or 
turn around. And we assume their priority order is 1-
2-3. 
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Figure 4: Three agents with intersection points. 

The collision network model is as followed: V = 
{1,2,3}, P=(1,2,3), E={(2,1,1), (3,1,1), (3,1,2), 
(3,2,1)}. L and T are shown in Fig. 5. 

When an agent(Ai) is delayed by Ti
d, the 

collision model is changed related the agent node. 
For inlet links from the higher priority agents, M’s 
increase and D’s decrease by delayed departure 
time(Ti

d). In the other, for outlet links to lower 
priority agents, M’s decrease and D’s increase by the 
same amount.  
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Table 2: Elements of collision model. 

Symbols Meaning 

V Node space(V) = { 1, …, N}.  
This is a set of agent identified numbers. 

E Link space(E) = { (i, j, k) ∈ V2  x  N  | i 
∈ P+

j , k=1,…, k(i,j) }.  
This is a set of collision regions among 
agents. 
P+

j is explained in priority order space, and 
the links go from the agent with higher 
priority to the other agent.  
k(i,j) is the number of collision regions 
between agent j and agent i . So some agent 
can have more than two links with other agent 
if they have several collision regions 

C Link relation space(C) = { (Mij
k, Dij

k ) ∈ R2 
| (i,j,k) ∈ E }.  
This is a set of collision characteristics, M and 
D in the Table I.  

T Node navigation characteristic space(T) = 
{ (Ti

delayed, Ti
traveled ) ∈ R2}.  

This is a set of agents’ delayed departure 
times and pure traveled time from the start 
point to the destination.  

P Priority order space(P) = {(N1, …, NN) ∈
VN | Ni is the identified number of the agent 
with the ith highest priory} 
This is a set of agent orders in which each 
agents are placed from an agent with the 
highest priority to an agent with the lowest 
priority. 
P+

j is the set of agents which have higher 
priorities than agent j in P and P-

j is the set of 
agents which have lower priorities than agent 
j in P, the space of priority order space 

4 COLLISION MODEL BASED 
MULTI-AGENT MOTION 
PLANNER 

As a result of the time delay, the safe inlet link may 
be dangerous. So in this paper we propose an 
iterative approach to find the minimum delayed 
departure time for collision avoidance as followed: 

Collision-Free Motion Planner for an Agent 
on Collision Model 

Step1. We extract the links on which the agent is 
expected to collide with higher priority agents(Inlet 
Links) by use of collision characteristics.  

A1

A2 A3

M21
1 , D21

1 M31
1 , D31

1

M31
2 , D31

2

M32
1 , D32

1

{T1
delayed, T1

travelded}

{T2
delayed, T2

travelded} {T3
delayed, T3

travelded}  
Figure 5: Collision model for three agents in Figure4. 

Step2. We define an instantaneous delayed 
departure time (Ti

d) as the maximum of the Ds’ in 
the selected links.  
 

Ti
d = max ( {Dij

k | j ∈ P+(i), (i, j, k)∈E  
s.t. Mij

k > 0 and Dij
k > 0}) 

(3) 

 
Step3. We modify node variables, link parameters 
by Ti

d. 
 
Step4. If there is no inlet links to the agent which is 
dangerous, the agent can go to its destination safely. 
Otherwise, we execute above actions from the first 
stage. 

Collision-Free Motion Planner for 
Multi-Agents on Collision Model 

First, we select an agent from the priority order 
space (P) by use of priority index.  

Second, if the agent has the highest priority, go 
to first stage. Otherwise, we apply the collision-free 
motion planner on collision model to the agents so 
that the agent can navigate safely. 

Third, if the selected agent has the lowest 
priority, the all of the agents can navigate safely, and 
finish up this algorithm. Otherwise, increase priority 
index by 1 and go to first stage. 

The procedure of this algorithm for the three 
agents in Fig. 4 is shown in Fig. 6. Because the all 
agents’ links is in a safe state in Fig. 6(d), we can 
predict that the agents can navigate without collision 
among them. 
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Because our method is fast and scalable, 
complete, so our method can be used practically to 
multi-AGVs in factories, airports, and big buildings 
where there are sensor networks obtaining global 
position information.  
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Abstract: Industrial applications are using run-time symbolic approaches only when formal methods can assign useful 
meaning to symbols by computationally inexpensive algorithms. However, most reasoning methods are 
either computationally prohibitive or may compute indefinitely; thus such methods have limited use in 
industrial applications. In many practical situations, the uncertain environment in which an “intelligent” 
control system acts consists of the symbolic space of some other “intelligent” control system, both 
networked in the same name space. The result of such interaction is to establish relations between 
heterogeneous vocabularies and reasoning agents, and between symbols and the physical environment in 
which the connected systems act. This paper introduces and motivates the necessity for on-line 
quantification of the degree to which symbols in a system have their intended meaning.  

1 INTRODUCTION 

The theory presented here has relevance for 
distributed real-time systems such as those used in 
multi-robot applications or in distributed 
manufacturing industries. These systems have a 
large set of symbols in the form of names for 
components, signals, process states or configuration 
parameters. Heterogeneity manifests by units being 
of different specialization and of different make. 
Having the right meaning of each symbol is essential 
for a correct operation of the system. The costs for 
matching all signals, communication protocols and 
sub-products during a tender process for a complex 
system turn out to be a significant part of the total 
cost of the system. Moreover, after delivery, 
ensuring that the final system behaves according to 
specifications can be a lengthy and highly qualified 
process. The solution to this problem is to establish 
an ontology for the given industrial domain. These 
tools need to reduce symbol complexity by 
automatic information processing, such as via 
semantic web and ontological languages. 

It is an uncommon situation today that such 
configuration tools work across dissimilar firms or 

markets, though many core technologies and 
standards are available. On a theoretical level, the 
operations needed, such as ontology merging, 
alignment composition, union and intersection are 
still under research (Furst, 2008). 

We stress here that formal design verification 
cannot replace the ontological compliance presented 
in this paper: even a perfectly designed system that 
is formally proven to follow a design might 
encounter a complex environment that does not 
follow the assumptions in the specification. 

Seen as software architecture, ontologies are 
implemented at the current level of technology as 
services. These can be organized as local services in 
each unit or as a combination of a hierarchic set of 
services – local and specialized - with indirections 
provided by name servers. Without specifying 
details, we call in this paper a generic ontology 
service as the “Industrial Ontology Server” (IOS) 
(Figure 1). 

Practically, an IOS should be able to infer the 
structure of any type of distributed industrial 
application. Of course, this is a very ambitious 
claim, well beyond the forefront of what is available 
today in academia or industrial research institutes. 
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Figure 1: Federated Service Architecture IOS. 

The solution proposed here is to use a minimal, 
uniform ontology associated to products and that 
each actual systems to update automatically the 
required operational and dynamic information into 
IOS-es. With this approach, biding costs would be 
substantially reduced and market participation would 
guarantee more objectivity and flexibility. 

Clearly a multi-agent system architecture could 
implement such requirements. Tools such as JADE 
(Java Agent DEvelopment framework) with Protégé 
(Ontology editor and knowledge-base framework) 
could handle the design of systems based on a 
common design ontology (Tomaiuolo et al., 2005). 

2 SOME RELEVANT 
TECHNOLOGIES AND 
THEORIES 

An IOS is relevant if it considers all levels of an 
industrial unit included in a system: from signals and 
actuators, up to overall goals, including states, 
alarms, resource allocation, synchronization with 
other units, etc. 

2.1 Ontologies in Process Control 

Ontologies for automation and process control 
applications have several specific layers. At the 
design phase, there is available a formal or informal 
description of the domain and of the constraints of 
the design (Design Model). The standard for 
IEC61499 prescribes the Engineering Support 
System (ESS) that can perform certain syntactic and 
semantic verifications. Valuable research is being 
conducted for improving ESS tools (Thamboulidis, 
Koumoutsos, and Doukas, 2007). 

The framework (middleware) in which the 
program, agents or components execute has own 
ontology and semantics that limits what the 
application program can execute (Execution Model). 

 
Application Ontology. This is the ontology that 
effectively decides on goals and actuation. The 
domain of discourse is not necessarily the same as 
the domain used for the design ontology. 
 
Visualized Ontology. The ontology is typically 
visualized on a human-readable interface. The 
domain of discourse, taxonomy among objects and 
object properties are represented graphically. 
Automatic generation of visualization using as input 
ontologies expressed in XML/RDF would be an 
important advance in technology. 
 
Communicated Ontology. From the execution 
model and design data, system designers extract an 
ontology used for communicating among 
cooperating systems. This ontology may not have 
the domain of the Design Model, nor of the 
Execution Model. 
 

Ontology does not enter in a formal, verified way 
in the design of large control products, as tools are 
not mature enough. Another conclusion is that a 
system has several ontologies that should be aligned. 
There are no commercial tools that can align 
ontologies. Interesting research results are reported 
using category theory (Zimmermann et al., 2006). 

3 METRICS FOR ON-LINE 
ONTOLOGIES 

3.1 The Decision-Control Space 

Essential for taxonomy of process control systems is 
the type of actuators used. Actuators are performing 
changes in the real world; their semantics is 
determined by physical laws. 

Independently of the software architecture type, 
a control system has two essential parts: (a) a 
decision (information) level and (b) a physical, 
energy-related level of actuator and plant changes. 
All the relevant information from sensed signals 
used for decision forms a hyperspace with each 
coordinate being one kind of decision information. 
Let this space be H with N dimensions, H ∈ RN . 
Chains of decisions generate chains of action 
trajectories Ti(i =1,..., M) in this space. 
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Trajectories may not be continuous as disturbances 
create ‘jumps’ from one possible trajectory to 
another. A valid place on this trajectory is often not 
a point but a hyper-sphere (a topology) since usually 
control decisions are taken within intervals and not 
on discrete points. 

In traditional control, the space of all relevant 
signals is called a state space and the trajectory a 
goal path. Each point reached during control in the 
state space is a state. For each state space, a 
controller (or agent or component) has mapped a 
decision procedure that result in some action being 
taken. We are not concerned here with what kind of 
decisions or reasoning a controller is doing, but only 
with the mapping between actions ui,j and spheres 
hi,j. Here the variable u denotes an action, and the 
variable h denotes a sphere in H. We call the pair Si,j 
= (hi,j, ui,j) as a state and use first index to denote the 
sphere i and the second index to denote a goal path j. 

3.2 State Semantics 

The active state is the one currently materialized by 
sensors. Even if the system consists of many agents 
or components, there is always a unique active state 
since the hyperspace covers the whole possible 
space. However, there may be multiple actions 
corresponding to each active state. We represent 
here all actions for one point in the hyperspace as a 
single action. Some typical state transitions we are 
interested in are the following: case (1) - normal 
control with no disturbances, case (2) - control with 
disturbances and case (3) - lockout. 

Performing no action may be a legal, correct 
operation of the controller, however if inaction is 
due to decision lockout, then this case is distinct and 
should be detected. 

We seek here moreover to quantify the level of 
true semantics states have. 

3.3 Quantifying State Semantics 

3.3.1 Intra-state Distance 

The degree for how “strong” is a state with a current 
place hi,j in the space H is the inverse of the distance 
from hi,j to the centre of the sphere intended for that 
state. Therefore, closer hi,j is to the state sphere 
boundary, less correlation it has with the current 
state and its action. This is the typical situation when 
the true state is somewhere in between two states, 
none fully reached; fuzzy logic can quantify and 
correct this situation (Grantner and Fodor, 2002). 
For a measured probability distribution Q, the 

Kullback Leibler divergence of Q from P is: 

DKL (P || Q) = P(i)log P(i)
Q(i)i

∑    (1) 

3.3.2 Inter-state Endorsement 

The following levels of endorsement for a state are 
defined to characterize how well predictions are 
built into the semantics of a state materialize. 
 
Void-Endorsement. A state is void-endorsed if it is 
materialized. That means for a state Si,j = (hi,j, ui,j)  

ve(Si,j) iff (hi,j ∧ ui,j)   (2) 

This is the simplest form of endorsement, but it 
tells an important think: that the program semantics 
about the environment matches at least once a real 
instance of the environment. The properties matched 
are those in hi,j. 

 
Weak State Endorsement. A state is weakly 
endorsed if a consecutive state of a void-endorsed 
state placed on the same goal path is weakly 
endorsed at the next instance of time. 

we(Si,k) iff ve(Si,k) ∧ O ve(Sj,k)   (3) 

Here ‘O’ is the ‘next time’ logical operator; both 
states are on the same path Tk as the second index k 
shows. A we() state is not a goal state. Weak 
endorsement means that if a state has materialized 
and the controller has executed an action at that 
state, then the expected outcome really turned out to 
be true in the environment. 

 
Strong State Endorsement. A state is strongly 
endorsed if a consecutive state on the same path 
materializes and both states are weakly endorsed. 

se(Si,k) iff we(Si,k) ∧ O we(Sj,k)   (4) 

A se() state is again not a goal state. This state 
endorsement tells that after a state materialize and 
the action executed, a next expected state indeed 
materializes as well and moreover the action from 
that second state has the expected effects. 

3.3.3 Goal Path Endorsement 

Goal paths are endorsed in similar way as states. 
 
Void Endorsed Goal Path. A goal path Tk is void 
endorsed if there exists a state that is not the goal 
state of the path and which is weakly endorsed: 

 

QUANTIFIED ONTOLOGIES FOR REAL LIFE APPLICATIONS

385



 

 

vpe(Tk) iff ∃i ve(Si,k)   (5) 

A void-endorsed goal path has some hi,j of some 
state that materializes in the environment, moreover 
the corresponding action is being executed, but there 
is no evidence that any of the following expected 
states on the same goal path have been materialized. 
Note that there may be states that are not on any goal 
path, so a void endorsed state may not necessarily 
mean a void endorsed goal path. 

 
Weakly Endorsed Goal Path. A goal path Tk is 
weakly endorsed if there exists some state on the 
goal path that is weakly endorsed and which is not 
the goal state of the path. 

wpe(Tk) iff ∃i we(Si,k)   (6) 

A weakly endorsed goal path has at least one 
state that when acting on the path, get expected 
effects on the same goal path. However, it is not sure 
that the expected state has the required quality that 
even its action will get expected results and thus the 
semantics of the second reached states is not entirely 
sure. 

 
Strongly Endorsed Goal Path. A goal path Tk is 
strongly endorsed if there exists a state that is 
strongly endorsed on the goal path. 

spe(Tk) iff ∃i se(Si,k)   (7) 

More generally, a goal path is n-strongly 
endorsed if there are n states which are strongly 
endorsed on the path. N-strong endorsement tells 
that many states on the goal path are semantically 
right, but there may be disturbances that materialize 
states interleaved with disturbances, on some other 
goal paths. The condition that one full goal path is 
traversed without interruption is given by the full-
goal path endorsement: a goal path is full-goal 
endorsed if all the states of the goal path materialize 
in expected order up to the goal state. Clearly all 
states of a path that has full-goal endorsement are 
strongly endorsed, except the goal state and the state 
immediately before the goal state that is weakly 
endorsed. 

3.3.4 Global Semantic Norms 

Many types of norms can be conceived to quantify 
the level of true semantics using the endorsements 
given above. For example if |hi,j| is a normalized 
distance from the center of a state hyper-sphere to 
hi,j so that |hi,j| ≤ 1 and the norm |se(Si,k)| gives the 

number of states on the current goal path from the 
state i to the goal state, then a measure of the 
semantics of the current goal path, SM, is:  

SM(Ti)=|hi,j| +|se(Si,k)|   (8) 

SM is a continuous, real valued function that 
shows how much of the current goal path has been 
completed. 

4 CONCLUSIONS 

Complex systems such as mobile robots systems, or 
distributed industrial control systems need to 
communicate and use ontological information about 
their environments and about the tasks they perform. 
Symbolic operations using formal methods are as yet 
prohibitive due to computational reasons while 
manual work raises substantially the costs of such 
systems. This paper presents a method that combines 
ontological operations defined formally with 
automatic updates for control ontology based on on-
line direct sensory and actuation data. 
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Abstract: The purpose of this paper is to enable a developer to easily employ external sensors emitting a one-
dimensional signal for flexible robot manipulation. To achieve this, the sensor must be calibrated using data 
tuples describing the relation between the positional change of the supervised object and the resulting 
sensor value. This information is used for adaptation methods, thus enabling robots to react flexibly to 
changes such as workspace variations or object drifts. We present a sensor-independent method to 
incrementally generate new data tuples describing this relation during multiple task executions. This 
method is based on the Secant method and is the only generally applicable solution to this problem. The 
method can be integrated easily into robot programs without detailed knowledge about its functionality. 

1 INTRODUCTION 

Industrial robots are able to perform complex tasks 
with utmost precision and at high speed without 
exhibiting symptoms of fatigue. However, these 
tasks are nearly always executed in a fixed 
environment, i.e. the precision is achieved by 
ensuring that all objects are placed in exactly the 
same position every time. All parts must have the 
same dimension, position, orientation, etc. Only by 
employing external sensors such as vision or 
force/torque sensors, a robot can deal with 
imprecisions and variations in objects and the 
environment. When designing such programs for 
more flexible robots, a developer faces the problem 
of determining the relation between the sensor value 
obtained and the actual physical variation of the 
supervised object. 

The task is to find a change function that 
transforms sensor values into Cartesian descriptions 
of the change in order to successfully deal with 
these. The classical approach is to analytically 
determine a function describing this mapping. 
However, for complex sensors this task quickly 
becomes difficult and it is sometimes simply not 
possible to find an analytical solution if the 
underlying physical principles are unknown to the 
developer. In these cases data tuples describing the 
relation between the positional change of an object 

and the resulting sensor value are recorded and a 
selected type of function is fitted to these tuples. 
These approaches require a large amount of analysis 
and programming before the robot executes the task 
for the very first time. Another downside is, that this 
pre-calculated solution is fixed and prevents the 
robot from adapting to changes of the environment. 
For example, the robot must be stopped and re-
calibrated if a drift in the workspace or the sensor 
system occurs. The advantage in the use of change 
functions is that an additional layer of abstraction is 
introduced. The program can be designed 
independent from the actual sensor because all 
workspace changes are described in Cartesian 
coordinates. Now, we may replace the sensor with a 
different one using another measuring principle and 
– as long as the change function is correct – no 
alterations have to be made to the program. General 
features of change functions are described in 
(Deiterding, 08) and a general outline to determine 
these functions is given, but no generally applicable 
method is presented to calibrate sensors iteratively 
during the execution of a robot manipulation task. 

In this paper, we focus on sensors emitting one-
dimensional signals, such as distance or force/torque 
sensors. We do not deal with imaging sensors as this 
class of sensors usually requires an upstream pattern 
matching algorithm to distinguish the relevant 
information from background data. We show how 
calibration data for a change function can be 
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computed iteratively during the first executions of 
the task and how these methods can be integrated 
easily into the programming environment, only 
requiring the developer to specify a minimum of 
task-dependent parameters. Additionally, we show 
how the robot adaptively optimizes the task with 
respect to execution time based on a steadily 
improving approximation of the function. 

The rest of this paper is organized as follows: In 
Section 2, we give a short overview of related work 
concerning this topic. In Section 3, we will outline a 
framework with which a developer can create sensor 
based robot programs that automatically acquire 
calibration data during execution. In Section 4, we 
describe which algorithms are encapsulated into this 
framework and compare them with other 
approaches. Section 5 describes how a typical robot 
task can be solved using our approach. In the last 
section, we give a short summary of our work and 
discuss further steps.  

2 RELATED WORK 

The task of inferring information from noisy sensor 
data is covered thoroughly by various books on 
pattern classification, e.g. (Duda, 00). But all of 
these describe methods for extracting the relevant 
information from sensor values, assuming that this 
information is present in the data. Multiple papers 
dealing with the planning of sensing strategies for 
robots exist, e.g. (Leonhard, 98), (Rui, 06). Most of 
these involve a specific task (Adams, 98), (Hager, 
90) or are aimed at employing multi-sensor 
strategies (Bolles, 98), (Dong, 04). Various papers 
deal with the use of sensors in the work cell to allow 
for information retrieval (Hutchinson, 88). In 
(Kriesten, 06), a general platform for sensor data 
processing is proposed, but once more it is assumed 
that the sensors are already capable of detecting 
changes. More general discussions of employing 
sensors for robot tasks can be found in (Firby, 89), 
(Pfeifer, 94).  

Two types of sensors are typically used for 
manipulation tasks: Force/torque and vision sensors. 
When force/torque sensors are employed, maps may 
be created describing the measured forces with 
respect to the offset to the goal position. (Chhatpar, 
03) describes possibilities to either analytically 
compute these maps or create them from samples. 
Based on this, (Thomas, 06) shows how these maps 
can be computed using CAD data of the parts 
involved in the task. In both cases, the maps must be 
created before the actual execution of the task and 

are only valid if the parts involved are not subject to 
dimensional variations. If the information is 
acquired using cameras, the first step is to perform 
some kind of pre-processing of the data to extract 
the relevant information. To determine how this 
information relates to the positional variation is once 
again the task of the developer and highly dependent 
on the nature of the task. Examples for information 
retrieval using vision sensors are given in (Dudek, 
96), (Paragios, 99) and (Wheeler, 96). 

In summary, all of the papers mentioned above 
either propose specific solutions for specific types of 
sensors and tasks or algorithms to extract the 
relevant information from the sensor signal. A 
problem is that these solutions do not outline a 
general approach which can be used regardless of 
the type of sensor. Additionally, all papers assume 
that the developer is capable of integrating the 
methods into his own robot program. Unfortunately, 
this is usually not the case for developers in small 
and medium sized enterprises, which often possess 
only basic knowledge about robot programming. 

Here, we are interested in determining the 
relationship between the sensor signal and the 
Cartesian deviation iteratively during multiple task 
executions. We want to integrate this algorithm into 
an easy-to-use interface that will enable developers 
having no special knowledge in robot programming 
to create adaptive robot programs. We only focus on 
one-dimensional data, such as distance sensors or 
force/torque sensors. Vision sensors always require 
some kind of pre-processing that is highly 
dependent on the task. 

3 INTEGRATION INTO THE 
PROGRAMMING 
ENVIRONMENT 

In this chapter, we will explain how a developer 
with minimal knowledge about sensor data 
processing can easily create robot programs that 
employ external sensors. We will explain which 
considerations must be made by the developer, how 
the program must be structured in general, and 
which parameters are mandatory. 

3.1 Setting Up the Workspace 

The first thing a developer has to do is to decide in 
which way a change can occur between consecutive 
executions of the task. Based on this, a suitable 
sensor must be chosen that is capable of recognizing 
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this change and that satisfies the requirements 
imposed on change functions. Here we will only 
provide a short summary, see (Deiterding, 08) for a 
detailed explanation: A change function f describes 
the alteration of a sensor signal when the object 
supervised by the sensor has moved. It is a function 
that relates a Cartesian position to a sensor value. 
Using the inverse f -1 gives us the position pest for the 
current sensor value. Note that all functions are 
defined in relation to a pre-set reference position pref 
and a corresponding reference sensor value sref. Only 
the difference of the current sensor signal to sref is 
taken into account. This is not a limitation, but 
rather a standardization of the function, so the only 
root of this function is (0,0) because there is only 
one reference position.  

3.2 Online Computation of  
Change Functions 

The central idea of this paper is that the change 
function freal, which is defined by the task and the 
sensor, is unknown and cannot be calculated 
analytically or approximated beforehand. Instead, 
the robot will compute an approximation fest of freal 
online during the first executions of the task. Instead 
of two separate phases – the calibration of the sensor 
and the actual execution of the task – the calibration 
process is encapsulated in the execution (see Figure 
1). The calibration may take longer now, 
nonetheless the program will work correctly right 
from the very first execution. In addition the 
developer will spend less time setting up the sensor 
and the program is capable of adapting to changes 
both in the workspace and in the sensor data, e.g. 
due to a warm-up of the sensor, without the need for 
a manual recalibration. The robot starts with a very 
rough approximation fest of freal and refines this 
approximation gradually with each execution by 
incorporating newly gained information.  

During execution, the robot uses fest
-1 to react to 

Cartesian changes of the supervised object. If the 
object has moved away from pref by xchange to pchange, 
this is detected through the sensor value sact: 

)( changerealact xfs =  (1)

Thus, the robot must modify its movement by 
calculating: 

))(()( 11
changerealestactest xffsfx est

−− ==  (2)
The stored reference position is then modified 
accordingly: 

estrefest xpp +=  (3)

Now, the robot moves to pest. If fest is close enough 
to freal then: 

changeest xx =  (4)

 
Figure 1: In the classical approach to sensor-based robot 
programming, the sensor is calibrated before the actual 
program is executed (top). In our approach, the calibration 
process is integrated into the execution cycle (bottom). 

 
Figure 2: Experimental setup. A steel rod is delivered 
along a conveyor belt (blue arrow) until it reaches a light 
barrier (blue line). The rod can be in any position on the 
belt (red). Shown in this picture is the reference position 
of the rod in order to be picked up. 

If the change was estimated correctly, this 
knowledge is incorporated into the change function. 
If the estimate was wrong, then there is not enough 
information stored in S to perform a reasonable 
correction using the current sensor value sact. Thus, 
the correct position must be determined and fest must 
be modified in such a way that the next estimate will 
be correct for the current sensor value. Initially this 
will often be the case since early values of fest are 
quite inadequate.  

When the robot has performed the motion 
defined by xest, the new position is either correct or it 
is skewed because fest was not accurate enough. In 
the latter case, two possibilities arise. The key point 
is to decide whether the robot motion will modify 
the sensor signal or not. This is best illustrated by an 
example. Consider the following task: A steel rod is 
delivered to the robot via a conveyor belt. The belt 
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stops when the rod passes a light barrier (see Figure 
2). The  robot shall pick up the rod using a vacuum 
gripper and place it in a box for transport. To solve 
this task, we could construct a feeding mechanism 
ensuring that the rod is aligned the same way every 
time. However, we want to allow the rod to be in 
any position as long as it faces upwards. So we have 
translational changes along the x-axis and rotational 
changes around the z-axis of the coordinate system 
of the conveyor belt. To sense this misalignments, 
we employ two distance sensors that are placed 
parallel to the y-axis of the conveyor belt. (Figure 3) 
The developer faced with the task to design this 
robot program now has to plan how the position and 
orientation of the rod can be recognized and how the 
robot should react. So, there are two cases: 

 
Figure 3: Left: Reference position of the rod and 
placement of the distance sensors to recognize the position 
and rotation of the rod on the conveyor belt. The distance 
is determined using s1. The rotation is determined using 
the difference between s1 and s2. Right: Scan of the data 
sheet provided by the manufacturer describing the sensor 
signal for given distances (x-axis: distance, y-axis: sensor 
signal). The resolution of the sensor is in the range [10; 
80] cm. 

Case 1) When the robot moves onto the belt to 
pick up the rod, this motion does not alter the sensor 
signal because the rod itself has not moved. In this 
case the correct position must be searched for. This 
is usually the case when preparatory sensors are 
used. The developer can either manually guide the 
robot to the correct position or use a second sensor 
to perform an automated search, but it is up to the 
developer to define a valid search algorithm, 
because this depends strongly on the task. The 
search should be kept as simple as possible. When 
the sensor is calibrated adequately well, the change 
function's estimate is accurate and always locates the 
object correctly. So this search is only executed in 
the very first iterations. Because of this it is not 

necessary to implement a fast, efficient search 
strategy, since this represents only a backup strategy 
in case the change function is still inadequate for a 
given sensor value. Once the correct position pchange 
has been reached, xchange is calculated as   

refchangechange ppx −=  (5)

and the data tuple (xchange, sact) describes a valid data 
point of freal, because the sensor value has not 
changed during the search. This tuple is added to a 
set S describing the current knowledge about freal. 
With increasing size of S more and more knowledge 
about freal is collected and the more precise the next 
estimations will be.  

Case 2) This case occurs, when the robot has 
located the rod and grasped it. Now, a robot motion 
will alter the sensor signal. In this case a corrective 
motion can be performed instead of a search. This is 
usually the case if the sensor is used concurrently. 
We can employ an automated search; the direction 
of the search is defined by the Cartesian coordinates 
that are  altered by the sensor. The search terminates 
when sact= sref . If this value has been reached, the 
robot has corrected the change. A detailed solution 
describing the motions involved is described in 
Section 4. 

3.3 Defining the General Program 
Structure 

When defining the program structure, the developer 
must decide how the adaptation strategy for the 
change can be integrated into the robot program. 
This is done at the point when robot movements are 
executed based on the sensor signal. The robot uses 
the current sensor value sact and current estimate of 
the change function fest using S to determine pest.  

The key point is to decide whether the robot 
motion will modify the sensor signal or not. This 
leads to the following basic program structure: 

If a motion does not change the signal, the 
source code will look similar to this: 
1 pos = changeFunction(); 
2 MOVE pos; 
3 IF NOT isOkay() THEN { 
4  performSearch(); 
5  pos = getCurrentPosition(); } 
6 updateChangeFunction(pos,sensor.value()); 

 
The robot will calculate and move to the estimated 
position using the change function by calling the 
function changeFunction (Lines 1 and 2). At this 
point, a decision must be made if the position is 
correct, which is either accomplished using a second 
sensor or by asking the developer to check (Line 3). 
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If this is not the case, a search is initiated, guiding 
the robot to the correct position (Lines 4 and 5). 
Then a new data tuple is added to S improving fest 
(Line 6) by calling updateChangeFunction. This 
must be called explicitly by the developer to update 
S with the new, correct position preal for sact. 

On the other hand, if a motion does change the 
signal, the source code will look similar to this: 
1 DO { 
2  pos = getCorrection(); 
3  MOVE pos; 
4 } WHILE sensor.value()!=sref; 

Here, the search is realized using a do/while-
loop. We estimate the current change (Line 2) and 
move the robot accordingly (Line 3) until we have 
reached the reference position (Line 4). We will 
describe a suitable method to calculate reasonable 
correction values in Section 4. Here, it is important 
that these methods are encapsulated in the function 
getCorrection, so they remain hidden from the 
developer. 
All the developer must do to use these methods is to 
specify the following parameters: 
1) The taskframe and the coordinate(s) in which the 

change occurs. pref and sref are calculated within 
this taskframe. The default sensor values are 
recorded when pref is stored. 

2) The sensor used to supervise pref. This includes a 
specification of the sensor’s signal-to-noise ratio 
(SNR). 

3) A Boolean value specifying if a robot motion will 
alter the sensor signal. The function 
getCorrection uses this value to determine 
which estimation method is executed. 

4) Furthermore, it makes sense to require all 
estimates xest to be within a specific range to 
prevent the robot from leaving the workspace in 
case of an extreme estimate. However, this may 
increase the number of corrections necessary to 
reach pref . 

These four parameters enable the robot to learn a 
change function adaptively during task execution. 
All other functionality is independent from the task 
and is integrated into the function getCorrection.  

The actual implementation of fest is 
interchangeable. The calibration data gained by the 
adaptation is stored in S. It is up to the developer to 
determine how the tuples in S are used to 
approximate the function. Any interpolation method 
can be employed, because no additional knowledge 
about the function type of fest is necessary. Curve-
fitting methods may be used as well, which will lead 
to a reasonable approximation of fest after fewer 
executions compared to interpolation methods. But, 

as is the case with all adaptation and learning 
methods in general, the more information one has 
available right from the start, the faster the methods 
will work adequately. 

4 SUPERVISING AND ADAPTING 
TO CHANGES DURING 
EXECUTION 

In this section, we describe how corrective motions 
can be executed by the robot using sensor 
information gained during a movement. All 
corrective motions are used to supplement the 
existing knowledge about the change function. We 
explain how this method can be integrated into a 
programming environment and kept hidden from the 
developer.  

4.1 Using the Secant Method for 
Corrective Motions 

In principle, it is possible to use a search motion pre-
defined by the developer even if the correction has 
changed the sensor signal, but this discards the 
information gained by the alteration of the sensor 
signal during the search. We can use this 
information to our advantage and generate 
corrective motions which locate pest faster than a 
standard search motion. 

Since this correction alters the sensor signal, we 
use it to judge the performed correction and 
compute subsequent corrections accordingly. 
Suppose we knew xchange, the first tuple for S would 
be  (xchange, sact). Here, we only know sact, not xchange. 
But xchange is simultaneously the offset along the x-
axis of (xchange, sact) from the root, due to the 
monotonicity of fest. If we perform multiple 
corrections until we reach the root, we can compute 
xchange as the sum of all  corrections the robot has 
made. From a mathematical point of view, this is 
equivalent to finding the root of an unknown 
function.  

The Secant method (Press, 92) is defined by the 
recurrence relation 
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where f is an unknown function. As can be seen 
from the recurrence relation, the Secant method 
requires two initial values, x0 and x1. The values xn 
of the Secant method converge to a root of f if the 
initial values x0 and x1 are sufficiently close to the 
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root. The order of convergence is φ, 
where 62.12/)51( ≈+=ϕ is the golden ratio. In 
particular, the convergence is superlinear. This 
result only holds true under some conditions, 
namely that f is twice continuously differentiable 
and the root in question is simple and may not be a 
repeated root. Change functions, as we have defined 
them, fulfill these conditions. 

In our case, the f is the real change function freal 
and the first value x0 is simply the change we wish 
to calculate, xchange, while the second value x1 is the 
first corrective motion the robot has performed,  xest , 
which is based on the current estimate of the change 
function fest. Note that fest is used only once for the 
initial correction, all subsequent corrections are 
based on the Secant method (see Figure 4) only 
using the current sensor values provided by freal. 
Since the convergence of this method is superlinear, 
we will not need many additional corrections xn, n > 
1, should x1 prove to be poor.  

 
Figure 4: Illustration of the first two steps of the 
correction algorithm: For a given variation preal we 
perform an estimated correction pest based on the 
corresponding sensor value s0, the real change function 
freal (red) and our current estimate fest (green). We move 
the robot to position p1 and retrieve a new sensor value s1. 
We then use the Secant method to grade the last correction 
and move the robot accordingly to p2. All subsequent 
corrections are performed using the Secant method only. 

It is important to consider the following: When 
the next value xi+1 is calculated, it must be kept in 
mind that we have already performed correction xi 
before we could measure si+1 to rate xi. So we must 
subtract the impact of xi from xi+1. 

Another advantage of this approach is that all 
corrections xi and corresponding sensor 
values )( 1−= ireali xfs are known. We can store these 
as pairs (xi, si) in a temporary stack. When we have 
reached pref, we can use this information to create 

multiple new data tuples for S. If we have performed 
i corrections until the robot reaches pref, the 
topmostpair (xi, si) on the stack already describes a 
valid data tuple for S. The next pair on the stack (xi-

1, si-1) describes a correction to pref altered by xi. So 
(xi + xi-1, si-1) is another valid data tuple for the set. 
Subsequent processing of the stack provides us with 
a valid data tuple for every correction performed, so 
we add i new data tuples to S. This leads to an 
accurate approximation of fest after fewer executions 
compared to the addition of only one tuple to S in 
every execution. 

The Secant method only works for one-
dimensional functions. It is possible to combine 
multiple sensors to obtain an n-dimensional signal. 
In this case, the Broyden method (Broyden, 65) can 
be used, which is similar to the Secant method. 

This method is only applicable if a robot motion 
alters the sensor signal, as is described in Case 2 in 
Section 3.2. In the first case of that section, there is 
no other option as to use either a manual guidance 
method or an automated search. 

4.2 Possible Utilization of other 
Approaches 

The Secant method is not the only method to 
determine the root of a function. Some other 
methods are Newton's method, fixed point iteration, 
and the bisection method. We will now compare the 
Secant method with these and show why the Secant 
method is the best choice for this task. 

Newton's method and fixed point iteration both 
use the derivative of the function to calculate the 
next correction. But, as we have explained in 
Section 1, it is not always possible to find an 
analytical solution. Additionally, if this solution was 
known, it would be more sensible to record a 
number of examples before setting up the main 
program and use the examples to determine the 
function parameters. 

The bisection method does not rely on the 
function's derivative, but has another drawback: To 
find the root of a function f in an interval [a, b], both 
f(a) < 0 and f(b) > 0 must hold, or vice versa. If both 
values are negative or positive, this method cannot 
be employed. This is a serious drawback for this 
case, since we cannot ensure that the first correction 
we have performed will result in a new sensor value 
which has the inverse sign of the first value. 

In summary, we can say that to our knowledge 
the Secant method is the only applicable method that 
enables a robot to perform a series of corrective 
motions without any need for backtracking until the  
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root of an unknown change function is reached.  

5 EXPERIMENTS 

In this section, we show the validity of our approach 
and explain the interaction of all components 
described in Sections 3 and 4. 

We have implemented the task described in 
Section 3.2. The sensors used are distance sensors 
GP2D12 made by SHARP with a measurement 
range of [10; 80] cm. The first sensor supervises the 
position where the robot is supposed to pick up the 
rod and measures the translation along the x-axis. 
The second is located 44 cm away from the first 
along the y-axis of the belt (Figure 3, left). The 
difference between the two sensor values describes 
the rotation around the z-axis. 

The data sheet for the sensors shows that the 
sensor signal is not linear with respect to the 
physical distance (Figure 3, right), so it is not 
possible to use a simple linear conversion to 
determine the translation or the rotation of the rod. 
In theory, the change function describing the 
rotation can be derived as an Arcus-Tangens 
function, but the parameters for this function are 
unknown. Therefore, the robot shall learn both 
functions adaptively during task execution. A 
reference position pref is set up (Figure 3, left), 
describing the ideal position and orientation the rod 
should have. This position would be identical with 
the position of the rod in case a feeding mechanism 
is employed. It is important to measure the sensor 
values for pref as well. Later on, all measurements 
are compared against these values and if the 
difference exceeds the SNR of the sensor in 
question, a change is recognized. The developer 
now sets up two mappings describing the changes 
(Table 1). 

The robot program for a single task execution is 
now short and relatively simple: 
1 PROGRAM pickupRod() { 
2 offsetest = getCorrection(Distance); 
3 MOVE offsetest; 
4 IF (forcez-axis() < forcecontact) THEN 
5    searchRod(); 
6 update(Distance, HERE); 

7 graspRod(); 
8 MOVE pref; 
9 DO 
10    rotationest = getCorrection(Rotation); 

11    MOVE rotationest; 
12 WHILE (rotationest != pref) 
13 MOVE pdropoff; 
14 releaseRod(); 
15 } 

Table 1: Change function mappings used for the 
experiment. 

 Distance Rotation 

Position ppickup ppickup 

Dimension Translation along x Rotation around z 

Sensors Sensor1 Sensor1 - Sensor2 

SNR of Sensor 5.0 10.0 

Movement 
modifies sensor 
signal 

FALSE TRUE 

Range of  
Correction   

[-240; 240] mm [-10; 10] mm 

In Lines 2 and 3 the function getCorrection 
receives a reference to a mapping structure defined 
in Table 1 as parameter and moves the robot to the 
estimated position of the rod. We use a force/torque 
sensor to check whether the rod was grasped 
correctly (Line 4). If this is not the case, we employ 
a basic search motion probing the conveyor belt in 
fixed intervals for the rod (Line 5). When the rod is 
located, we manually update S, grasp the rod and 
move it to the reference position (Lines 6 to 8). At 
this point the rod may still be rotated by an unknown 
amount. In Lines 9 to 12 we correct this rotation by 
repeatedly calling getCorrection until the reference 
position is reached. Then we move the rod to pdropoff 
and release it (Lines 13 and 14). Note that the 
program itself does not contain any sensor data 
processing. Additionally, it is neither necessary for 
the developer to determine the type of the change 
functions nor any parameters for these functions. To 
calculate the Cartesian change for an unknown 
sensor value, we use a simple linear interpolation 
over all data tuples in S. 

We executed the program 100 times. Every time 
the translation and rotation of the rod was chosen 
randomly. The initial estimate of both change 
functions was deliberately chosen badly as a 
bisecting line (Figure 5). For the change function 
describing the distance of the rod, we could have 
also created data tuples using the data sheet of the 
sensor (Figure 4, right). We have chosen not to do 
this, for two reasons: Firstly, the data tuples would 
have to be measured manually by the developer in 
the figure and modified by the distance of the rod's 
default position, which is a cumbersome task. 
Secondly, the data sheet is rather small and the 
resolution is low so it is difficult to determine exact 
values. Here, it is easier to just use a bad 
approximation for the very first executions, because 
this will change after a few executions. Because of 
this, the robot was unable to grasp the rod correctly 
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during the very first executions and also needed 
multiple corrections to compensate the rod's 
rotation. After 10 executions the estimations of the 
change function look similar to the one in Figure 3, 
and an Arcus-Tangens function respectively (Figure 
6). After 100 executions we obtained a precise 
interpolation of both change functions (Figure 7), 
allowing the robot to grasp the rod 20 out of 20 
times (100%) without the need for a search motion. 
The rotation was corrected successfully with just 
one rotation in 14 out of 20 cases (75%). In the 
other cases, the robot had to perform more than one 
rotation to align the rod correctly. 

 
Figure 5: Initial estimates of the change functions used to 
compute the translation (left) and rotation of the rod 
(right). 

 
Figure 6: Estimates of the change functions used to 
compute the translation (left) and rotation of the rod 
(right) after 10 executions. 

The accuracy of the estimated change functions in 
locating and rotating the rod during the adaptation 
process is shown in Figures 8 and 9. In both figures 
we show whether the robot was able to grasp the rod 
and rotate it correctly using the estimates of the 
change functions (red). A value of 0 means that the 
robot had to search for the rod or perform multiple 
rotational corrections, respectively, while a value of 
1 means that the estimate was correct. The green 
lines show the overall accuracy of the robot over all 
task executions up to that point, while the blue lines 
show the accuracy over the last 20 executions. We 
can see that the robot was capable of grasping the 
rod correctly nearly all the time after 50 executions, 

 

Figure 7: Estimates of the change functions used to 
compute the translation (left) and rotation of the rod 
(right) after 100 executions. 

 
Figure 8: Overall (green) and averaged (blue) percentage 
of correct estimations of the rod's translation on the 
conveyor belt using the change function for 100 
executions. A red dot with a value of 0 indicates that the 
robot could not locate the rod with the given change-
function, but had to perform a search instead. A value of 1 
indicates that the rod was found without the need for a 
search motion. 

 
Figure 9: Overall (green) and averaged (blue) percentage 
of correct estimations of the rod's rotation on the conveyor 
belt using the change function for 100 executions. A red 
dot with a value of 0 indicates that the first correction of 
the rotation did not align the rod perfectly and further 
corrections were necessary. A red dot with a value of 1 
indicates that the rod was aligned correctly with only one 
motion. 
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and had an overall accuracy of 80%. Due to the fact 
that two sensors are necessary to measure the 
rotation, the SNR of this combined sensor is 
relatively high, so the correction could not be 
performed in one motion every time. In spite of this, 
the robot was still capable of performing a perfect 
correction in 75% of all cases. 

6 CONCLUSIONS 

The aim of this work is to enable a developer to 
easily employ external sensors for flexible robot 
programs. The focus of this study was to show that 
data tuples describing the connection between 
sensory data and positional variations can be 
acquired automatically by the robot independent of 
the task and without the need for intricate 
calculations by the developer. We have presented a 
method to determine this data online during multiple 
executions of the task. The intention was to keep the 
requirements and methods independent from the 
type of sensor and make them universally applicable 
so they can be easily incorporated into a robot 
program. Finally, we presented an experiment to 
validate our research. We showed that it is possible 
to employ the proposed methods to successfully 
determine two change functions for a pick-and-place 
task. 

In the next step our aim is to integrate time 
stamps into the data set S. Then we are able to deal 
with drifts in the sensor data due to heating 
processes of the sensor itself by discarding the older 
data tuples which do not reflect the current state of 
the system any more. 
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Abstract: This paper presents a humanoid servomotor model that can be used in simulations. Once simulation is a
tool that reduces the software production time, it was developed a realistic simulator that own the humanoid
features. Based on a real platform, the simulator is validated when compared with the reality.

1 INTRODUCTION

Recent research in biped robots has resulted in a vari-
ety of prototypes that resemble their biological coun-
terparts. Legged robots have several advantages, they
can move in rugged terrains, they have the ability
to choose optional landing points, and two legged
robots are more suitable to move in human environ-
ment (Suzuki and Ohnishi, 2006).

The simulator should capture the essential charac-
teristics of the real system. In this paper, the servo-
motor model that powers the real humanoid joints is
addressed. The model of a Dynamixel AX-12 servo-
motor and its characteristics are found by an iterative
method based on a realistic simulator, the SimTwo
(Costa, 2009).

There are several simulators with humanoid simu-
lation capability, like Simspark, Webots, MURoSimF,
Microsoft Robotics Studio, YARP: Yet Another
Robot Platform (Wang et al., 2006) and OpenHRP3
(Ope, 2009), meanwhile, the SimTwo, as a generic
simulator, allows to simulate different types of robots
and allows the access to the low level behaviour, such
as dynamical model, friction model and servomotor
model in a way that can be mapped to the real robot,
with a minimal overhead. This simulator deals with
robot dynamics and how it reacts for several controller
strategies and styles. Using a realistic simulator can
be the key for reducing the development time of robot
control, localization and navigation software. It is not
an easy task to develop such simulator due to the in-
herent complexity of building realistic models for the
robot, its sensors and actuators and their interaction
with the world (Browning and Tryzelaar, 2003).

The purpose of developing such simulator is to
produce a personalized and versatile tool that will
allow the development and validation of the robot’s
software thereby reducing considerably the develop-
ment time.

The paper is organized as follows: Initially, the
real robot (which is the basis of the simulator) and its
main control architecture are presented. Then, sec-
tion 3 presents the developed simulator where the ser-
vomotor model was developed. Further, section 4
presents the validation of the simulator by compar-
ing its results with the real robot. Finally, section 5
rounds up with the conclusions and future work.

2 REAL HUMANOID

There are several humanoid robots kits available. The
commercially available Bioloid robot kit, from Robo-
tis, is the basis of the used humanoid robot and the
overview of the proposed biped robot is shown in Fig-
ure 1.

Figure 1: Real humanoid robot (from Bioloid).
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The servo motors are connected to the central pro-
cessing unit through a serial 1Mbps network. Next
subsection presents the physical robot in which the
developed humanoid simulator was based.

2.1 Main Architecture

The presented humanoid robot is driven by 19 servo
motors (AX-12): six per leg, three in each arm and
one in the head. Three orthogonal servos set up the
3DOF (degree of freedom) hip joint. Two orthogonal
servos form the 2DOF ankle joint. One servo drives
the head (a vision camera holder). The shoulder is
based on two orthogonal servos allowing a 2DOF
joint and elbow has one servo allowing 1DOF. The to-
tal weight of the robot (without camera and on board
computer) is about 2 kg and its height is 38 cm.

Figure 2: Real humanoid robot control application.

To control the real humanoid robot a high level
application (presented in Figure 2) was developed.
This application is independent from the simulator, al-
though it allows to acquire and share some real robot
data with simulator.

3 SIMULATION MODEL

Designing the robot’s behaviour without real hard-
ware is possible due to a physics-based simulator im-
plementation. The physics engine is the key to make
simulation useful in terms of high performance robot
control (Browning and Tryzelaar, 2003). The dy-
namic behaviour of robot (or multiple robots) is com-
puted by the ODE (Open Dynamics Engine), a free
library for simulating rigid body dynamics.

3.1 Simulator Architecture

The simulator architecture is based on the real hu-
manoid robot. The body masses and dimensions are
used to build a humanoid simulator similar to the real
one. The communication architecture in real robot
brings some limitations to control loop such as lag

time. The developed simulator enhances these prop-
erties. The same architecture levels of the real robot
are implemented in the simulator. At the lowest level,
the servo motor model includes the control loop, just
like the real servomotors. At the highest level, some
predefined joint states are created based on several
methods presented on literature (Kajita et al., 2006)
and (Zhang et al., 2008). At the middle level, an op-
timized trajectory controller that allows to minimize
the energy consumption is introduced as presented in
Figure 3 (Lima et al., 2008b).

Figure 3: Simulator main architecture.

Next subsections describe the servomotor model
that is used in the simulator where the electrical, fric-
tion and controller models are presented.

3.2 DC Motor Model

The servomotor can be modeled by a DC motor
model, presented in Figure 4, where Ua is the con-
verter output, Ra is the equivalent resistor, La is the
equivalent inductance and e is the back em f voltage
as expressed by equation 1 (Conceiçăo et al., 2006).

Figure 4: DC motor electric model.

Ua = e+Raia +La
∂ia
∂t

(1)

The motor can deliver a TS torque and its load
has a J moment of inertia that will be presented by
the physical model ODE. Current ia can be related
with developed torque TD through equation 2 and the
back em f voltage can be related with angular speed
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through equation 3, where Ks is a motor parameter
that can be found by an experimental setup as pre-
sented in subsection 3.3 (Bishop, 2002).

TD(t) = Ksi(t) (2)

e(t) = Ksω(t) (3)

In fact, the real developed torque (useful) that will
be applied to the load (TS) is the motor torque sub-
tracted by the friction torque (TF ) as presented in
equation 4. The friction torque is discussed in sub-
section 3.5.

TS = TD−TF (4)

3.3 DC Motor Model Measurements

It was used the AX-12 servomotor from Dynamixel as
the base of the humanoid simulator articulations. The
Ra and La values can be directly measured (Ra=8 Ω
and La= 5 mH). The Ks motor parameter can be found
by an indirect estimation. For several angular speeds,
it can be measured the em f voltage while motor is
open circuit.

Figure 5 shows the graphical data of the Ks line
and its trend line. The average value of 13 measures
for Ks (line slope) is about 0.006810 V.s/rad.

Figure 5: Ks value for DC motor model.

3.4 DC Motor Nonlinearities

In a way to better model the real system, where vari-
ables cannot assume all values, there must be some
limits applied to some quantities. The first one, is the
voltage applied to the supply terminals Ua. This volt-
age is limited by the batteries voltage. Further, current
i is limited by the drive electronics once it is related
to the torque through equation 2 (torque limit is pro-
grammed in the real servomotor). Current gradient is
also implicitly limited by the presence of La. Figure 6
shows the block diagram computed by the simulator.
There is also a internal gradient limitation to ensure

some numerical stability specially when the integra-
tion step period is significantly slower than electric
dynamic.

Figure 6: Servomotor model block diagram computation.

3.5 Friction Model

The friction model has two terms: the static and dy-
namic friction as presented in equation 5.

TF = Fcsign(ω)+Bvω (5)

The first one can be modeled as the sign function
(with Fc constant) and the second one can be modeled
as a linear function with slope Bv.

The sum of this two components (TF ), the final
friction model, is shown in figure 7.

Figure 7: Servomotor model nonlinearities.

Figure 8 shows the friction model implemented in the
servomotor model.

Figure 8: Servomotor model with friction model.

The Fc and Bv constants are found using simulator
scanning several possible values minimizing the error
with the real system during an arm fall from 90 to 0
degrees. The error surface function can be minimized.
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As result, Bv=0.01278 N.m.s/rad and
Fc=0.0000171 N.m where found as the best
values. These constants allow the simulator to follow
reality very closely as presented in figure 9 where
an arm falls from 45, 90 and 135 degrees for both
robots.

Figure 9: Real robot and simulator friction comparison.

3.6 Low-level Controller

The low level controller resembles the closed loop
controller in the real robot implemented by the servo-
motor manufacturer. This controller accepts, from the
higher level, the angle and angular speed references
that define a trajectory. The controller type present
in the Dynamixel isn’t specified. However, there are
some possible models for the controller, such as PID
or state feedback. Considering a state feedback con-
troller and assuming Ki

θ the position error gain and
Ki

ω the speed error gain for each i joint, the equation
6 defines the servomotor input (Ua) that keeps the de-
sired reference conditions for each i joint. The output
torque is computed by the physic model as presented
in Figure 10.

U i
a(t) = Ki

θ(θ
i
re f (t)−θi(t))+Ki

ω(ωi
re f (t)−ωi(t))

(6)

Figure 10: Low level controller.

The position error and the speed error gains can be
computed resorting to a least squares approach. Hav-
ing the real robot arm step response (from 0 to 90 de-

grees), it is possible to scan several gains and to de-
termine the quadratic error between the real servo and
the humanoid simulator joint for each solution. The
one that fulfill the lowest quadratic error is the chosen
gains to the controller. Figure 11 shows the quadratic
error for the several solutions.

Figure 11: Quadratic error for real and simulator servomo-
tor.

The lowest quadratic error (0.66 degrees2) occurs
for Ki

θ equals 30 and for Ki
ω equals -1.2. These gains

allow to obtain the step response very close to the real
servo. Figure 12 shows both step responses.

Figure 12: Real and simulator servomotor step response.

3.7 Servomotor Model

With the previous results, it is possible to create the
servomotor model including the DC motor, the fric-
tion and the controller models (with its nonlinearities)
that will represent the real servo motor in the simula-
tor. The final model is presented in figure 13.

Figure 13: Simulator servomotor model.
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4 SIMULATOR VALIDATION

To validate the humanoid simulator model it is re-
quired to implement the same control signal to both
robots and to analyze the behaviors. Predefined tra-
jectory states, that allow robot to walk, are based on
the Zero Moment Point (ZMP) method. Figure 14
shows the sequence during walk movements for both
robots (real at left and simulator at right). It is pos-
sible to observe that both robots exhibit very similar
behaviours.

Figure 14: Real and simulator robots walking with the same
predefined gaits.

Figure 15: Real and simulator robots knee angles during a
walk movement.

With this walking movement, it can be acquired
all joint angles for both robots. Figure 15 shows
a knee angle for real and simulated robots, in a
walk movement, that shows simulator behaves as real
robot. Moreover, the power consumption compari-
son between real and simulated robot is presented in
(Lima et al., 2008a).

5 CONCLUSIONS AND FUTURE
WORK

A simulator that allows a humanoid robot simula-
tion capability is addressed and validated. The joints
that emulate the real articulations are based on a re-
alistic servomotor model. The proposed servomotor

model was implemented in the developed simulator,
SimTwo. This simulator is based in a real platform.
The friction model and closed loop controller gains
are found based on the real robot behaviour. It al-
lows to search the optimal values for friction and con-
troller gains based on a heuristic approach. The vali-
dation with the real humanoid robot allows to confirm
the proposed servomotor model. As future work, the
simulator can be useful to find several parameters that
optimize a desired condition such as energy consump-
tion in the walk movement and further applied to the
real robot.
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Abstract: Anisotropic regularization PDE’s (Partial Differential Equation) raised a strong interest in the field of image
processing. The benefit of PDE-based regularization methods lies in the ability to smooth data in a nonlinear
way, allowing the preservation of important image features (contours, corners or other discontinuities). In this
article, we propose a PDE-based method restoration approach integrating a double-well potential as diffusive
function. It is shown that this particular potential leads to a particular regularization PDE which makes it
possible integration of prior knowledge about the gradients intensity level to restore. As a proof a feasibility,
results of restoration are presented both on ad hoc and natural images to show potentialities of the proposed
method.

1 INTRODUCTION

Since the pioneering work of Perona-Malik (Perona
and Malik, 1990), anisotropic regularization PDE’s
raised a strong interest in the field of image process-
ing. Many regularization schemes have been pre-
sented so far in the literature, particularly for the
problem of scalar image restoration (see (Histace and
Ménard, 2008) for a complete review). In (Deriche
and Faugeras, 1996) authors propose a synthetic for-
mulation to express the global scheme of PDE-based
restoration approaches. More precisely, if we denote
ψ(r, t) :R2×R+ →R the time intensity function of a
corrupted image ψ0 = ψ(r,0), the corresponding reg-
ularization problem of ψ0 is equivalent to the mini-
mization problem described by the following PDE:

∂ψ
∂t

= cξ(‖∇ψ‖)∂2ψ
∂ξ2 + cη(‖∇ψ‖)∂2ψ

∂η2 , (1)

where η = ∇ψ/‖∇ψ‖, ξ⊥η and cξ and cη are
two weighting functions (also called diffusive func-
tions). This PDE can be interpreted as the super-
position of two monodimensional heat equations, re-
spectively oriented in the orthogonal direction of the
gradient and in the tangential direction: It is charac-
terized by an anisotropic diffusive effect in the priv-
ileged directions ξ and η allowing a non-linear de-
noising of scalar image. Eq. (1) is of primary im-

portance, for all classical methods can be expressed
in that global scheme: For instance, if we consider
the former anisotropic diffusive equation of Perona-
Malik’s (Perona and Malik, 1990) given by

∂ψ
∂t

= div(c(‖∇ψ‖)∇ψ) , (2)

with ψ(r,0) = ψ0 and c(.) a monotonic decreasing
function, it is possible to express it in the global
scheme of Eq. (1) with{

cξ = c(‖∇ψ‖)
cη = c′(‖∇ψ‖).|∇ψ|+ c(‖∇ψ‖)

(3)

Formulation of Eq. (1) is also interested, for it makes
stability study of classical proposed methods possi-
ble. What we proposed in this article is a prospective
study for the integration of a double well potential
as a diffusive function c(.) in Eq. (2). Our aim and
motivation for such a study are mainly to show that,
firstly, such a choice can lead to a stable PDE-based
approach for scalar image denoising that can over-
pass classical approach of Perona-Malik’s from which
it is derived and which presents instability problems
as formerly shown in (Catté et al., 1992), and, sec-
ondly, that this approach overcomes some drawbacks
of the classical methods like corner smoothing or pin-
hole effect. Layout of this article is the following one:
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In section two, we introduce the double well func-
tion and derive the corresponding PDE in the global
scheme of Eq. (1). We also proposed in that section a
study of the stability of the derived PDE compared to
the stability of Perona-Malik’s approach. Third sec-
tion is dedicated to experimental and quantitative re-
sults. Fourth and last section contains conclusion and
discussion.

2 DOUBLE WELL POTENTIAL
AND CORRESPONDING PDE

2.1 Diffusive Function

The double well potential considered in this article is
defined by the following function:

cDW (u) = 1−φ(u) = 1−
∫ u

0
v(α−v)(v−1)dv . (4)

Some graphical representations of Eq. (4) for differ-
ent values of α are proposed Fig. 1.
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Figure 1: (a), (b), (c) Plots of function cDW (.) of Eq. (4)
for different values of α: (a) 0 < α < 0.5, (b) 0.5 < α < 1,
and (c) α = 0.5. (d) Plots of function cPM(.) of Eq. (5) for
different values of k and α. Solid lines stand for k = 0.2,
dash-dotted lines for k = 0.4, and dotted lines for k = 0.6.

This function has to be compared with the classical
Perona-Malik’s function cPM(.) given by:

cPM(u) = e−
u2

k2 , (5)

with k a soft threshold defining selectivity of
cPM(.) regarding values of image gradients. Fig. 1.(d)
shows graphical representations of cPM(.) defined by

Eq. (5) for different values of k. As one can notice on
Fig. 1.(d), for ‖∇ψ‖ → 0, cPM(‖∇ψ‖)→ 1, whereas
for ‖∇ψ‖ → 1, cPM(‖∇ψ‖)→ 0. As a consequence,
boundaries within images which are on a threshold,
function of k, are preserved from the smoothing ef-
fect of Eq. (2). One can notice on Fig. 1 that φ(.)
has been normalized. As a consequence, we are able
to ensure that 0 ≤ cDW (u) ≤ 1 for all values of u like
classical PM’s function of Eq. (2). Global variations
of cDW can be compared to those of cPM for α = 0
and α = 1. For 0 ≤ α < 1, since cDW is issued from
a double well potential, selectivity of Eq. (2) is more
important and centered on a particular gradient value
function of α. For instance, for α = 0.5, only gradi-
ents of value 0.5 are totally preserved from the diffu-
sive effect that can be interpreted as an integration of
directional constrains within the restoration process.
Moreover, we are now going to show, that integration
of cDW as diffusive function leads to interesting sta-
bility property of corresponding PDE.

2.2 Study of Stability

As mentioned in first section, classical Perona-
Malik’s PDE presents instability problems. More pre-
cisely, as shown in (Catté et al., 1992), sometimes
noise can be enhanced instead of being removed. This
can be explained considering Eq. (3). If we con-
sider cPM(.) function, it appears that corresponding cη
function of Eq. (3), in the global scheme of Eq. (1),
can sometimes takes negative values (see Fig. 2.(a)
for illustrations). This leads to local instabilities of the
Perona-Malik’s PDE which degrades the processed
image instead of denoising it. Now, if we calculate
mathematical expression of cη with c(.) = cDW (.) of
Eq. (4), one can obtain that:

cη(‖∇ψ‖) = c′DW (‖∇ψ‖).|∇ψ|+ cDW (‖∇ψ‖) , (6)

Considering Eq.(6), if we plot this function, one can
notice that corresponding cη function never takes neg-
ative values (see Fig. 2.(b) for illustrations): Diffusive
process remains stable for all gradient values of pro-
cessed image which is of primary importance.

3 EXPERIMENTAL RESULTS

We propose in this section to make a visual and quan-
titative comparison between classical Perona-Malik’s
PDE of Eq. (2) with diffusive function c(.) = cPM(.)
of Eq. (5), and proposed derived PDE with c(.) =
cDW (.) of Eq. (4) as diffusive function. For quantita-
tive comparisons, we will consider adapted measure
of similarity between non corrupted initial image and
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Figure 2: Plots of function cηPM and cηDW for different val-
ues of k and α. Solid lines stand for k = 0.2 and α = 0.5,
dash-dotted lines for k = 0.4 and α = 0.7 and dotted lines
for k = 0.6 and α = 1.

restored one. This measure will depend on the nature
of original image. For practical numerical implemen-
tations, the process of Eq. (2) is sampled with a time
step τ. The restored images ψ(tn) are calculated at
discrete instant tn = nτ with n the number of itera-
tions.

3.1 Synthetic Image

The first proposed image is the binary image of Fig.
3.(a) corrupted by a white gaussian noise of mean zero
and standard deviation σ.

(b)

(w)

(a) (b)

Figure 3: (a) Original synthetic image and (b) its corrupted
version ψ0 . Corrupting noise is a white Gaussian one of
mean zero and standard deviation σ = 0.05.

Considering binary nature of non corrupted image
(Fig. 3.(a)), quantification of the denoising effect of
Eq. (2) with c(.) = cPM(.) and c(.) = cDW (.), will be
estimated with Fisher’s index given by

IFisher =
(mw−mb)2

σ2
w +σ2

b
, (7)

with mw,b the average value of the pixels of the re-
stored image ψ(tn) being originally in the white (w)
or black (b) part of original image (Fig. 3.(a)) and
σw,b the corresponding standard deviation. Because
aim of this article is to show potentiality of the de-
scribed restoration method, only optimal results for

both compared approaches are presented Fig. 4: Val-
ues of k and α parameters are empirically chosen and
strategy for optimal choice is not describe here.
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Figure 4: (a) Restored image with c(.) = cPM(.) (classical
Perona-Malik’s approach), (b) Restored image with c(.) =
cDW (.) (proposed approach), (c) Fisher index function of
iteration number n, solid lines stands for classical Perona-
Malik’s approach, dotted line stands for proposed method.
k is equal to 0.4, α is equal to 0.5 (these values have been
empirically tuned).

As one can notice on Fig. 4, both visually and
quantitatively, restoration of binary image of Fig.
3.(a) is better with the diffusive function of Eq. (4).
More precisely, stability property of the double well
function prevents restoration process from possible
enhancement of corrupting Gaussian noise. Homoge-
nous areas of Fig. 4.(b) does not visually shows os-
cillations, nor corners of the white square as in Fig.
4.(a). This visual impression is confirmed by vari-
ations of Fisher’s index in Fig. 4.(c) that reaches a
level third times more important than with classical
approach of Perona-Malik’s. The value of α parame-
ter corresponding to best result is 0.5: this is not sur-
prising, for it is also the value of the gradient intensity
characterizing the boundaries of the with square. As a
consequence, this experiment also confirmed the pos-
sible gradient intensity selectivity of the proposed ap-
proach interpreted as a directional diffusion process.
We shall now experiment the proposed approach in
the context of restoration of real scalar images.

3.2 Real Images

In this section, we propose to compare both our pro-
posed method with PM’s approach on the classical
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“cameraman” image. For our purpose, this latter has
been corrupted by a white gaussian noise of mean
zero and standard deviation σ (see Fig. 5).

(a) (b)

Figure 5: (a) Original image “cameraman” and (b) its cor-
rupted version ψ0. Corrupting noise is a white Gaussian one
of mean zero and standard deviation σ = 0.05.

Considering nature of non corrupted image (Fig.
5.(a)), quantification of the denoising effect of Eq.
(2) with c(.) = cPM(.) and c(.) = cDW (.), will be es-
timated with a classical PSNR measurement. Once
again, because aim of this article is to show potential-
ity of the described restoration method, only optimal
results for both compared approaches are presented
Figs. 6 and 7.

(a) (b)

Figure 6: (a) Restored image with c(.) = cPM(.) (clas-
sical Perona-Malik’s approach), (b) Restored image with
c(.) = cDW (.) (proposed approach). k is equal to 1 for
PM’s restoration approach, α is equal to 0.2 for proposed
approach (these values have been empirically tuned).

One can notice on Figs. 6 and 7 that both visu-
ally and quantitatively, it is possible to find a value
of α that can outperform results of classical PM’s ap-
proach. Quantitatively speaking PSNR is around 2dB
higher and visually speaking, boundaries on Fig. 6 are
preserved in a better way from the diffusion effect.

4 CONCLUSIONS

In this article, we have proposed an alternative diffu-
sive function for restoration of scalar images within
the framework of PDE-based restoration approaches.
The proposed diffusive function allows integrating
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Figure 7: PSNR function of iteration number n, solid lines
stands for classical Perona-Malik’s approach, dotted line
stands for proposed method. k is equal to 1, α is equal to
0.2 (these values have been empirically tuned). These two
curves have been computed by calculation of the mean re-
sults obtained for one hundred different realizations of the
gaussian corrupting noise.

prior knowledge on the gradient level to restore thanks
parameter α of Eq. (4) and remains always stable
on the contrary of classical PM’s approach. Pro-
posed method also remains fast and easy to com-
pute. Quantitatively speaking, better restoration re-
sults have been obtained. Concerning possible out-
looks, this proposed method could be associated to
the orientation selectivity of a PDE-based method al-
ready presented in the framework of that conference
in (Histace et al., 2007). Association of both proper-
ties should lead to a restoration method with interest-
ing directional properties for “vision in robotics” area
for example.
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Abstract: Automation and control of processes in a food industry is a very important aim. The main reasons are: 
guaranteeing a better quality of the final product, reducing cost time and improving the use of the raw 
materials. Specifically, drying and storage grain industries have plants which, in many cases, are out of 
phase. Besides, they are controlled by machine operators. Our work has consisted in developing a total and 
supervision automated system to control most of the processes.  A first step has been to automate four cereal 
dryers in order to collect data. Subsequently, a control has been designed to get a constant value of moisture 
of the grain. At the same time, these data have been used to obtain a total traceability of the process. 

1 INTRODUCTION 

In most cereal drying industries it is very important 
to store the final product in optimal conditions along 
time in order to achieve a good preservation.  
Combination of several measures is necessary: 
• Grain cleaning and sorting, avoiding any 

undesired product or seed. 
• Drying until a moisture level is reached, to 

guarantee the correct preservation. 
• Storing temperature Control during all the time 

that the product remains in the facilities. 

In general, once recollected, grains don’t have a 
suitable degree of humidity and temperature to be 
stored in silos for a long period of time. That is why 
it is necessary to increase the temperature in order to 
reduce humidity,  making the drying a process of 
great relevance. Therefore, supervision and 
automation offer the operator the necessary tools to 
control the drying process accurately, using 
historical and real-time process performance 
information.  

Improving control enhances consistency and 
saves energy by ensuring key process variables are 
more stable. Processes may also be operated closer 
to optimum values or constraints. 

Process automation is not innovative, but if 
supervision and control solutions are customized, as 
in  this  case,  we  can  deduce,  then,  that  we are 
innovating. 

In the following sections we describe an example of 
control of such processes. 

2 DRYING AND STORAGE 
PROCESSES 

Basically, the cereal drying process consists in 
passing a hot air current through the product, in 
order to reduce the moisture inside the grain.  
There are several factors to take into account from 
the point of view of the process and also from that of 
the product: 

• The product can have different humidity 
percentages. 

• Moisture reduction depends on each type of 
grain. 

• Each product has a temperature upper limit  
and a humidity lower limit to consider . 

• The goal is to achieve a maximum 
performance in Tons/hour, as well as a 
minimum energetic consumption. 

A horizontal grain dryer consists of a perforated 
metal sheet connected to a source of heated forced 
air supplied by a diesel or gas burner. The grain 
conduit has upper and lower ends to receive and 
discharge, respectively, a quantity of grain to be 
dried by heat conveyed to the grain through the 
perforated sheet. Rollers with an agitator keep grain 
moving downward into the dryer. It is also necessary 
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that several extractors  ease the ejection of humid air 
out of dryer. 

The inside of a horizontal dryer and a detail of 
the rollers are showed in figure 1. 

 
Figure 1: A typical horizontal dryer. 

Before the final storage into silos, the grain is 
cooled. 

Periodically, once the product is stored, it is 
advisable to control the grain temperature to avoid a 
lost of quality or possible explosions due to high 
temperatures. Implantation of a temperature and 
humidity control and supervision system in silos, 
guarantee a quality for the final customer. When the 
temperature rises above  a reference signal, fans are 
switched on to introduce cool air. At the same time, 
the warm air is put out of the silos by means of 
extractors. More details of these processes are 
showed in (de Dios, 1996). 

3 SUPERVISION, AUTOMATION 
AND CONTROL  PROCESSES 

It is necessary to integrate inside processes with 
many interacting elements, automation and control 
systems. Next, each of these systems will be 
explained. 

3.1 Automation of the Process 

Automation operation is a first step to control and 
supervise any process. It is used to carry out 
sequential motors start and stop,  processes stop due 
to failures, motor speed control or temporisation 
actions. Automation architecture consists of: 

• A first PLC´s  to control four dryers and a 
second PLC to control silos fans. 

• Two PC to install Silos and Dryers SCADA 
systems. 

• Two Grain moisture measuring instruments. 

• A PC-PLC PROFIBUS Communication 
Card.  

 
The PLC is connected with decentralized 

periphery devices using PROFIBUS DP. This has 
been  possible by letting one unique PLC control 
four dryers. The moisture equipment is connected to 
the  Dryer SCADA PC through a serial RS-232C 
port. In figure 2 an automation scheme is depicted.  
 

 
Figure 2: Automation scheme for silos and dryers control. 

Each silo contains twenty four temperature 
sensors located in six levels and one outside the silo. 
There are also two humidity sensors (one inside and 
one outside). These sensors are connected to a ADC 
through four channels, which are connected to the 
Silos SCADA PC . (see figure 4 for a detailed view). 

3.2 Supervision  

One of the most important tasks has been the design 
of the supervision system. Instead of acquiring a 
commercial SCADA, a supervision programs have 
been developed with the Visual C++ tools.  
 

According to the type of product, the supervision 
system makes it possible to change some parameters 
in order to control the drying conditions. It is 
possible to activate the number of extractors, to time 
the grain feeder, to change the discharge time, even 
to switch on a second flame in the burner.  

In the stored grain process a complex supervision 
and control system has been developed. Not only  
can we supervise the temperature of each silo to six 
levels, but we can  control the temperature based in  
different choices. For example, depending on the  
external air humidity and temperature, a time period 
or a temperatures difference can activate extractors 
and fans. 
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Figure 3: A window of dryers SCADA application. 

In every reading, the control compares the actual 
values with the ones defined by user. If for instance 
the actual temperature is higher that the limit set , 
the system turns on the aerations system. Once the 
temperature below that set point the PLC shuts off 
the aeration system. Examples of such controls are 
showed in (Silva, 2003) and  (Srzednicki,  2005). 
A larger and more complex system totally 
controllable and observable through the internet, by 
user our SCADA Web (Janeiro, 2006) is being 
developed. 
 

The parameters of both supervision systems can 
be changed from a window as depicted in  Figure 3 
and figure 4 . 

Figure 4: Temperature Silos SCADA application. 

The prime emphasis in these processes has been 
on improving the security of existing machines. Due 
to different controls implemented  it is possible to 
generate a important number of alarms. The most 
important one is the temperature control, used to 
avoid possible fires inside of the dryers.  
 

The communication between all equipments; 
computers, humidity measuring instruments and 
PLCs, is continuously being checked. 
All these alarms and other parameters are registered 
in a database, to be analysed in order to verify the  
stored and drying conditions, and improve the 
processes.  
 

 
Figure 5: Alarms registration. 

3.3 Moisture Control System 

Most development work has centered on the 
optimization of machine design and capacity, and 
the application of these machines to existing 
processing strategies. The result has been the 
development of more compact dryers in recent 
years. The manner in which processing itself is 
carried out, must be considered. There are works 
related to to the engineering aspects of the process, 
but researchs carried out on dryers control are not 
quite extensive.  Recent studies are based on the use  
control techniques principally PID (Guofang,  
2006),predictived (Qiang, 2001) and fuzzy control, 
(Zhang and Litchfiled, 1993),(Bremmer, 1997) and 
(Chunyu et al., 2007). 

 
Control techniques principally consist of a 

computer program and a number of sensors 
measuring process properties. It is also necessary to 
have some forms of SCADA/PLC systems.  

The goal is to design a feedback controller for 
the plant shown by the block diagram in figure 6, 
which includes the feedback interconnection of the 
plant and controller, and elements associated with 
the performance objectives. 

The moisture error of the discharged grains was 
used as input parameter of the controller. The output 
parameter of the controller was the speed of the 
rolls. 

Continuous-flow grain drying is a non-linear 
process with a long delay; it is often subjected to 
large disturbances and therefore is difficult to 
control. The ON/OFF and PID designed controllers 
have been an adequate control  method in this type 
of machines. 

 The grain humidity has to be controlled by 
changing the temperature inside the dryers. 
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Figure 6: A dryer control  diagram. 

 It has been verified that it is more effective to 
switch the two flames of the burner than modifying 
the speed of the rolls. The combination of an 
ON/OFF control of burner with a PID control 
actuating in roll speed makes it possible to achieve 
an optimal control of humidity grain in these dryers. 

In spite of this good behaviour of this type of 
controls, we are developing robust control due to 
long delays and disturbances in some cases. A work 
of an implemented robust control in a similar 
process can be viewed in (Cárdenas, 2003). 

 Simulations test show that the robust controller 
performed well over a wide range of drying 
conditions.  

4 CONCLUSIONS 

Process automation and supervision seem to promise 
significant potential for development in the future.  

The efficency of dryers has been increased 
significantly. This has been achieved by making 
them larger, more space efficient and by increasing 
control and supervision systems. The incorporation 
of these controls has also made itpossible to reduce 
the grain humidity before it is stored into silos. In 
addition, data collection and analysis, as well as 
product traceability, ensures optimum quality for 
customers and tools to enhance profitability. 

The control method provide a new solution for 
grain drying process. 

 Advanced controllers are being simulated with 
good results and we expect to implement them in the 
factory in the future for a better optimal energy 
consumption. 
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Abstract: Our further achievements in the design, processing and studies of physical properties of elastomer – nano-
structured carbon composites as prospective compressive strain sensor materials for robotic tactile elements 
as well as for other automatic systems are presented. Composites made of polyisoprene matrix and high-
structure carbon nanoparticle filler have been designed and manufactured to develop polymer nano-
composites for flexible, entirely polymeric pressure sensing elements. Electrical resistance of the 
composites as a function of mechanical strain and pressure is studied. SEM pictures of cross-section surface 
of sensing elements are analyzed. 

1 INTRODUCTION 

In our previous study we have already shown the 
possibility to manufacture entirely flexible PNC 
sensing element with glued conductive rubber 
electrodes (Knite, 2008). Such elements show good 
mechano-electrical properties but they have one 
drawback – possible delamination of flexible 
electrodes during operation. In this study we further 
developed the technology of preparing all-elasto-
plastic (AEP) strain sensing element with vulcanized 
flexible electrodes made of polyisoprene-
nanostructured carbon (PNC) composite. Recently, 
some promising results have been presented 
regarding the application of polymer/conductive 
filler composites as strain and pressure sensors as 
well as selective gas sensors (Knite, 2002; Knite, 
2004; Qu, 2007; Li, 2008; Knite, 2007; Sakale, 
2009). Interesting and excellent properties have been 
obtained in case the composite contains dispersed 
nano-size conducting particles. If the size of carbon 
particle and specific surface area of carbon black are 
between 60 to 200 nm and 16-24 m2/g, respectively 
(low-structure carbon nano-particles (LSNP)), the 
electrical resistance of natural rubber composites 
slowly decreases with applied pressure (Job, 2003). 
The effect is explained by the increasing number of 
conductive channels due to the increase of external 
pressure. Resistance of natural polyisoprene-carbon 
nanocomposites grows very rapidly and reversibly 

for both – tensile and compressive strain when high-
structure carbon nano-particles (HSNP) (specific 
surface area 950 m2/g, mean diameter 25 nm) are 
used as the filler (Knite, 2007). The sensing 
elements described in all mentioned papers contain 
metallic electrodes that reduce the flexibility of the 
whole element as well as delamination of electrodes 
can be possible due to bending. In this paper our 
recent success in the design, processing and studies 
of properties of vulcanized foliated composite sensor 
element is reported. 

2 PREPARATION OF SAMPLES 
AND THE EXPERIMENT 

The polyisoprene – nano-structured carbon black 
composite was made (see Figure 2) by  rolling high-
structure PRINTEX XE2 (DEGUSSA AG) nano-
size carbon black (CB) and necessary additional 
ingredients (sulphur and zinc oxide) into a Thick 
Pale Crepe No9 Extra polyisoprene (MARDEC, 
Inc.) matrix and vulcanizing under 3 MPa pressure 
at 155 ˚C for 20 min. The mean particle size of 
PRINTEX XE2 is 30 nm, DBP absorption – 380 
ml/100 g, and the BET surface area – 950 m2/g.  

The sensor element was made as follows. Two 
blends of polyisoprene accordingly with 30 and 10 
phr (parts per hundred rubber) carbon black have 
been mixed. Initially 30 phr of PRINTEX have been 
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used for obtaining PNC composite electrodes, but 
the tests of mechanical and electrical properties 
showed, that electrodes made from PNC composites 
with 20 phr of PRITEX were as much conductive as 
30 phr carbon black/polyisoprene electrodes but had 
better elasticity as well as superior adhesion to 
active element. Three semi-finished rounded sheets 
made from mentioned above two PNC composite 
blends have been formed and fitted onto special steel 
die. Those are two sheets for conductive electrodes 
(30 phr CB) and one sensitive sheet (10 phr CB) for 
pressure-sensing part. Each of these three sheets 
were separately pre-vulcanized under 3 MPa 
pressure and 110°C temperature to obtain flat 
surfaces. This operation lasts 10 minutes. After that 
the components were cooled and cleaned with 
ethanol. Further, all three parts were joined together 
in one sensor element and were placed into the steel 
die and vulcanized under pressure of 30 MPa and 
155° C temperature for 20 minutes vulcanization 
(previous attempts (Knite, 2008) to create sensor 
element with conductive glue were shown to be 
relatively ineffective). To study mechano-electrical 
properties small brass foil electrodes were added 
before vulcanization. Finally, disc shape sensor 50 
mm in diameter and 3 mm thick was obtained. From 
this preparation we cut out useful sensor elements 
for testing (Figure 1). 
 

 
Figure 1: The accomplished all-elasto-plastic sensor 
element with brass foil extensions. 

A modified Zwick/Roell Z2.5 universal testing 
machine, HQ stabilized power supply and a 
KEITHLEY Model 6487 Picoammeter/Voltage 
Source was used for testing mechano-electrical 
properties of sensor elements. All devices were 
synchronized with the HBM Spider 8 data 
acquisition logger. Resistance R versus compressive 
force F was examined. Uniaxial pressure was 
calculated respectively. 

3 RESULTS AND DISCUSSION 

Before testing the accomplished sensor element, we 
measured the electrical properties of separate 
vulcanized electrode layers. We also separately 
tested the mechano-electrical properties of 
vulcanized active element layer to see whether it has 
expected sensing capabilities. The active element of 
the sensor (nano-structured carbon black composite 
with 10 phr) belongs to the region of the percolation 
threshold (specific electrical resistance ρ = 12 Ω·m). 
The specific resistance for flexible electrodes is in 
the order of 0.1 Ω·m, which is noticeably above the 
percolation threshold. 

Let’s look closer at the conductivity properties of 
sensors. Measurement results for electrical 
resistance versus pressure for small pressure range 
are given in Figure 2. 

 

 
Figure 2: Electrical resistance of  the all-elasto-plastic 
sensor element as function of pressure (lower pressure 
range, T = 294 0K). 

Measurement results for relatively large pressure 
range are shown in Figure 3.  The observed positive 
piezoresistance effect can be explained by transverse 
slip of nano-particles caused by external pressure 
leading to disarrangement of the conductive 
channels. The volume concentration of conductor 
particles VC at which the transition proceeds is called 
the percolation threshold or the critical point. 
According to the statistical model, conductor 
particles, in the vicinity of VC, assemble in clusters. 
Upon approaching VC, the correlation radius ξ (the 
average distance between two opposite particles of a 
cluster) diverges as  

ξ ∼  |V-VC| -ν                          (1) 

where ν is the critical index (Roldughin, 2000). 
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In the vicinity of the percolation threshold, 
electrical conductivity of the composite changes as: 

σ ∼  |V-VC| t                           (2)                                                

where t is the critical index (Roldughin, 2000). 
Under mechanical deformation of composites ξ and, 
consequently, σ  change. This is the reason causing 
the piezoresistive effect. 

Because of higher mobility of HSNP compared 
to LSNP the electro-conductive network in the 
elastomer matrix is easily disarranged by very small 
tensile, compressive or shear strain. We suppose this 
feature makes the elastomer–HSNP composite an 
option for flexible sensitive tactile elements for 
robots and automatics. 

 

 
Figure 3: Electrical resistance of the all-elasto-plastic 
sensor element as function of pressure (higher pressure 
range, T = 294 0K). 

The scanning electron microscopy (SEM) was 
used to check the quality of joined regions of three 
PNC sheets of the AEP sensor element. SEM 
micrographs of breaking surface of the sensor 
element are shown in Figure 4. To prepare the 
sample for SEM investigations the sensor element 
was frozen in liquid nitrogen and then broken.  Good 
quality of joining of all three PNC sheets can be 
clearly visible in SEM images with different scale 
(Figure 4). Pale regions correspond to electrically 
more conductive PNC composite with 30 phr CB 
and dark regions cover the PNC composite with 10 
phr CB. The pale particles, which are visible in the 
bottom picture (Figure 4), are carbon nano-particles.  

A functioning model of low-pressure-sensitive 
indicator was made. The block diagram of pressure 
indication circuit is shown on Figure 5. The sensor is 
connected to power supply (PS) via resistor (R) and 
to the input of amplifier (Amp). Transistor-based 
two-stage  amplifier  includes  integrating  elements. 

 
 

 
 

 
Figure 4: SEM micrographs of sensor element. Sensor 
element was frozen in liquid nitrogen and then broken in 
two. One of the broken sides is shown in different scales: 
20 μm, 5 μm and 2 μm. Boundary between two PNC 
composite layers with 10 and 30 phr (parts per hundred 
rubber) carbon black are shown. 
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These signals are passed to the differential circuit 
and they form a sharp pulse, which is passed further 
to the one-shot multivibrator  (OSM). 

The duration of the pulse of the OSM is 
adjustable. The OSM is necessary to form the 
determined length of pulse which is independent 
from AEP sensor element deformation time. The 
output of OSM is connected to performing device 
PD (indicator/counter or actuator). 
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Abstract: This paper presents a novel approach which enables multipleUAVs to efficiently explore an unknown envi-
ronment and incrementally build the map of the area and its complex shaped obstacles, represented here as
concave and convex in shape. The task is achieved by a improved performance of sensor based searching,
navigation and mapping of these complex shaped obstacles inan unknown environment. The improved per-
formance is quantified by explicit bounds of navigating the UAVs using an extended Kalman filter and to build
the map of the complex shaped obstacles using the 2-D Splinegon. The circle packing search algorithm is used
for the completeness of coverage in searching the unknown obstacles regions and the UAVs trajectories are
generated by the Dubins path planning algorithm. This novelproposed algorithm results in a robust approach
to search and map the obstacles using multiple UAVs that is also computational attractive.

1 INTRODUCTION

This paper focusses on swarm of UAVs deployed for
a mission of searching an unknown region to detect
obstacles and to extract their shape. The circle pack-
ing search algorithm (Kershner, 1939), (Guo and Qu,
2005) is implemented where the search is carried out
by a sequence of “looks” each of which covers a circle
corresponding to the footprint of the sensor on board.
This circle pacing algorithm covers the plane by pack-
ing each circles into the unknown environment. The
centers of each of this packed circles represent the
way points to be used on path planning of the UAVs.
A mission planning algorithm is described which en-
ables the UAVs to switch between the searching mode
and the mapping of the detected obstacle. Since the
swarm of UAVs fly around an unknown environment,
a sense and avoid system is developed so the UAVs
autonomously replan their paths when they approach
an obstacle or predict intersection of air traffic. Thus
the system presented here provides a safe surveillance
of unknown areas by swarm of UAVs. Furthermore
the proposed mission planning not only enables the
swarm of UAVs to switch from searching mode into
mapping mode, but also ensures the allocation of the
required number of UAVs to map that obstacle with
in searched region.

In the fulfillment part of the mapping task, the
measurements from laser sensor that are mounted on
the UAVs is the only source to construct the map of
the detected obstacle. This strongly suggests that the
most efficient way in modelling approach should be to
define these measurement points as vertices that can
form a polygon with line segments. This raises an is-
sue as to how to represent the curved nature of these
obstacles. One such promising approach is introduced
in this paper that uses a generalization of polygons
that produces a set of vertices that are connected by
line segments of constant curvature. This is a sub-
set of a class of objects named as splinegons (Dobkin
et al., 1988), (Dobkin and Souvaine, 1990).

In the mapping process the fused EKF estimated
positions are used with the limited number of mea-
surements (i.e. required number of the the interpola-
tion points) from the laser sensors to build the map.
As the vehicles fly around the obstacle, sensors such
as laser sensors are used to measure the distance to
the obstacles. Out of all these measurements, only a
carefully selected number of measurements are cho-
sen which represent the required vertices to construct
a simple polygon. The data association algorithm is
implemented to select a limited number of vertices
and to uniformly distribute these vertices around the
obstacle in a computationally efficient way. This se-
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lection of maximum number of vertices that can form
a polygon is limited from sixteen to twenty vertices.
This selection of vertices is accomplished by calcu-
lating the length and the curvatures between each of
the vertices and to eliminate the vertex that has a min-
imum length and curvature. The selection process is
based on the size and the curved nature of the obsta-
cle. Thus, the constructed polygon is generalised to
produce a set of vertices that are connected by line
segments of constant curvature called splinegon. This
splinegon is a set of vertices that have constant cur-
vature line segments defined withC2 contact at the
vertex points.

1. The prediction of next way points for the search
algorithm and prediction of a new way points
when obstacle/collision avoidance algorithm is
activated.

2. Switching between the search mode into the map-
ping the unknown obstacle and predict the way
points and its orientation to get the measurements.

3. The prediction of the required number of vehicle
to accomplish the mapping task (How many vehi-
cle is needed to complete the mission?)

4. If more then one UAV is used for the mapping
task,

(a) Find a shortest way points for the other UAVs
to reach the mapping region.

(b) Whether the UAVs needs to exchange the infor-
mation with one to another, and

(c) Identify the state of the obstacle whether it is
single or multiple, depending upon the intersec-
tion detection between the local updates. Even-
tually, the global update is performed between
the intersection detected UAVs.

5. The prediction of required number of measure-
ment for the mapping from each of the detected
obstacles.

This newly proposed algorithm gives a solution that
has a highly richness in building the curved nature
of the unknown obstacle in an unknown environment.
This proposed approach is a computationally attrac-
tive one resulting in information driven mission plan-
ning and the mapping of unknown environments with
limited measurements.

The development of this algorithm is shown in the
functional block diagram in figure 1.

EKF based 
Localisation

INS 
Measurements

GPS 
Measurements

Vertex Selection and 
Data Association

TOF Laser sensor
Measurements

Constructing the Polygon 
with Line Segments

 Mapping the obstacle  
using 2-D Splinegon

Yes

Predicting the next way 
points for mapping

Unknown Environment 
with Unknown Obstacles

Circle Packing 
Algorithm

Prediction of 
way points

Initial position 
of the vehicles

Trajectory Generation 
using Dubins Algorithm

Obstacle\Collision 

Avoidance Algorithm
Search for obstacles

Decision Making 
Algorithm

Switch Between 
Searching & Mapping

Required number of the 
vehicles for Mapping

Prediction of next 
way points for search 

Choosing the shortest way 
points for mapping 

Required number of the 
measurements for Mapping

Prediction of new 
way points  

No

Sensor Fusion

Figure 1: The functional block diagram.

2 PATH PLANNING AND CIRCLE
PACKING ALGORITHM

The path planning algorithm generates a flyable and
safe path to the UAVs to fly from one location to an-
other. The locations are predefined by the way-points.
The starting location is called base and the final loca-
tion to be reached is called target. The Dubins set of
paths is used to connect the base and target by a se-
quence of successive way-points. The base and the
target are characterized by the poses, in a set of posi-
tion coordinates(x,y) and orientationθ of the UAVs.
Considered that an initial posePs(xs,ys,θs) at the base
and a final pose at the targetPf (xf ,yf ,θ f ) are given,
the pathr(t) connecting the two poses can be a sin-
gle or a composite curve. A path represented by a
curve in 2D is completely determined by its curvature
(Kreyszig, 1991) and the maximum curvature bound
of the UAV by κmax and other constraints by∏; then
the path planning can be mathematically represented
as:

Ps(xs,ys,θs)
r(t)
−→Pf (xf ,yf ,θ f ), κ(t) < κmax, ∏ (1)

Extending the equation (1) for a group of UAVs, this
changes into:

Psi(xsi,ysi,θsi)
r i(t)−→ Pf i(xf i ,yf i ,θ f i)

κi(t) < κi,max and ∏ (2)

whereκi(t) is the curvature,κi,max is the maximum
curvature bound ofith path, andi = 1. . .N, N is the
number of UAVs. This path planning algorithm is in-
tegrated with an obstacle and Collision avoidance sys-
tem to generated the trajectories for each UAVs and
to protect the flying UAVs from any collision with the
surrounded obstacles or with the on coming UAVs.
This algorithm is applied online while the UAVs are
in motion.

The circle packing algorithm (Washburn, 1981) is
to attempt to cover the given plane by packing the
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circles of radius R. In other words finding a mini-
mum number of circles with the radius of R to com-
pletely cover in the given area of search. This is ac-
complished by fixing the coverage range or the sensor
range are represented as a circle. The key problem
is to determine the required number of circles with a
radius R to cover the given area. This in turn pro-
duced many solutions to this problem. But the objec-
tive is to find an optimal solution to minimise the re-
peated search. One such algorithm that was reported
in (Kershner, 1939) and (Guo and Qu, 2005) is imple-
mented here so as to covert the whole area to perform
the searching task.

The solution to optimally place the minimum
number of circles can be described as the circle has
the radius ofRc and the ares to covered with this cir-
cle is denoted asW. A pattern is composed of a string
of circles with radiusRc that has to placed along the
vertical line, and the distance between the centers of
any of the two adjacent circles is

√
3Rc. Them col-

umn of circles are place that are oriented parallel to
theY−axisand the in the same way the distance be-
tween the centers of any of the two adjacent circles is
1.5Rc. The origin[xo,yo] is chosen at the left bottom
of the given areaW. This in turn enable to place the m
circles that are parallel to they−axiswhich contains
the n number of circles to completely cover the given
area. So the center[xkl

c ,ykl
c ] of thekth row (1≤ k≤ n)

and thel th column(1≤ l ≤m) can be defined viz:

[xkl
c ,ykl

c ] =























































[xo +(l −1)3/2Rc, yo +(k−1)
√

3Rc]

if l is an odd integer

[xo +(l −1)3/2Rc, yo +
√

3/2Rc

+(k−1)
√

3Rc]

if l is an even integer

(3)

So, the required number of circles needed in each
of the column and rowm andn can be defined as fol-
lows:

m=







Int
( xw

1.5Rc

)

+1, if Rem
( xw

1.5Rc

)

≤ 2
3

Int
( xw

1.5Rc

)

+2, if Rem
( xw

1.5Rc

)

> 2
3

(4)

n =















Int
(

yw√
3Rc

)

+1, if Rem
( xw

1.5Rc

)

≤ 1
2

Int
(

yw√
3Rc

)

+2, if Rem
( xw

1.5Rc

)

> 1
2

(5)

Where,xw and yw is the length of the environment
alongX− axis andY− axis respectively.I is an in-
teger number andRemis the reminder of the number,
in whichRem= x− Int(x). So by applying the above

equations the required number of circles for each of
the row and column is obtained (Kershner, 1939). The
prediction of a set next way-points to start the map-
ping task is performed that would generate a set of
way points for each UAVs from its current location to
reach the starting point of the mapping task.

3 DEFINITION OF 2D
SPLINEGON

A Splinegon with constant curvature line segments
can be defined withC2 contact at the vertices. This
implies that the line segments share both a common
vertex and that the tangents at the vertices are also
the same. In order to ensureC2 contact between ver-
tices, the line segments must meet both position and
tangent end point constraints. A single arc segment
between vertices only has one degree of freedom: the
arc curvature. This is not enough to be able to match
the tangent constraint at both end vertices, as at least
two degrees of freedom are necessary. Extra degrees
of freedom are thus required to ensure theC2 con-
straints were both line segments end vertices can be
met. One solution to increasing the degrees of free-
dom is to introduce an intermediate vertex such that
the line segment is replaced by two arc segments of
different curvature, as shown in figure 2. Hence two
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Figure 2: Arc segment withC2 contact intermediate vertex.

arcs of differing curvatures will connect the UAV ver-
tices via the intermediate vertex. In order to develop
the defining equations for such a solution, the inter-
section of two constant curvature arcs at a point with
C2 contact is considered.

4 IMPLEMENTATION
AND RESULTS

The primary objective of the current work is to be
able to search the given unknown environment with
a swarm of UAVs to detect the region of the un-
known obstacles and to extract the shape of the ob-
stacle using 2-D Splinegon technique. Initially the

COOPERATIVE UAVS MAPPING COMPLEX ENVIRONMENT USING 2D SPLINEGON
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circle packing algorithm is implemented that would
pack the required number of circles to fit in the given
environment. The search algorithm is employed with
the swarm of UAVs that would predict the next way
points in online using the neighboring way points or
it will follow the given set of POI to detect the obsta-
cles where the path of the vehicle is dictated by the
Dubins path planning algorithm. By fixing the de-
tecting sensor range, if any of the UAV is not able
to reach any given next way point, or if the obstacle
avoidance algorithm is activated so as to prevent the
UAV not reaching the given way point then that cir-
cle is added into the obstacle region. Once the search
is finished, depending upon the search region each of
the following requirements are taken by the decision
making algorithm.

• Find the area of the obstacle region.

• Find the required number of UAVs to accomplish
the mapping task. This can be done based on the
area of the obstacle region.

• Generate the way point for each of the UAVs to
perform the mapping task.

• Finally, find the shortest way points to each UAVs
to reach the starting point of the mapping task
from its current location.

As the vehicle moves each of the vehicle is localised
with an EKF. At the end of the each cycle (i.e., at
the completion of one way point) a local updated map
is constructed using the Splinegon technique. In the
case of more than one UAV is used in mapping, then
an intersection detection algorithm is implemented so
as to identify the state of the obstacle and to share the
sensor information with the other UAVs. Finally the
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Figure 3: The results of the circle packing algorithm.

global updated map is constructed to get the map of
the unknown environment. The circles with radiusRc
which are packed in using circle packing algorithm
is shown in figure 2 (a). Then the search algorithm
is carried out by giving a set of point of intrust(POI)
way points to each of the UAVs so as to find the obsta-
cle region. The shaded circles where the UAVs could
not reach are known as the obstacle region which is
shown in figure 2 (b). At the end of the search algo-
rithm, the vehicle are switched from searching mode
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Figure 4: The final updated map using Splinegon.

to the mapping the shape of the complex obstacle.
The local update is performed at the end of the each
way points. Finally the set of vertices that forms a
polygon with line segments in the final update and
the global updated map of the given unknown envi-
ronment is shown in figures 4 (a) and 4 (b).

5 CONCLUSIONS

In this paper the authors have described a novel, com-
putationally attractive, approach in estimating the lo-
calisation and mapping for curvilinear objects using
multiple UAVs. It enables to map obstacles of curvi-
linear shape, the data association for the networked
sensor platforms and the reactive tasking the UAVs.
Future work will extend the Splinegon technique to
3D in the robotic network that will enable the flight
paths to have even greater flexibility and will enable
the complex 3D shapes to be represented by a small
set of parameters.
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Abstract: In this paper, a comparative study between the continuous and the conventional GAs for the solution of 
Cartesian path generation problems of robot manipulators is performed. The difference between both 
algorithms lies in the ways in which initialization phase, the crossover operator, and the mutation operator 
are applied. Generally, the operators of the Continuous Genetic Algorithms (CGA) are of global nature, i.e., 
applied at the joint’s path level, while those of conventional GA are of local nature, i.e., applied at the path 
point level. It was concluded from the simulations included that CGAs have several advantages over 
conventional GAs when applied to the path generation problems; first, the joints’ paths obtained using the 
conventional GA are found to be of highly oscillatory nature resulting in very large net joints displacements 
consuming more energy and requiring more time. This problem is totally avoided in CGA where the 
resulting joints’ paths are smooth. Second, the CGA has faster convergence speed (number of generations 
required for convergence) than the conventional GA. Third, the average execution time per generation in the 
conventional GA is two to three times that in the CGA. This is due to the fact that the conventional GA 
requires a coding process, which is not the case in the CGA. Fourth, the memory requirements of the 
conventional GA are higher than those of the CGA because the former uses genotype and phenotype 
representations while the later utilizes only the phenotype representation. 

1 INTRODUCTION 

Genetic algorithms, GAs, are broadly applicable, 
general-purpose, generate-and-test optimization 
methods based on Darwinian principles of biological 
evolution, that is, "the survival of the fittest" and the 
genetic operators. They were developed by Holland 
(Holland, 1975) to study the adaptive process of 
natural systems and to develop artificial systems that 
mimic the adaptive mechanism of natural systems. 

Conventional genetic algorithms were used by 
the robotics community for solving the path 
generation problems of robot manipulators where 
the inverse kinematics problem is formulated as an 

optimization problem and is then solved using GAs 
based on the use of the forward kinematics model of 
the manipulator. In this regard, Parker et. al.1989 
introduced genetic algorithms for solving the inverse 
kinematics problem of redundant manipulators 
where GAs were used to move a robot to a target 
location while minimizing the largest joint 
displacement from the initial position. After that, 
Davidor proposed a special GA for path generation 
problem of redundant manipulators (Davidor, 1991). 
He considered generating robot path as a typical 
ordered-dependent process and presented a GA 
model for this problem. The main characteristics of 
his algorithm are the use of dynamic individuals 
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structures and a modified crossover operator called 
analogous crossover. The goal of the proposed GA is 
to minimize the accumulative deviation between the 
generated and the desired path. 

CGA has been introduced recently as an 
alternative and efficient technique for the solution of 
path generation problems of robot manipulators 
(Abo-Hammour et al, 2002). The CGA is that 
algorithm which depends on the evolution of curves 
in one-dimensional space. In general, CGAs use 
smooth operators and avoid sharp jumps in the 
parameter values. The algorithm was a contribution 
to the solution of the inverse kinematics problem of 
manipulators based on the concept of the 
minimization of the accumulative path deviation. 
The effect of various CGA operators and genetic-
related control parameters, and the effect of various 
robot-related parameters on the convergence speed 
of our proposed methodology for Cartesian path 
generation was explored in (Abo-Hammour, 2005) 
and (Abo-Hammour, 2002). 

CGAs possess several advantages when applied 
to path generation problems of robot manipulators 
(Abo-Hammour et al, 2002): first, it can be applied 
to any general serial manipulator with positional 
degrees of freedom that might not have any derived 
closed-form solution for its inverse kinematics. 
Second, to the authors’ knowledge, it is the first 
singularity-free path generation algorithm that can 
be applied at the path update rate of the manipulator. 
Third, extremely high accuracy can be achieved 
along the generated path almost similar to analytical 
solutions, if available. Fourth, the proposed 
approach can be adopted to any general serial 
manipulator including both non-redundant and 
redundant systems. 

In this paper, a detailed comparative study 
between conventional and CGAs for the solution of 
path generation problems of robot manipulators in a 
free-of-obstacles workspace is performed. This 
study includes the nature of the joints’ paths 
obtained using both algorithms, the effect of the 
joints’ limits on the solutions obtained using 
conventional genetic algorithm, the influence of the 
degree of redundancy and the number of knots along 
the Cartesian path on the convergence speed of both 
algorithms, and finally a step by step switching from 
conventional genetic algorithm to CGA. It is to be 
noted that both algorithms are based on the concept 
of the minimization of the accumulative path 
deviation only; no other objective functions are 
included in this work. 

The organization of the remainder of the paper is 
as follows: the formulation of the path generation 

problem for solution by genetic algorithms is 
described in section 2. Section 3 covers both of the 
CGA and the conventional genetic algorithm in 
details. The comparative study between the two 
algorithms is covered in Section 4. Finally, 
conclusions are given in Section 5. 

2 FORMULATION OF THE PATH 
GENERATION PROBLEM  

Let us consider a robot manipulator with M degrees 
of freedom and N task space coordinates. Assume 
that a desired Cartesian path, Pdc, is given, the 
problem is to find the set of joint paths, Pθ, such that 
the accumulative deviation between the generated 
Cartesian path, Pgc, and the desired Cartesian path, 
Pdc, is minimum. In other words, we are interested in 
the determination of a set of feasible joint angles, 
which corresponds to a set of desired spatial 
coordinates of the end-effector in the task space. 

It is to be noted that after the sampling process 
by Nk samples, Pdc and Pgc are matrices of dimension 
N by Nk while Pθ is a matrix of M by Nk dimension. 
After sampling the geometric path, at the path 
update rate for best accuracy, the generated values of 
the joint angles using the genetic algorithm, Pθ, are 
used by the direct (forward) kinematics model of the 
robot to obtain the generated Cartesian path given 
by. 

)( θPFP kgc =  (1)

Where Fk represents the forward kinematics 
model of the manipulator. 

The deviation between the desired Cartesian 
path, Pdc, and the generated Cartesian path, Pgc, at 
some general path point, i, is given as. 

∑
=

−=
N

k
gcdc ikPikPiE

1
),(),()(  (2)

The accumulative deviation between the two 
paths (desired and generated) depends on whether 
the initial and final joint angles corresponding to the 
initial and final configurations of the end-effector 
are given in advance using the inverse kinematics 
model of the manipulator or through other numerical 
technique (fixed end points) or the case in which the 
initial and final joint angles are not given (free end 
points). For the fixed end points case, the 
accumulative deviation between the two paths is 
given by the formula. 
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While for the free end points case, the accumulative 
deviation between the two paths is given by the 
formula. 

∑∑∑
== =

=−=
kk N

1i

N

1i

N

1k
gcdc )i(E)i,k(P)i,k(PE  (4)

The fitness function, a nonnegative measure of the 
quality of individuals, is defined as:  

E1
1F
+

=  (5)

The optimal solution of the problem is obtained 
when the deviation function, E, approaches zero and 
correspondingly the fitness function, F, approaches 
unity. 

3 GENETIC ALGORITHMS  

GAs are based on the triangle of genetic 
reproduction, evaluation and selection (Goldberg, 
1989). Genetic reproduction is performed by means 
of two basic genetic operators: crossover and 
mutation. Evaluation is performed by means of the 
fitness function that depends on the specific 
problem. Selection is the mechanism that selects 
parent individuals with probability proportional to 
their relative fitness. The genetic algorithm used in 
this work consists of the following steps: 
1. Initialization. An initial population comprising 

of Np individuals is randomly generated in this 
phase.  

2. Evaluation. The fitness, a nonnegative measure 
of quality used as a measure to reflect the 
degree of goodness of the individual, is 
calculated for each individual in the population 
as given in Equation 6. 

3. Selection. In the selection process, individuals 
are chosen from the current population to enter 
a mating pool devoted to the creation of new 
individuals for the next generation such that the 
chance of a given individual to be selected to 
mate is proportional to its relative fitness. This 
means that best individuals receive more copies 
in subsequent generations so that their desirable 
traits may be passed onto their offspring. This 
step ensures that the overall quality of the 
population increases from one generation to the 
next.  

4. Crossover. Crossover provides the means by 
which valuable information is shared among the 
population. It combines the features of two 
parent individuals to form two children 
individuals that may have new patterns 

compared to those of their parents and plays a 
central role in GAs.  

5. Mutation. Mutation is often introduced to guard 
against premature convergence. Generally, over 
a period of several generations, the gene pool 
tends to become more and more homogeneous. 
The purpose of mutation is to introduce 
occasional perturbations to the parameters to 
maintain genetic diversity within the population.  

6. Replacement. After generating the offspring’s 
population through the application of the 
genetic operators to the parents’ population, the 
parents’ population is totally replaced by the 
offspring’s population. This is known as non-
overlapping, generational, replacement. This 
completes the “life cycle” of the population. 

7. Termination. The GA is terminated when some 
convergence criterion is met. Possible 
convergence criteria are: the fitness of the best 
individual so far found exceeds a threshold 
value, the maximum number of generations is 
reached, or the progress limit, the improvement 
in the fitness value of the best member of the 
population over a specified number of 
generations is less than some predefined 
threshold, is reached. After terminating the 
algorithm, the optimal solution of the problem is 
the best individual so far found. The block 
diagram of the genetic algorithm is given in 
Figure1. 

NO
TERMINATION

OF GA  ?

YES

STOP

FITNESS EVALUATION

REPLACEMENT

CROSSOVER

MUTATION

SELECTION

FITNESS EVALUATION

INITIALIZATION

 
Figure 1: Block Diagram of the Genetic Algorithm. 

The conventional genetic algorithm and the CGA 
used in our work consist of the steps given 
previously. The evaluation step, selection step, 
replacement step and the termination step are 
identical in both algorithms. The differences 
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between both algorithms lie in the initialization 
phase, the crossover operator, and the mutation 
operator. These operators have the same goal in both 
algorithms; the difference lies in the way in which 
each operator is applied in the corresponding 
algorithm. These operators are applied at the joint’s 
path level in case of the CGA while they are applied 
at the path point level in case of conventional 
genetic algorithm. That is, the operators of the CGA 
are of global nature while those of conventional 
genetic algorithm are of local nature. In addition to 
that, it is to be noted that the conventional genetic 
algorithm uses the genotype and phenotype data 
presentations while the CGA uses only the 
phenotype data presentation. This fact requires a 
coding process in conventional genetic algorithm, 
which is not the case in CGA. The CGA is fully 
described in (Abo-Hammour et al, 2002). The reader 
is kindly asked to read this reference for the 
complete details about it. 

The operators of the conventional genetic 
algorithm that include the initialization phase, the 
crossover operator, and the mutation operator are 
applied at the path point level. In relation to the 
initialization phase, individuals are generated 
randomly at the gene level. Conventional crossover 
involves exchanging genes between each pair of 
parents selected from mating pool. It is generally 
applied with relatively high probability of crossover, 
Pc. Regarding the mutation operator, the bitwise 
complement mutation is applied in the conventional 
genetic algorithm at the gene level with some low 
probability of mutation, Pm. It is realized by 
performing bit inversion (flipping) on some 
randomly selected bit positions of children bit 
strings. 

To summarize the evolution process in 
conventional genetic algorithm, an individual is a 
candidate solution of the joints’ angles; that is, each 
individual consists of a string of L=M* Nk* Ns 
genes. Initially, Np individuals are randomly 
generated representing the initial population. The 
population undergoes the selection process, which 
results in a mating pool among which pairs of 
individuals are crossed with probability Pc. This 
process results in an offspring’s generation where 
every individual child undergoes mutation with 
probability Pm. After that, the next generation is 
produced according to the replacement strategy 
applied. This process is repeated till the convergence 
criterion is met where the M×Nk parameters of the 
best individual are the required joints’ angles. 

 
 

4 SIMULATION RESULTS  

The CGA and the conventional genetic algorithm 
were used to solve the Cartesian path generation 
problem of 2R and 3R planar manipulators. The 
initial settings of the CGA parameters are as 
follows: the population size is set to 500 individuals. 
The rank-based selection strategy is used where the 
rank-based ratio is set to 0.1. The individual 
crossover probability is kept at 0.9; the joint 
crossover probability is also set to 0.9. The 
individual mutation probability and the joint 
mutation probability are kept at 0.9. Generational 
replacement scheme is applied where the number of 
elite parents that are passed to the next generation is 
one-tenth of the population. The genetic algorithm is 
stopped when one of the following conditions is met. 
First, the fitness of the best individual of the 
population reaches a value of 0.99; that is the 
accumulative deviation of the end-effector, E, of the 
best individual is less than or equal to 0.01. Second, 
the maximum deviation at any path point of the best 
individual is less than or equal to 0.001. Third, a 
maximum number of 10000 generations is reached. 
Fourth, the improvement in the fitness value of the 
best individual in the population over 1000 
generations is less than 0.01. It is to be noted that the 
first two conditions indicate to a successful 
termination process (optimal solution is found), 
while the last two conditions point to a partially 
successful end depending on the fitness of the best 
individual in the population (near-optimal solution is 
reached). 

The initial settings of the conventional genetic 
algorithm parameters are similar to those of the 
CGA except those related to crossover, mutation and 
coding process which are as following: the crossover 
probability is kept at 0.7, the mutation probability is 
kept at 0.01. The uniform crossover method is used 
as the algorithm’s default crossover method. The 
required accuracy of the phenotype values is set to 
0.001 and binary coding scheme is used. 

Due to the stochastic nature of GAs, twelve 
different runs were made for every result obtained in 
this work using a different random number generator 
seed; results are the average values whenever 
possible. 

The selected Cartesian path generation problem 
is of straight line shape as given by: 

25.0x,0.0x finalinitial ==
 

 

)1i(*
1N

xx
x)i(X)i,1(P

k

initialfinal
initialdcdc −

−
−

+== (6)

kdcdc NiiYiP ≤≤== 1,25.0)(),2(   

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

420



 

Two manipulators are used in this work; 2R 
planar manipulator and 3R planar redundant 
manipulator. For the 2R manipulator, the link 
parameters are L1=L2=L=0.5 meter. For this case, 
N=2, M=2, θ lower(h) =-180˚ and θ upper(h) =180˚ for 
h=1,2. For the 3R planar redundant manipulator, the 
link parameters are L1=L2=L3=0.5 meter. For this 
case, N=2, M=3, θ lower(h) =-180˚ and θ upper(h) 
=180˚ for h=1,2,3. 

The number of path points along the Cartesian 
path, Nk, is set to 20 points. The initial and final 
joints’ angles corresponding to the initial and final 
configurations of the end-effector along the 
Cartesian path are not given (i.e., free end points 
case). 

Initially, the conventional genetic algorithm was 
used to solve the given path generation problem for 
both manipulators. For the 2R manipulator, the 
algorithm reaches a fitness value of 0.99 within 50 
generations and the average path point deviation is 
almost 0.0005 meter. The joints’ paths for the first 
and second joints of the 2R manipulator are shown 
in Figure 2. 
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Figure 2: Joints’ Paths of 2R Manipulator Using 
Conventional Genetic Algorithm for (a) First Joint, and (b) 
Second Joint. 

It is obvious that the resulting solution curves in 
joint space are highly oscillatory within the given 
range of the joints’ limits. For the given 
manipulator, there exist two possible solutions for 
the inverse kinematics problem corresponding to 
“elbow up” and “elbow down” configurations. It is 
clear that the resulting solutions for both joints have 
multiple switching points between these two 
possible solutions. The switching process from one 
solution corresponding to one robot configuration to 
another solution corresponding to other robot 
configuration results in very large net joints 
displacements consuming more energy and requiring 
more time. As a result, while solving such problems, 
the switching from “elbow up” configuration to the 
“elbow down” configuration should not be allowed 
despite the fact that it is still a solution to the 

problem. Generally, the probability of switching 
between different solutions increases as the number 
of feasible solutions of the manipulator increases. 

For the 3R planar redundant manipulator, the 
algorithm reaches a fitness value of 0.99 within 72 
generations and the average path point deviation is 
almost 0.0005 meter. The joints’ paths for the first, 
second and third joints of the 3R manipulator are 
shown in Figure 3. It is obvious that the resulting 
joints’ paths are highly oscillatory within the range 
of the joints’ limits, which results in large net 
displacements of the joints. 
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Figure 3: Joints’ Paths of 3R Manipulator Using 
Conventional Genetic Algorithm for (a) First Joint, (b) 
Second Joint, and (c) Third Joint. 

The oscillatory behavior of the joints’ paths 
encountered in the conventional genetic algorithm is 
actually due to the nature of the initialization phase, 
crossover operator, and mutation operator used in 
the algorithm. These three operators are applied at 
the path point level in the conventional genetic 
algorithm. Conventional initialization phase implies 
that consecutive path points might have opposite 
extreme values within the given range of the joint’s 
limits. The problem of oscillatory values among 
consecutive path points is emphasized when the 
range of joint’s limits is extended as discussed 
previously. This problem is bypassed in CGA by the 
use of smooth curves in the initial population that 
eliminate the possibility of highly oscillating values 
among the consecutive path points. 

Conventional crossover operator results in a 
jump in the value of the parameter in which the 
crossover point lies (discontinuity) while keeping  
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Table 1: Step-by-Step Switching to CGA for the 2R Manipulator. 

Initialization 
Type Crossover Type Mutation Type Avg. Execution 

Time (Seconds) 
Avg. No of 
Generations 

Avg. No. of 
Switchings 

Conventional  Conventional  Conventional  143.99 54 9 
Conventional  Conventional  Continuous 160.59 57 7 
Conventional  Continuous Conventional  221.2 78 7 
Conventional  Continuous Continuous 261.44 100 2 
Continuous Conventional  Conventional  117.37 48 1 
Continuous Conventional  Continuous 109.97 49 0 
Continuous Continuous Conventional  119.09 55 0 
Continuous Continuous Continuous 99.11 47 0 

Table 2: Step-by-Step Switching to CGA for the 3R Manipulator. 

Initialization 
Type 

Crossover 
Type 

Mutation 
Type 

Avg. Execution 
Time (Seconds) 

Avg. No. of 
Generations Nature of Joints’ Paths 

Conventional  Conventional  Conventional  487.72 124 Oscillations With Large 
Magnitude 

Conventional  Conventional  Continuous 390.06 105 Oscillations With Medium 
Magnitude 

Conventional  Continuous Conventional  295.14 83 Oscillations With Large 
Magnitude 

Conventional  Continuous Continuous 486.1 144 Oscillations With Medium 
Magnitude 

Continuous Conventional  Conventional  188.89 53 Oscillations With Small 
Magnitude 

Continuous Conventional  Continuous 191.2 56 Oscillations With Small 
Magnitude 

Continuous Continuous Conventional  181.57 55 Oscillations With Small 
Magnitude 

Continuous Continuous Continuous 148.85 49 Smooth Solution Curves 
 
 

the other parameters the same or exchanged between 
the two parents. It is clear that each crossing point 
results in a discontinuity in the joint angles of the 
obtained children. The worst case obtained regarding 
the discontinuity of the resulting curves of the 
children happens in the uniform crossover process. 
In this scheme, the smoothness of the joint’s paths of 
the parents is completely spoiled since crossover 
happens at every path point. The solution to the non-
smoothness of the resulting joint’s paths is through 
the use of the tangent hyperbolic crossover function 
used in CGA that results in smooth transition in the 
joint values of the two parents while generating the 
two children.  

Conventional mutation process changes only the 
value of the joint angle of the path point in which 
mutation occurs while keeping other joint angles in 
the joint’s path unchanged. This process results in a 
jump in the value of the joint angle in which 
mutation takes place and the overall path will 
become of oscillatory behavior. The discontinuity in 
the joint’s path depends on the number of mutations 

that take place in the path and the position of the bit 
at which mutation takes place; that is, if the mutation 
bit is leftmost, then the discontinuity will be larger 
than that of rightmost mutation bit. This problem is 
solved in CGA by applying the Gaussian mutation 
function that is of global nature. In our approach, 
mutation is applied at the joint’s path level rather 
than path point level. As a result, mutation function 
will start from zero values and increases/decreases 
slowly till the peak then it will go back to zero 
values at the other end. 

After that, the effect of both versions 
(conventional and continuous) of the initialization 
phase, crossover operator and mutation operator on 
the nature of the joints’ paths obtained and the 
convergence speed of the hybrid algorithm is 
studied. Table 1 gives the relevant data for the 2R 
manipulator while Table 2 gives the relevant data for 
the 3R manipulator. From Table 1, it is clear that the 
maximum number of switching between the two 
existing solutions of the inverse kinematics problem 
for the 2R manipulator happens in case of the 
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conventional genetic algorithm (i.e., conventional 
types of initialization, crossover and mutation). 
Furthermore, the initialization phase has the greatest 
effect on the smoothness/non-smoothness of the 
solution curves; that is, in case of conventional 
initialization, the number of switching points is 6 on 
average while in case of continuous initialization, 
the number of switching points is 0 on average. It is 
also clear that as the number of conventional 
processes decreases, the number of switching points 
decreases. The minimum execution time and the best 
convergence speed are achieved using the CGA (i.e., 
continuous types of initialization, crossover and 
mutation). Regarding the 3R manipulator, it is clear 
that the initialization phase has the greatest effect on 
the smoothness/non-smoothness of the solution 
curves; that is, in case of conventional initialization, 
the joints’ paths are of oscillatory nature with large 
or medium magnitude oscillations while in case of 
continuous initialization, the joints’ paths are either 
smooth or of oscillatory nature with small magnitude 
oscillations. The minimum execution time and the 
best convergence speed are achieved using the CGA 
(i.e., continuous types of initialization, crossover and 
mutation). For both manipulators, the conventional 
initialization, continuous crossover and continuous 
mutation case results in the largest number of 
generations required for convergence. Regarding the 
case in which the conventional initialization, 
continuous crossover and conventional mutation are 
used which is almost similar to the algorithm 
proposed by Davidor, it is observed that this hybrid 
scheme still results in oscillations with large 
magnitude as shown in Table 2. This is an expected 
result since the smoothness achieved by the 
continuous crossover process is disturbed by the 
conventional mutation process. This goes in 
agreement with our previous comments about his 
algorithm that even after the application of the 
analogous crossover operator, the oscillatory 
behavior of the joints’ paths is not totally avoided 
due the discontinuities, which might appear in the 
initialization phase and due to the mutation operator. 

The joints’ paths for the first and second joints of 
the 2R manipulator using CGA are shown in Figure 
4. It is obvious that the resulting solution curves in 
joint space are smooth and do not have any 
switching between the two possible solutions, which 
results in minimizing the net displacement of the 
joints. The joints’ paths for the first, second and 
third joints of the 3R manipulator are shown in 
Figure 5 where similar observations are concluded 
regarding the smoothness of the solution curves. 
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Figure 4: Joints’ Paths of 2R Manipulator Using CGA for 
(a) First Joint, and (b) Second Joint. 
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Figure 5: Joints’ Paths of 3R Manipulator Using CGA for 
(a) First Joint, (b) Second Joint, and (c) Third Joint. 

5 CONCLUSIONS 

In this work, both of the continuous and the 
conventional genetic algorithms were used for the 
solution of the Cartesian path generation problems 
of robot manipulators.  

It was noted that the resulting joints’ paths using 
conventional genetic algorithm have multiple 
switching points among the possible solutions of the 
non-redundant manipulators while they are of highly 
oscillatory nature for the redundant manipulators 
resulting in very large net displacements of the joints 
for both systems. This oscillatory behavior in 
conventional genetic algorithm is actually due to the 
nature of the initialization phase, crossover operator, 
and mutation operator used in the algorithm. First, 
the conventional initialization phase results in 
consecutive path points that might have opposite 
extreme values within the given range of the joints’ 
limits. Second, the conventional crossover operator 
results in a jump in the value of the parameter in 
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which the crossover point lies, while keeping the 
other parameters the same or exchanged between the 
two parents. Third, the conventional mutation 
process changes only the value of the joint angle of 
the path point in which the mutation occurs while 
keeping other joint angles in the joint’s path 
unchanged. The resulting discontinuity in the joint’s 
path depends on the number of mutations that take 
place in the path and the position of the bit at which 
mutation takes place. These three operators are 
designed in CGA such that they result in smooth 
joints’ paths from one side and maintain an excellent 
accuracy along the Cartesian path from the other 
side. Among the three operators, it was noted that 
the initialization phase has the greatest effect on the 
smoothness/non-smoothness of the joints’ paths. The 
convergence speed of the CGA in terms of both the 
number of generations required for convergence and 
the average execution time is much superior to that 
of the conventional genetic algorithm. 
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Abstract: This work introduces a new methodology to infer environment structure by using monocular techniques. 
The monocular field of view is constrained to the vicinity of the mobile robot. The cooperative strategy 
proposed combines DFF and qualitative structure techniques to obtain environment information. The 
remarkable features of the strategy presented are its simplicity and the low computational cost. In this way, 
a simplified DFF method, which uses only one frame, has been implemented; hence, scenario information 
can be achieved when homogeneous radiance background constraint is accomplished. Further structure 
analysis is developed by computing qualitative structure through time integration series of acquired frames; 
within a tessellated probabilistic representation consisting in a local occupancy grid framework. 
Furthermore, the camera pose knowledge is used to correlate the different overlapping image zones. 
Moreover, time integration of the monocular frames allows a larger environment description suitable for 
WMR local path planning. Hence, the reported work can be used in obstacle avoidance strategies or reactive 
behaviours for navigation towards the desired objective. 

1 INTRODUCTION 

Perception of the environment is based on the sensor 
system measurements that provide distances and 
structure knowledge. This essential task could be 
accomplished by different range systems like 
ultrasonic sensors, laser rangefinders, or vision 
based systems. All these sensors have their 
advantages and disadvantages. However, computer 
vision based methods, are one of the most attractive. 
Therefore, they have many interesting advantages 
that can be summarized as follows: the falling prices 
of devices and richer information compared with the 
other traditional ranging devices. In this way the 
increasing capabilities of the personal computers, 
offer an interesting range of real time applications. 
Perception systems based on camera devices have 
attracted robotic research due these interesting 
features. Thus, machine vision systems have used 
some features of eyes, such as stereopsis, optical 
flow or accommodation, as meaningful clues. SVS 
(stereo vision systems), OFM (optical flow methods) 

and DFF (depth from focus) are all methods that 
permit 3D scene recovery. Studies comparing SVS 
and DFF are reported in (Schechner and Kiryati, 
1998). The results show that while SVS has greater 
resolution and sensitivity, DFF has greater 
robustness, requires less computational effort and 
can deal properly with correspondence and 
occlusion problems. The need for several images of 
the same scene, acquired with different optical 
setups, may be considered as a significant drawback 
in using DFF methods in major robotic applications. 
The scientific community has proposed the use of 
special cameras, such as a multi-focus camera that 
acquires three images with three different focus 
positions (Hiura and Matsuyama, 1998). However, 
other proposals were developed due to a lack of 
multi-focus commercial cameras. The use of DFF in 
WMR (wheeled mobile robots) has been reported in 
(Nourbakhsh, 1997); in which Noubakhsh used three 
cameras with almost the same scene to achieve 
robust and efficient obstacle detection.  

This work presents a new cooperative monocular 
strategy; where DFF and QSM (Qualitative 
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Structure Methods) are combined. Thus, one bit 
depth can be obtained using the DFF methodology 
as well as a set of multi-resolution focus thresholds, 
when homogeneous radiance background constraint 
is accomplished. However, when homogeneous 
radiance constraint fails, we propose to use QSM 
over discrepancy areas in order to infer environment 
structure by using an occupancy grid framework. 
Therefore, the main contributions of this research 
are to propose the occupancy grid as a suitable 
structure in order to infer qualitative obstacle 
structure and obtaining larger scenario descriptions. 
The results depicted are directed towards real 
applications by using the WMR PRIM, which 
consists of a differential driven one with a free 
rotating wheel (Pacheco et al., 2008). The 
experiments are orientated so as to obtain a local 
map in the robot’s neighborhood that can be used to 
plan navigation strategies.  

This paper is organized as follows. In Section 1, 
the main ideas and research objectives are presented. 
Section 2 introduces the DFF methodology as well 
as the algorithms and results implemented. Section 3 
depicts the QSM concept and the related algorithms 
used. In this way, the local occupancy grid 
framework is also formulated as a way for time 
integrating the acquired frames. In Section 4, the 
experimental preliminary results are drawn by using 
the mobile platform PRIM. In Section 5 the 
conclusions and future research are presented. 

2 THE CONSTRAINED DFF 
SYSTEM DESCRIPTION 

This section briefly introduces the DFF 
methodology. The algorithms implemented as well 
as their results are also depicted by using the 
available WMR platform. Its significant contribution 
is the use of a single image to obtain environment 
information. 

The DFF techniques use an image collection of the 
same scene acquired at different focus positions. 
Thus, the camera system PSF (point spread function) 
for unfocused object points produces blurred image 
points. The PSF frequency domain space transform 
representations arise in a first order Bessel OTF 
(optical transfer function), where its main lobe 
volume can determine the FM (focus measure) 
expressed as: 

( )∫∫= . ,0 νωνω ddIM i              (1) 

where  Ii   denotes  the  image  considered,  ω  and ν  

represent the frequency components. Efficient 
energy image measures have been proposed as FM 
(Subbarao et al, 1992). Nayar has proposed a 
modified Laplacian that improves the results in some 
textures (Nayar and Nakagawa, 1994). The 3D scene 
map and passive auto-focus consumer camera 
systems are interesting applications solved by the 
DFF. Recovering the 3D information from DFF 
methods is known as SFF (shape from focus) (Nayar 
and Nakagawa, 1994).  

2.1 The DFF Monocular Algorithms 

The algorithms of the machine vision system 
implemented are based on important assumptions 
that are generally obtained in normal indoor 
scenarios, but also in many outdoor scenarios. These 
constraints are flat and homogenous energy radiance 
from the floor surface and experimental knowledge 
of the focus measurement threshold values. Two 
important aspects, image window size and camera 
pose, should be considered. The size of windows 
should be big enough to receive energy information. 
For example, in the work of Surya, images of 
150x150 pixels were used, and the focus measures 
were computed in 15x15 pixel regions (Surya, 
1994). The camera pose will set the scenario 
perspective and consequently the floor position 
coordinates that should be used in the WMR 
navigation strategy. Figure 1 shows the robot and 
camera configuration considered in this work, 
whereα, β and ϕ are angles of the vertical and 
horizontal field of view and the tilt camera pose 
respectively. The vertical coordinate of the camera is 
represented by H. The robot coordinates 
corresponding to each pixel can be computed using 
trigonometric relationships and the corresponding 
knowledge of the camera configuration (Horn, 
1998). Using trigonometric relationships, the flat 
floor scene coordinates can be computed as follows: 
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Ki and Kj are parameters used for covering the 
discrete space of the image pixels. Thus, R and C 
represent the image resolution through the total 
number of rows and columns. It should be noted that 
for each row position corresponding to scene 
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coordinates Yj, there are C column coordinates Xi,j. 
The above equations provide the available local map 
coordinates when no obstacle is detected. The 
algorithms used are explained in the remainder of 
this subsection. The multigrid representation using 
low-pass filtering processes can improve the surface 
radiance homogeneity. Scale space representations 
can reduce the search space, increasing the 
computation performance (Gonzalez and Woods, 
2002). Therefore, a Gaussian filter is applied to the 
frames acquired in PAL format, at 768x576 pixels. 
Three decreasing resolution levels have been used 
with picture sizes of 384x288, 192x144 and 96x72. 
The average image brightness is also computed. In 
order to achieve greater robustness against changes 
in lightness, brightness normalization is performed 
(Surya, 1994). The image energy is computed, over 
3x3 windows at the top level of the scale-space, 
using the modified Laplacian method: 

( ) ( ) ( ) ( )
( ) ( ) ( ) 1,1,,2

1,1,2,

+−−−

++−−−=

yxiyxiyxi

xiyxiyxiyxML
  (3) 

where i(x,y) represents the corresponding pixel value 
at spatial coordinates (x,y). The 96x72 scale-space is 
decreased using a 9x7x2 array, where each cell 
represents the Laplacian mean value and the 
corresponding standard deviation mean computed 
over 10x10 pixel patches. Another interesting 
statistical parameter that has been used is the 
standard deviation, which relates to the homogeneity 
of the floor energy values. The 9x7x2 array is 
explored, from top to bottom; floor segmentation is 
carried out, using both energy and standard 
deviation thresholds. 
 

 
Figure 1: The robot PRIM and the monocular camera 
configuration. Where α is set to 37º, β (horizontal angle) 
of 48º, H set to 109cm, and a tilt angle of 32º. 

2.2 One Bit DFF Experimental Results 

The floor threshold has been experimentally 
computed by averaging several floor images 

acquired in our lab environment with different kinds 
of illumination (from 200-2000 lx). Light 
illumination can change from 2000 lx when light 
from the sun is clearly present where there is 
sunlight through the windows, to less than 200 lx in 
the darker corridor zones. Figure 2 depicts high 
resolution (130x130 pixel windows) corresponding 
to different floor images used to compute focus 
measurement thresholds where the floor texture is 
clearly visible. It is in the locality of those points 
where the information about radiance is obtained. 
Hence, the results obtained with the available 
experimental set up show the decreasing values 
when the distance between the camera and the floor 
is increased. A more complete description of the 
energy floor radiance measures obtained for each 
9x7 visual perception row is shown in (Pacheco et 
al., 2007); in which the image perspective emerges 
from a set of multi-resolution thresholds as a 
function of the camera distances.  
 

 
Figure 2: Fragments of high resolution floor images 
(768x576 pixels under different light conditions 
corresponding to 300, 800, 1400 and 2000 lx, respectively. 

Figure 3 shows the modified Laplacian energy 
and standard deviation values using 9x7 and 96x72 
space-resolutions, when typical indoor obstacles are 
presented. It is shown that 9x7 space resolutions can 
detect radiance discontinuities but because there was  
 

 
Figure 3: (a) Image with obstacles, 96x72; (b) Modified 
Laplacian measures; (c) 9x7 Modified Laplacian mean 
values; (d) ) 9x7 standard deviation mean. 

 

A MONOCULAR OCCUPANCY GRID FOR LOCAL WMR NAVIGATION

427



 

a great lack of resolution manifested through soft 
slopes. Thus, it is necessary to use a fine space-
resolution to attain the sharper edges. In this work, 
9x7 resolutions are used to detect the local patches 
where obstacle segmentation is computed within 
96x72 space resolution. 

Despite the good results achieved, some further 
improvements should be considered. Hence, when 
radiance floor discontinuites occur they can be 
considered obstacles (false positives in some cases). 
Therefore in next section OFM is introduced, within 
the occupancy grid framework, to improve the one 
bit DFF methodology. 

3 QUALITATIVE STRUCTURE 
METODS AND OCCUPACY 
GRID 

The camera pose and local field of view will set the 
QSM algorithms reported in this section. The 
different optical flow quantitative approaches are 
generally based on two classical feasible 
assumptions, which are BCM (brightness constancy 
model), and optical flow smoothness. Thus, image 
motion discontinuities are due to the depth and 
motion discontinuity boundaries. Hence, there are 
places where image flow changes are suddenly 
useful as image segmentation clues, but can cause 
problems such as optical flow estimation clusters. 
Therefore, suggestions made to compute the 
algorithms over small neighborhoods, or region-
based matched methods have turn on. Combining 
local and global optic flow differential methods have 
been proposed as a way to share benefits from the 
complementary advantages and short-comings 
(Bruhn, 2002). 

The occupancy field can be depicted by a 
probability density function that relates sensor 
measures to the real cell state. The tessellated 
probabilistic representation has been widely adopted 
by the scientific community in navigation or 
mapping issues. Indoor applications research has 
been mainly concentrated on SLAM (simultaneous 
localization and mapping) issues (Thrun, 2002). 
Their use allows sensor fusion or multiple layer 
representations to segment dynamic objects (Coue, 
2006). The perception system used, in this work, 
consists in monocular and odometer system data. 
The use of these systems in SLAM is reported in 
(Cumani et al., 2004).  

The main difference of the research depicted in 
this paper, as compared with Cumani research, is the 

occupancy grid use that allows integration of 
multiples frames without constraining their number. 
Furthermore, it is obtained a local map description 
suitable for navigation. Thus, the occupancy grid 
developed research increase the camera narrow field 
of view, which provides just the vicinity of the robot 
where floor only is expected to be found. Moreover, 
the floor model is also proposed as a contribution in 
order to build the 2D occupancy grid; hence obstacle 
binary results are time integrated within the local 
occupancy grid framework by considering such 
model. The obstacle structure could be inferred by 
considering optical flow magnification change 
discrepancies from the floor model.  

3.1 The Local QSM Approach 

In the present research the camera field of view 
depicts only the vicinity of the WMR. Perspective 
projection, as shown in Figure 4, should be assumed.  
 

 
Figure 4: Camera system producing an image that is a 
perspective projection of the world. 

Introducing the coordinate system, where z 
coordinates are aligned to the optical camera, and 
the xy-plane is parallel to the image plane, the image 
P’ corresponding to the point P of a scene object is 
given by the following expressions: 

α
α

α

α
α

α

sec'
cos

''cos''

  sec
cos

cos       
'
'     

'
'

zzrrz

zzr

rz
z
y

z
y

z
x

z
x

==⇒=

−=−=⇒

=−==

      (4) 

Where z’ in the distance between image plane 
and the camera lenses, and x’ and y’ are the image 
coordinates. The object point coordinates, referred to 
the optic center O, are given by P= (X, Y, Z), being r 
de distance between P and O and α the angle. The 
ratio of the distance between two points measured in 
the image plane and the corresponding points 
measured in the scene is called magnification m.  
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For reduced field of views when the optical rays 
are parallel to the optical axis the magnification m is 
constant for all the image points. However, due to 
the field of view and camera pose assumed in this 
research, magnification changes are expected even 
when just considering a flat floor scenario. Hence, 
the perspective image formation model arises in 
magnification changes. Figure 5 shows the 
magnification changes of the floor model by 
considering the optical axis ray as the unit of 
magnification. Therefore, these changes in 
magnification are made it more complicated to look 
for image patches with similar motion in order to 
detect obstacle depth boundaries. However, by using 
the floor model and the odometer system data, 
binary floor results can be predicted from frame to 
frame; then predicted discontinuities arise due to the 
3D non floor obstacle shapes that produce 
unexpected image boundaries. 

 

 
Figure 5: Magnification changes of the floor model by 
considering the optical axis ray as the unit of 
magnification. The bigger magnification is attained at 
closer robot positions. 

The machine vision system algorithms 
implemented are based on binary results obtained by 
the one bit DFF algorithms explained in subsection 
2.2. Binary images are obtained in the 96x72 space 
resolution level, and blob analysis is developed. The 
blob areas and the extremes of their coordinates are 
computed and small blobs are removed. Then, the 
image is analyzed from top to bottom, searching for 
possible non floor regions. Hence, the QSM can be 
used to detect the possible obstacles, when important 
floor energy radiance discrepancies are met. 
Therefore, using relative robot coordinate 
increments provided by the odometer system, 
qualitative structure estimation could be done by 
comparing predicted positions with the binary 

results obtained. The time integration of the different 
frames acquired is introduced in the next section. 
Thus, the robot coherent interaction with the world 
can be addressed by using the occupancy grid 
framework that provides a robust and unified 
approach to a variety of problems in spatial robot 
perception and navigation (Elfes, 1989).  

3.2 The Local Occupancy Grid 
Framework 

The occupancy grid is considered to be a discrete 
stochastic process defined over a set of continuous 
spatial coordinates (x, y). Hence, the space is divided 
into a finite number of cells representing a 2D 
position, 1≤ j ≤R 1≤ i ≤C. The R and C parameters 
are the number of rows and columns of the grid 
respectively. The cell column coordinates are 
designated by Xi and the rows by Yj. It is assumed 
that local occupancy grid data is provided by the on-
robot perception system. The occupancy probability 
is divided into two ranges only: free and occupied. 
The grid can be updated by using the sensor models 
and the current information. Hence, given a sensor 
measurement m, the occupancy probability P(O,) for 
the different cells, P(Cij), can be computed by 
applying Bayes rule: 

( ) ( )
( ) ( ) /Oijij

ij
ij CPOCP

OCP
COP

+
=              (6) 

Hence, the probability that a cell is occupied 
P(O⎜Cij) is given by the cell occupancy sensor 
measurement statistics P(Cij⎜O) by also considering 
the probability that the cell will be free P(Cij⎜/O). 
Thus, free cells have binary results equal to zero; 
these non-occupied cells belong to coordinates for 
image pixels within floor radiance thresholds. Other 
available coordinates are provided through time 
integration of the acquired frames when radiance 
energy is bigger than threshold values, by using the 
floor model, and looking for coincidences with the 
acquired frames. The unknown probability value is 
set to 0.5. Therefore, by using the expression (6) 
with the predicted occupied cells and acquired 
frames, the grid positions belonging to the floor will 
provide larger occupancy values. Obstacle positions 
give intermediate occupancy probabilities due to the 
discrepancies between the predicted and the 
acquired image values that arise due to the 3D 
obstacle shape. Next section depicts some 
preliminary results experimented with the available 
WMR platform. 
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(a)         (b)       (c) 

 
(d)        (e) 

Figure 8.a, 8.b, 8.c, 8.d, and 8.e: It is depicted the monocular frames acquired while the WMR is avoiding the first obstacle 
placed on the direction towards the objective. 

4 ON-ROBOT EXPERIENCES 

In this section are presented some experimental 
results using the WMR PRIM. Thus, local 
navigation with static obstacles is used as a 
preliminary test of the research introduced in this 
paper. The navigation and control strategy used, 
under this reduced field of view, is introduced in 
other author’s work (Pacheco and Luo, 2007). 
Therefore, the maximum geometric size of the closer 
obstacle is considered in order to plan safety 
navigation towards the desired coordinates. 

 

 
Figure 6: It is presented the real scenario that has been 
drawn in Figure 7. It is shown the obstacles placed on the 
floor that the WMR should avoid.   

 
Figure 7: Simplified map scenario where the robot 
trajectory toward the goal is depicted with blue dots. The 
obstacles are drawn in black. 

Figure 6 shows the scenario where the 
experiment has been done, and Figure 7 depicts the 
simplified map scenario with the WMR achieved 
trajectory. 

Thus, Figure 7 shows the lab environment map 
and the path followed when the WMR starts at the 
position (0, 0, 90º) towards the desired coordinates 
(0, 460cm). The scenario contains some static 
obstacles that the WMR should avoid. 
Table 1 depicts the robot coordinates and acquired 
frames during the WMR navigation. 
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(a)        (b)       (c) 

  
 (d)         (e) 

Figure 9: Sequence of occupancy grids obtained by integrating the first 5 acquired frames. 

Table 1: Coordinates from where the frames are acquired. 

F.1 (0, 0, 90º) F.7 (1, 293, 76º) 
F.2 (-11, 66, 110º) F.8 (4, 315, 88º)  
F.3 (-21, 108, 99º) F.9 (4, 339, 96º) 
F.4 (-25, 141, 97º) F.10 (6, 375, 89º) 
F.5  (-26, 176, 94º) F.11 (4, 415, 100º) 
F. 6 (-8, 248, 83º) F.12 (12, 456, 74º) 

The first 5 frames are acquired during the 
obstacle avoidance strategy of the first obstacle 
placed in the middle of the corridor. Figure 8.a, 8.b, 
8.c, and 8.d. show these frames. 

The first obstacle avoidance strategy consists 
into turn to the left in order to avoid the collision 
with the obstacle that appears at the first four 
frames. It is noted that fifth frame, Figure 8.e, 
depicts a part of the scenario where doesn’t appear 
the first obstacleThe local occupancy grid built by 
integrating the first 5 frames is shown in Figure 9.a, 
9.b, 9.c, 9.d, and 9.e. It is depicted that in the first 
frame only the front obstacle is perceived. However, 
when the other frames are integrated the left wall is 
integrated. It is observed how the WMR navigation 
is constrained by the different obstacles obtained on 
the acquired frames and integrated within the 
occupancy grid. Therefore the navigation is 
constrained by both obstacles. Moreover the fifth 
frame is integrated in Figure 9.e where appear as 
time integrated the front obstacle and the left wall. 
Hence, the monocular occupancy grid methodology 

presented increases the field of view perception, and 
a better navigation strategy can be planned. The 
integration of multiple monocular frames also can be 
used as a framework in order to infer 3D obstacle 
structure. 

5 CONCLUSIONS 

The methodology presented in this research has 
provided a local map suitable for WMR navigation. 
Therefore a short-term memory has been obtained. 
Navigation advantages by using short-term memory 
were reported in previous research (Schäfer et al., 
07). However, experimental results conducted to 
obtain the obstacle structure have some aspects that 
should focus the future work. The obstacle shape is 
larger than the real shape due to the magnification 
changes that arise of perspective. The lack of 
accuracy increases the path-width, and consequently 
this can result in larger trajectories or even infeasible 
path perceptions where available paths are possible. 
3D obstacle structure can solve the above problem. 
But, the results obtained in order to obtain 3D 
information have some mismatches when 
overlapping areas between predicted and obtained 
blobs are analysed. The errors can be produced by 
the following sources: 

• Odometry errors. 
• Camera calibration errors. 
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• Flat floor model differences. 
Future work will be addressed to solve the above 

problems. We believe that the occupancy grid 
framework can be used to obtain 3D obstacle 
structure. Therefore, there is not limitation 
concerning to the number of frames that can be time-
integrated. The future goal will consist in to find a 
set of parameters in order to infer 3D obstacle 
structure. These set of parameters should be 
independent of the source of errors pointed in this 
section. The knowledge of 3D structure can afford 
several benefits that can be summarised as follows: 

• To reduce the trajectories. 
• Visual Odometry. 
• Landmark detection. 

Despite the work that remains undone the 
methodology presented can be used to direct the 
future research. Moreover, some good features and 
results are presented in this work.  
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Abstract: This paper addresses the problem of visual target tracking by use of robust primitives. More precisely, we
evaluate the use of color segments features in a matching procedure and compare the dichromatic color lines
(Gouiffès and Zavidovique, 2008) with the existing ones, defined in the HSV color space. The motion param-
eters of the target to track are computed through a voting strategy, where each pair of color segments votes first
for one new location, then for two scale changes. Their vote is weighted according to the pairing relevancy
and to their location in the bounding box of the tracked object. The comparison is made in terms of robustness
to color illumination changes and in terms of quality (robustness of the location of the target during the time).
Experiments are carried out on pedestrian and car image sequences. Finally, the dichromatic lines provide
a better robustness to appearance changes with fewer primitives. It finally results in a better quality of the
tracking.

1 INTRODUCTION

Since the last decades, computer vision and im-
age processing assume a particular importance in
robotics. For instance, in the emerging field of intel-
ligent vehicle, the car manufacturers compete to pro-
pose assistance multisensor systems based on lasers
or vision, in order to ensure a better road safety. In
addition to being less and less expensive, vision sen-
sors offer several advantages, the primary of which
is to provide a large amount of information on wide
regions: depth or motion for example.

Motion or stereovision analysis requires a robust
matching of several primitives between two images.
In that context, extracting robust features remains a
key problem.

Indeed, non-stationary visual appearance usually
jeopardizes the matching. Partial occlusions, clutter
of the background or a complicated relative motion
of the object with respect to the camera (in a mov-
ing vehicle for example) are among classical difficul-
ties. Partial occlusions can be dealt with by matching
a large amount of sparse features extracted from ob-
jects, such as points for example (Baker, 2004). In-

deed, it is implausible that the whole features be oc-
cluded simultaneously.

Global features based on color invariants (Gevers
and Smeulders, 1999), or local features like corners,
points, segments, level lines (Caselles et al., 1999) can
answer to the problem of photometric changes. Level
lines are indeed an interesting alternative to edge-
based techniques, since they are closed and less sen-
sitive to external parameters. They provide a compact
geometrical representation of images and they are, to
some extent, robust to contrast changes. For instance,
junctions and segments of level lines have been used
successfully in matching processes in the context of
stereovision for obstacle detection (Suvonvorn et al.,
2007)(Bouchafa and Zavidovique, 2006).

Of course, the choice of the matching strategy has
to be led by the nature of the features. That explains
partly the large amount of tracking methods, among
which correlative and differential methods (Hager and
Belhumeur, 1998)(Jurie and Dhome, 2002), kernel-
based techniques (Comaniciu and Meer, 2002) and
active contours (Paragios and Deriche, 2005) for in-
stance.

This paper compares the robustness of our color
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segments based on the dichromatic model (Gouiffès
and Zavidovique, 2008) with the luminance and HSV
color lines defined by (Caselles et al., 2002) and (Coll
and Froment, 2000), through an appropriate matching
procedure. This method is designed to robustly track
rigid and non rigid objects in images sequences. The
strategy chosen is based on a weighted voting process
in the space of the motion parameters.

The remainder of the paper is structured as fol-
lows. Section 2 describes the extraction of the color
segments. Then, the matching procedure is explained
in Section 3. To finish, the results of section 4
show the efficiency of the proposed color features for
matching.

2 SEGMENTS OF COLOR LINES

The concept of level lines is recalled in section 2.1.
Then, section 2.2 focuses on the extraction of the seg-
ments. Their characterization is finally described in
section 2.3.

2.1 Color Lines

Let I(p) be the image intensity at pixel p(x,y) of co-
ordinates (x,y). It can be decomposed into upper N u

or lower N l level sets:

N u(E) = {p, I(p)≥ E} , N l(E) = {p, I(p)≤ E} (1)

where E denotes the considered level. The topo-
graphic map results from the computation of the level
sets for each E in the gray level range. The level
lines, noted L , are defined as the edges of N and
form a set of Jordan curves. This concept has been
expanded to color in (Coll and Froment, 2000) and
(Caselles et al., 1999). The authors use the HSV color
space, the components of which are less correlated
than RGB’s. Also, this representation is claimed to be
in adequacy with perception rules of the human visual
system. However, they favor the intensity for the def-
inition of the topographic map. Unfortunately, since
the hue is ill-defined with unsaturated colors, this kind
of a representation may output irrelevant level sets,
due to the noise produced by the color conversion at a
low saturation.

More recently, the dichromatic lines have been in-
troduced in (Gouiffès and Zavidovique, 2008). They
are based on the Shafer model which states that the
colors of most Lambertian objects are distributed
along several straight lines in the RGB space, join-
ing the origin (0,0,0) to the diffuse color components
cccb(p). Therefore, while gray level sets are extracted
along the luminance axis of the RGB space, these

color sets are designed along each body (or diffuse)
reflection vector cccb. On each of those vectors, a color
can be located by its distance ρ to the origin (the black
color), and each vector is located by its zenithal and
azimuthal angles (θ,φ), in a spherical frame noted
TPR in this paper.

These lines provide a good trade-off between
compactness and robustness to color illuminant
changes. The present evaluation compares the seg-
ments extracted in RGB, HSV and TPR through the
actual and generic application of tracking.

2.2 Extraction of Color Segments

The segment extraction here is an extension to color
of the recursive procedure described in (Bouchafa and
Zavidovique, 2006). It exploits the inclusion property
of the level sets to extract the segments of level lines.
The procedure tracks lines until they split. Along the
search, straight subparts, i.e. segments, are isolated.
The procedure starts at each point p and first deter-
mines which color channel is the most appropriate to
track the line. In this paper, the component k of lowest
contrast is chosen. Indeed, when a color line exists on
this channel, it is likely to exist in both other compo-
nents, and consequently to lay on a real physical con-
tour of the object. This strategy aims at reducing the
extracted noise and the number of segments to match.
Once the channel is chosen in p, we determine iter-
atively which one among p’s 8-connected neighbors
is its successor. Each successor becomes the current
pixel and the procedure repeats until stopping criteria
get true. q is the successor of p when the following
conditions are respected:
1. At least, one line L passes between q and p:
|I(p)− I(q)| ≤ λ.

2. The tracked L of the chosen path belongs to the same
groups of level lines being tracked from the beginning.

3. The interior (vs. exterior) of the corresponding N is
kept on the same side.

4. The tracked level lines remain straight.

For further readings, one can refer to (Bouchafa
and Zavidovique, 2006). At that stage, a set of seg-
ments S = {si} has been extracted from the image.

2.3 Characterization of Color Segments

Fig.1 illustrates the characterization of the segments.
A segment si is characterized geometrically and col-
orimetrically: the coordinates of its central point pi =
(xi,yi), its length li, its angle αi, its color. We note
µi

L(k) and µi
R(k), for k = 1..3, the mean color on

channel k, respectively on the left (L) and on the right
hand (R) of the segment si.
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Figure 1: Characterization of the color segment.

The following section describes the matching of
these color features, based on the definition of a sim-
ilarity between color segments.

3 MATCHING AND TRACKING

Be It and It−1 two subsequent frames at current and
previous times t and t − 1. Object O at time t, de-
noted as Ot , is described spatially by its bounding
box BB t of height Ht and width W t and its centroid
Pt , as shown on Fig.2. It can reasonably be selected
through a fast motion analysis scheme (Lacassagne
et al., 2008) for example.

Knowing the previous object Ot−1 in It−1, the
tracking consists in computing its new position in It

by matching the segments exhibited according to sec-
tion 2.

As in most non-rigid trackers (Comaniciu and
Meer, 2002), the object motion is assumed a compo-
sition of a translation and two scale changes Ax and
Ay along x and y respectively. Since matching is per-
formed between two subsequent frames and suppos-
ing a small relative motion object/camera, we further
assume a low warping of the object. Therefore, we
consider that the new object is located in a search
area V (Ot−1) which is BB t−1 enlarged by a factor
x2. We also consider that the scale changes range in
[1−A,1 + A], where A is the maximum possible per-
centage of scale change.

To secure unambiguous tracking, one needs to
consider a large enough number of pairs together.
In Fig.2, the object is represented by a set of seg-
ments, which are plotted in black. A set of segments
S t−1 = {si} is extracted in Ot−1 and a set S t =

{
s j
}

is extracted in V (Ot−1). In a first stage, each feature
si is entitled to match with each feature s j located in
V (si) in I t . The similarity function explained below
evaluates how well features match.

Figure 2: Illustration of the tracking procedure.

3.1 Similarity Function

For all si ∈ It−1 and all s j ∈V (si)⊂ It (see Fig.2), we
define a similarity function based on a color distance
Cµ(i, j) and the angle difference Cα(i, j) ∈ [0,1]:

Cµ(i, j)= C0

3

∑
k=1
|µL

i (k)−µL
j (k)|+ |µR

i (k)−µR
j (k)|(2)

Cα(i, j)= (|αi−α j|moduloπ
)/π (3)

C0 is a normalization value which depends on the
dynamics of the image, typically C0 = 2N/6 for an
image coded on N bits. We deduce the following sim-
ilarity function (∈ [0,1]):

C (i, j) = 1−aµCµ(i, j)−aαCα(i, j) with aµ +aα = 1 (4)

aµ and aα balance the similarity criteria. The higher
C (i, j), the more similar si and s j. In order to reduce
the number of potential matches, two additional crite-
ria have to be met beforehand:
• si and s j have comparable sizes so they respect the crite-

rion Dl : Dl =
{

1 when 1−A≤ l j/li ≤ 1+A, else 0
}

• si and s j have comparable directions so
they respect the criterion Dα: Dα ={

1 when |αi−α j|modπ < Tα, else 0
}

, where Tα

is a threshold, high enough not to be critical.
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3.2 Computation of the New Object
Location and Scale

The estimation of both centroid and scales relies on a
voting process. Each potential pair of features (si,s j),
with s j ∈ V (si) votes first to one candidate centroid
P j, each vote being weighted considering the rele-
vancy of the pairing features. The notion of rele-
vancy translates in terms of the similarity defined in
(2) and in terms of the location of the feature within
BB t−1. Indeed, similarly to mean-shift methods (Co-
maniciu and Meer, 2002), a Gaussian weighting func-
tion K(pi) is considered for each primitive. In order
to cope with partial occlusions and cluttered back-
ground, a higher confidence is granted to locations pi
close to the centroid Pt compared to peripheral ones.

3.2.1 Estimation of the New Location Pt

Each feature si previously extracted on Ot−1 is as-
signed a vector vi which goes from pi to the previous
centroid Pt−1 such that vi = Pt−1− pi. Since small
object motions are conjectured, the scale is assumed
to be constant in a first approximation. Therefore,
if si is correctly matched with s j of centroid p j, the
candidate centroid P j is likely to be located around
p j − vi. The uncertainty is lifted only in the rare
cases where the object is planar, its motion is strictly
fronto-parallel and its scale does not change. In or-
der to model this uncertainty, a 2D Gaussian function
ε(p,σA) assigns weights at once to P j and to few of its
neighbor points. Its standard deviation σA expresses
the tolerated uncertainty on Pt due to a scale change
A : σA = max(AW t ,AHt). Finally, the centroid Pt is
the point P j collecting the maximum votes:

Pt = arg max
P j∈V (Ot−1)

(
∑
si

(
∑

s j∈V (s j)

C (i j)K(pi)

)
ε(P j,σA)

)
(5)

3.2.2 Estimation of the Scale Changes

At that stage, each pair (si,s j) voted for a centroid
candidate P j. Then, a centroid Pt was finally esti-
mated as in (5). From there on, we only consider pairs
which had voted for a centroid value close enough to
the final centroid -i.e they respect the scale restriction
A on the object size. The scale change values Ax(i, j)
and Ay(i, j) are computed for each pair (si,s j) of color
features.

Ax =
xi− xt−1

xi− xt Ay =
yi− yt−1

yi− yt (6)

Similar to the centroid estimation, a weight is as-
signed to each Ax or Ay value depending on the lo-

cation in the object and the similarity function. At
x is

again the scale which collects the maximum votes:

At
x = arg max

Ax∈[1−A,1+A]

∑
si

 ∑
s j∈V (si)

C (i, j)g(pi)

 (7)

Likewise, At
y is computed. Once the centroid and

the scales have been found, the boundaries of the new
current object are well defined and some new color
segments are extracted in the subsequent image. The
object is lost when the maximum vote is too low.

4 RESULTS

Let us first compare the robustness of the procedures
against lighting changes, then on two road sequences.

4.1 Robustness to Lighting Changes

In these first experiments, we use 10 objects of the
ALOI image data base1 viewed under 8 lighting di-
rections and then considering 12 illuminant colors.
Fig.3 shows an example of direction variation and
Fig.4 illustrates the color changes. The maximum
scale change has been fixed to A = 0.1 and the color
level is λ = 5. aα = aµ = 0.5 in the similarity function
(4) and Tα = π/4.

In the first image, we select manually a window
of interest to be tracked and evaluate the matching
stationarity during the lighting changes, for the three
color representations: RGB, HSV (Coll and Froment,
2000)(Caselles et al., 1999) and TPR(Gouiffès and
Zavidovique, 2008). Fig.7 compares the mean vari-
ations of the centroids along with lighting changes.
Obviously, our color segments provide a better ro-
bustness against light variations, since the centroid
motion is the smallest for most illumination changes.

In addition, tables 1 and 2 collect the evaluation
parameters, namely the number of segments which
have been paired, and the quality Q of the motion esti-
mation, which is computed as the percentage of pairs
which have voted for the estimated motion. Note that
the number of segments extracted with the approach
TPR is the lowest. That reinforces the conclusions
emanated from (Gouiffès and Zavidovique, 2008), i.e
the compactness of this topographic map. Moreover,
TPR provides a better quality of matching (higher val-
ues of Q(Pt), Q(Ax) and Q(Ay)) with a lower num-
ber of segments, whatever the lighting variations. The
good quality of the motion estimation finally explains
the good stability of the centroid demonstrated in ta-
bles 1 and 2.

1more details are available on
http://staff.science.uva.nl/ aloi/
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Figure 3: Example of tracking result on the ALOI image data base (object 616) for a change of lighting direction.

Figure 4: Example of tracking result on the ALOI image data base (objects 104 and 101) for a change of illuminant color.

Table 1: Qualitative results when the lighting direction
varies.

Color Nb Q(Pt) Q(Ax) Q(Ay)
RGB 670 1,6 60,7 56,1
IST 1054 1,3 56,2 46,2
TPR 518 2,4 65,7 61,6

4.2 Object Tracking
Our tracking procedure is tested here on two different
road sequences, the first frames of which are shown
on Fig.5 (a) and Fig.6 (b). Only the HSV and TPR
segments are compared, since RGB segments did not
proved to be efficient in previous experiments. The
first image sequence (Fig.5 (a)) dtneu nebel2 shows
an evolving scene acquired under the fog. The blue
car is selected manually in the 10th frame and has to
be tracked until it goes out of the field of view. Note
that the appearance of the car changes during the se-
quence.

The second image sequence (Fig.6 (a))3 shows a
walking pedestrian who turns back and moves away
from the camera. The results obtained with HSV seg-
ments are shown on images 5(b) and 6(b). The car
is lost 10 iterations after its detection, and the track-
ing of the pedestrian is not accurate. The results of

2This sequence has been acquired by the
KOGS/IAKS Universität Karlsruhe. It is available on
http://i21www.ira.uka.de/image sequences/

3LOVe Project: http://love.univ-bpclermont.fr/

the TPR approach are displayed Fig.5 (c) and Fig.6
(c). Obviously, these latter features provide a far bet-
ter matching accuracy, since the car and the pedestrian
are correctly tracked despite changes in appearance.

Table 2: Qualitative results when the color of illuminant is
changed.

Color Nb. Q(Pt) Q(Ax) Q(Ay)
RGB 1067 3,8 62,6 63,6
IST 1159 4,0 66,0 61,0
TPR 795 6,3 75,3 68,0

5 CONCLUSIONS

This article introduces some features - segments -
bound to dichromatic lines. Their stability for fur-
ther use was here tested in a tracking procedure, under
appearance changes and illuminant color variations.
Motion parameters are computed through a common
weighted voting process. The dichromatic segments
provide the highest tracking quality compared to other
segments defined in HSV or RGB spaces. In addition,
a lower number of segments is extracted in TPR. In-
deed, such ”TPR” lines fit the object physical bound-
aries and are less noise-sensitive, while being robust
to lighting changes.

SEGMENTS OF COLOR LINES - A Comparison through a Tracking Procedure
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(a) (b) (c)

Figure 5: (a): Initial images with their selected object. (b): Results with HSV segments. (c): Results produced with our
segments.

(a) (b) (c)

Figure 6: (a): Initial images with their selected object. (b): Results with HSV segments. (c): Results produced with our
segments.

(a)

(b)
Figure 7: Evolution of the centroid of the object: (a) for
different colors of illuminant, (b) for different directions of
lighting.
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Abstract: The paper presents an obstacle detection method for mobile robots using a structured background. This 
method is based on differences of appearance between obstacles and the background in the camera images. 
The basic idea is to cover the ground of the workspace with a known structure. If part of this structure is 
obscured, this can be detected and indicates the existence of an obstacle. The method uses a reference 
symbol, chosen to exhibit certain features, to construct a reference image of the structured background. To 
detect possible obstacles we calculate the Fourier descriptors (FD) of all contours included in a given image 
and compare them with those of the stored reference symbol. This enables us to recognize all reference 
symbols which are not obscured by obstacles. We then determine the positions and dimensions of all 
existing obstacles by calculating the occupied symbol areas. The method is implemented as part of a robot-
vision system for fully automated stockkeeping. In this paper the results are shown using a MATLAB 
implementation. 

1 INTRODUCTION 

Obstacle detection is an important and essential task 
in a system with mobile robots (Al Zeer, Nabout and 
Tibken, 2006) and (Al Zeer, Nabout and Tibken, 
2007). The method of detection depends on the 
available information about the obstacles and their 
environment. 

There are various methods of obstacle detection, 
based on different approaches (Simmons, 1996) and 
(Sabe, Fukuch, Gutmann, Ohashi, Kawamoto and 
Yoshigahara, 2004). Two different types of 
strategies are distinguished. The first strategy is 
called range-based obstacle detection. This method 
is based on the measurement of the distance between 
the obstacle and an implemented sensor, such as an 
IR-Distance Sensor. The second method is called 
appearance-based obstacle detection, in which the 
obstacles, e.g. in a color picture, are separated from 
the background and classified using their appearance 
properties (Ulrich and Nourbakhsh, 2000). 

Within our work an extended appearance-based 
method for obstacle detection has been developed, 
which does not use the appearance of an obstacle, 
but the appearance of the background. This method, 
obstacle detection using structure background, was 
developed for our robot-vision system (Al Zeer, 

Nabout and Tibken, 2007) and allows a reliable 
detection and localization of obstacles. Grayscale 
images are available as part of a robot-vision system. 
These grayscale images are acquired by a camera 
system mounted on the ceiling of the workspace 
area. Therefore the calculation of the obstacle 
positions will be carried out by image evaluation. 
Objects in the workspace at the time of image 
acquisition are considered as static obstacles and 
they are taken into account in the calculation of 
collision-free routes. Objects that inter the 
workspace after the image acquisition are considered 
as dynamic obstacles (Borenstein and Koren 1990). 
These obstacles can be detected by the distance 
sensor which is mounted on the vehicle. 
Encountering a dynamic obstacle causes the vehicle 
to stop immediately and to provoke a re-imaging to 
calculate a new route. Several implementations of 
the new method will be described in detail and then 
their realization will be further illustrated. 

The paper consists of four sections. In section 2 
the principle of the method “obstacle detection using 
structured background” is explained. Section 3 is 
concerned with the selection of a suitable reference 
symbol. In section 4 some results related to the 
MATLAB implementation are shown and discussed.  
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2 OBSTACLE DETECTION 

The basic idea of this method is to cover of the 
ground in the workspace with a known structure. If 
part of this structure is obscured by an obstacle, this 
can be detected. The structure can be generated by 
distributing reference symbols in a regular pattern in 
the workspace of the mobile robot. The distribution 
of symbols results in a regular and known pattern of 
contours in every picture of the workspace. Thus, 
the distribution of the center positions for the 
reference symbols comprises a matrix structure, 
similar to the pixel matrix of a bitmapped image. 

The use of a symbol pattern as reference feature 
of the ground leads to an extension of the conceptual 
specifications of the developed robot-vision system. 
The implementation of a new strategy of obstacle 
detection in the robot-vision system was necessary, 
because it was observed that a guaranteed 
identification of obstacles through direct detection of 
objects is not possible because of lighting errors. 
The condition that the ground has to be covered with 
a symbol pattern is not an especially unrealistic 
burden, e.g. in the case of automated stockkeeping. 
To cover the floor of a warehouse with custom-
patterned tiles, painted- or pasted- on symbols is a 
relatively simple requirement that does not involve a 
great effort or a high cost. Moreover, in the case of a 
robot-vision system, this requirement does not 
violate the principles or change the basic idea of the 
system. 

To verify the results, using the robot-vision 
system, the extended method was implemented in 
Matlab and was tested under real conditions. Only 
common Matlab functions were used in the 
implementation. The obstacle detection using 
structure background is based on the following 
assumptions: 

 First, an appropriate symbol pattern has to be 
applied to the workspace floor. The symbol 
used to generate the pattern must be suitable 
for accurate detection. The shapes of the 
symbol must differ greatly from the shapes of 
expected objects and also from possible 
shapes caused by noise and other errors. 

 All symbols must be identical, i.e. they all 
have to be the same shape and size, and they 
must be arranged in a regular pattern with pre-
defined distances to each other. 

 The symbols must be large enough for the 
camera to render their shape and contours with 
sufficient accuracy. This depends on the 
resolution of the camera used and the distance 
between camera and ground. 

 The symbols should not have reflective 
surfaces, so they will not cause reflection 
noise under bright lighting. 

In order for the symbols to comprise a regular 
pattern on the ground, they have to be applied so that 
their centers form a regular grid, i.e. the distance 
between the centers of the symbols must be equal. In 
the following the individual steps of the newly 
developed method will be described in detail. 

2.1 Creating a Reference Symbol 

The reference symbol is used as a basis of 
comparison for the detection system, so its Fourier 
descriptors (FDs) are detected and saved (Nabout, 
1993). 

Figure 1 shows an example for such a symbol. 
Here "h" is the height, "b" the width, and "c" the 
center (center of area) of the symbol. The symbol 
orientation is chosen in suitable way to cover the 
maximum area of the workspace. 

 

 
Figure 1: Reference symbol. 

The center of gravity of the symbol area can be 
calculated according to the following general Eq. (1) 
(Nabout, 1993) 
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Here, ( )cc Y,X  are the coordinates of the center 
of the symbol, whose contours were approximated 
by a polygon with n vertices. 

The contour features of the symbol are computed 
using the contour extraction methods described in 
(OKE) (Nabout, 1993). Consequently, the original 
grayscale image is first converted to a binary image. 
Then the contours of the reference symbol are 
extracted using the OKE method. Freeman-code is 
used to describe the contours (cf. Figure 2 and 
Figure 3). 
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Figure 2: Freeman-Code. 

 
Figure 3: Contours of the 
reference symbol. 

The OKE method consists of the following steps:  
1.  Segmentation of the image into overlapping 

2*2 or 4*4 windows. 
2. Evaluation of these windows according to the 

extraction rules in time with the image sample 
rate (extraction of basic contour elements). 

3. Sorting of the contour elements to generate 
closed contours. 

For the reference symbol used here (Fig. 3), the 
following Freeman chain was obtained using the 
MATLAB implementation. 

 
The starting point of the Freeman-chain is in this 

example (86, 10). The extracted contour is shown in 
figure 3. 

To approximate the contour of the reference 
symbol the KKA method (cf. Nabout) is used. The 
KKA method is carried out as follows: 

1. Segmentation of the chain of contour elements 
into partial sequences that satisfy certain 
conditions. 

2. Detection of noise chains and merging them 
with neighboring chains. 

3. Sorting of partial chains, approximation of 
curved contour parts. 

After these steps, the FDs of the reference 
symbol are calculated by a Fourier-analysis and are 
saved in a data structure. Fig. 4 shows the symbol 
after contour approximation. 

 

 
Figure 4: The approximated contour of the symbol of 
Fig.1. 

2.2 Creation of a Reference Image 

To create a reference image, the workspace floor is 
covered with symbols forming a grid structure as 
described above. Then an image of the empty 
workspace without obstacles is acquired (Figure 5). 
 

 
Figure 5: Workspace floor with reference symbols. 

The reference image should be created under real 
conditions. The acquisition parameters are set so that 
all the symbols in the picture are completely visible. 
Since a camera-acquired image always contains 
other contours in addition to the symbols (noise, 
errors, etc.), as a first step all the contours in the 
picture are extracted and approximated using the 
OKE and KKA-methods and saved in the form of 
polygonal approximations. To remove the contours 
created by noise we adopt a length filter using an 
upper and lower threshold for the contour length. 
Subsequently, the FDs and centers of area gravity 
for the symbol polygons are computed. In our 
example, the reference image contains 48 symbols. 
By comparing the FDs of the extracted polygon with 
the FDs of the reference symbol, all existing 
symbols in the reference image can be detected. 
Their centers then determine the grid structure 
(Figure 6). 
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Figure 6: Coordinates of center of area gravity in reference 
image with 8*6 symbols. 
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In our case, a grid with 8*6 symbols is 
detected. Since the identification of the symbols by 
comparison the shape of the extracted contours with 
the shape of the reference symbol is the key to a 
reliable detection of all symbols, it is necessary to 
use a reference symbol whose shape (represented 
through its FDs) differs greatly from those of other 
occurring objects or possible noise. To choose the 
reference symbol as a circle, for example, would 
result in confusion with all circular contours that 
arise due to lighting errors. Such a reference symbol 
is not suited for the present application. 

For this reason, the following strategy to select 
a suitable reference symbol was used in this work. 

3 SELECTION OF A SUITABLE 
REFERENCE SYMBOL 

Within this work, a total of 30 symbols were 
investigated in order to select the most suitable 
symbol for generating the grid structure. Figure 7 
shows 10 of those symbols. 
 

     T 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Figure 7: Some representatives of the symbols considered 
for the generation of a symbol pattern. 

The goal here is to find a symbol which gives 
the smallest confusion risk with other contours that 
may occur. For this reason, the FDs of all considered 
symbols were calculated and compared using the 
minimum distance method (Nabout, 1993). Figure 8 
shows for example the first 20 FDs of the above 
given symbols in a graphical comparison. 

 

 
Figure 8: The first 20 FDs for the symbols of Fig.7. 

The Euclidean distances  between every two 
symbols were calculated, according to Eq. (2).  

 

Aik Ajk
2

n

k 1

;        , 1, … ,30  (2) 

: Euclidean distance between object i and j 
: Number of Fourier descriptors 
, : Amplitude spectrum of object contour i, j 

 
The most suitable symbol, with the smallest 

confusion risk, is that one which fulfills the 
following three conditions: 

1. The chosen symbol must have big distances 
to all other symbols. This is fulfilled for that 
symbol i with the maximum mean value  
of the Euclidean distances d , : 1,… ,30. 

2. The symbol must have approximately equal 
distances to all other symbols. This is 
fulfilled for that symbol i with the minimum 
variance vi of the Euclidean distances. 

3. The chosen symbol must have partially 
regular contour rather than irregular to 
contrast to noise contours. 

The means  and the variance vi are determined 
for every symbol i according to Eq. (3). 
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Here, M is the number of considered symbols. 
Finally, the symbol i with the maximum mean 

value and the minimum variance is selected 
according to Eq. (4).  

 

i argmin
vi
di

 (4)
 
To fulfill the third condition we calculated all 

values  and sorted them according to their values 
from small to large in a list (L). Then we chose the 
first symbol in the list (symbol 2) which shows 
partially regular contour shape. The following two 
Figures show the mean value and the variance for 
the objects of Fig.7. 
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Figure 9: Mean for each symbol (10 symbols). 

 
Figure 10: Standard variance for each symbol (10 
symbols).  

4 DETECTION OF OBSTACLES 

To detect the obstacles, first a picture of the 
workspace is taken. This picture contains the 
reference symbols on the structured floor, as well as 
a certain number of obstacles. Figure 11 shows an 
image with simulated obstacles. 
 

 
Figure 11: Reference image with obstacles. 

To evaluate this image, the following steps were 
executed:  

1. Contour extraction using OKE method 
2. Contour approximation using KKA method 
3. Computation of FDs 
4. Determination of the centers of all detected 

reference symbols in the image. 
After performing these steps and comparing the 

FDs to those of the reference symbols by the 
minimum distance method we received for the given 
example 35 detected reference symbols. The 
detection occurs, if the computed minimum distance 
value between a considered object and the reference 
symbol is smaller than a specified threshold. In our 
case, the threshold was determined a priori and set 
to the value 0.5. 

If the minimum distance is greater than this 
threshold, the considered object is designated as an 
obstacle. To locate the positions and sizes of existing 
obstacles the centers of found symbols in the current 
image are compared with the centers of the symbols 
in the reference image. The centers of the detected 
symbols and the centers of the symbols in the 
reference image must be identical, within a certain 
tolerance value. For our example, we obtain the 
following results (Fig. 12). 

 

 
Figure 12: Binary image with numbered objects. 

Here, there are 13 symbols obscured by 
obstacles, whose centers are also known. 

The calculation of the positions and sizes of the 
obstacles to determine the region occupancy is 
illustrated in the following section. 

4.1 Mapping the Obstacles into the 
Workspace 

In an X-Y coordinate system, whose origin is 
situated in the upper left corner of the workspace (cf. 
Fig.11), each symbol S  is represented by the 
position of its center x , y . For two adjacent 
symbols on a horizontal line, the distance between 
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the centers of these two symbols is dx. Similarly, for 
two adjacent symbols, which are arranged vertically, 
it is dy. 
 

 
Figure 13: Center of a macro pixel with horizontal and 
vertical distance to its neighbours. 

In order to detect the positions and size of the 
existing obstacles in the workspace, a binary image 
with the same resolution as the original grayscale 
image is generated. The image is then divided into 
regular  blocks, where M is the number of 
columns and N is the number of rows in the symbol 
grid. All pixels within one block are assigned as "0" 
(black), if the symbol represented by this block is 
obscured by an obstacle, otherwise, the pixels are 
assigned the value "1" (white). Figure 14 shows the 
binary image generated for the example of Figure11. 

 

 
Figure 14: Binary image showing occupancy of obstacles. 

As the picture shows, there are three black areas, 
which represent the positions of the obstacles. In 
order to determine the size of the obstacles, the 
contours of the areas are described as polygons. For 
these polygons the Minimum Area Rectangles of the 
obstacle regions (MAR) are then calculated  
(Al Zeer, Nabout and Tibken, 2008). These regions 
represent the workspace area occupied by the 
present obstacles. 

5 CONCLUSIONS 

With the obstacle detection method presented here, 
it is possible to detect existing obstacles in the 
workspace of mobile robots. This method uses 
grayscale images and a specially chosen reference 
symbol. The results show that symbols with 
irregular contour shape are not qualified to be used 
as reference symbol, since the recognition process 
leads to confusion with possible lighting errors and 
other noise. The paper shows how to choose a good 
reference symbol using a mathematical formula. 

The method was developed for the detection of 
obstacles in a robot vision system which is part of a 
fully automated stockkeeping application. In this 
context the results of the obstacle detection 
described in this paper were also used for path 
planning using auxiliary corners.  
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Abstract: This paper deals with the development of a recursive fuzzy inference system that can be applied to estimate the
error probability of several tracking algorithms used in medical image processing systems. Specifically, we
are interested in the fiber bundles estimation process (fiber tracking) in diffusion tensor (DT) fields acquired
via magnetic resonance imaging (MRI). As tracking algorithm we have considered a variation of the Bayesian
tracking scheme proposed by Friman and Westin. This paper studies the analogies between this tracking
approach and a typical Multiple Hypotheses Tracing (MHT) system, for which fuzzy systems are closely
related. This comparison leads to the development of a SAM (Standard Additive Model) fuzzy system that
on-line estimates the certainty of the estimated fiber tracts. Its low computational load as well as its efficiency
in very isotropic volumes are its main advantages.

1 INTRODUCTION

The technique of Diffusion Tensor Magnetic Reso-
nance Imaging (DT-MRI) measures the diffusion of
hydrogen atoms within water molecules in 3D space.
Since in cerebral white matter most random motion of
water molecules are restricted by axonal membranes
and myelin sheets, diffusion anisotropy allows de-
piction of directional anisotropy within neural fiber
structures (Ehricke, 2006).

There exist many important applications for white
matter tractography: brain surgery, white matter visu-
alization using fiber traces and inference of connec-
tivity between different parts of the brain, to name a
few.

The great majority of DTI visualization tech-
niques focuses on the integration of sample points
along fiber trajectories and their three-dimensional
representation (Mori, 2002). These streamline-based
approaches are calledfiber trackingand they usually
make use only of the principal eigenvector of the dif-
fusion ellipsoid as an estimate of the predominant di-
rection of water diffusion in a voxel (Ehricke, 2006).
Nevertheless, and due to some deficiencies in these
tracking algorithms and several shortcomings inher-
ent in datasets (noise, partial voluming), they may de-
pict fiber tracts which do not exist in reality or miss to
visualize important branching structures. In order to
avoid misinterpretations, the viewer of the visualiza-

tions must be provided with some information on the
uncertainty of a depicted fiber and of its presence in a
certain location. This task can be efficiently tackled if
a Bayesian approach is used.

In this paper, we have considered a Neural
network-based simplified implementation of a well-
known Bayesian tracking algorithm (Friman, 2005).
Specifically, this algorithm has been implemented
with a simplification method based on those used in
(San José, 2005) in the context of a Bayesian detector
for digital multiuser communications.

Our goal is to establish a parallelism between a
standard Bayesian tracking scheme and another pro-
cedure, the Multiple Hypotheses Tracking (MHT)
strategy (Alberola, 1999; Reid, 1979), which is di-
rectly related to fuzzy logic and, to our knowledge,
has not been directly applied to fiber estimation. The
thus developed fuzzy system will calculate more reli-
able estimates of the depicted tracts certainty.

2 BAYESIAN TRACKING
ALGORITHM

Bayesian modelling has already been applied to fiber
tracking. However, its main drawback is the large
computational load involved. In this paper we pro-
pose to use the Bayesian algorithm of Friman and
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Westin (Friman, 2005) with theStochastic Draw-
ing Sampling Selection(SDSS) scheme developed
in (San José, 2005) for complexity limitation. This
Bayesian algorithm is next described.

The goal of the Bayesian modelling is to find a pdf
of the local fiber orientation1 p(v̂k|v̂k−1,D), where
vectorsv̂k and v̂k−1 contain the path samples up to
time k or k−1, respectively, andD denotes the mea-
sured diffusion data. If a model that relates the diffu-
sion measurementsD with the underlying tissue prop-
erties and architecture is assumed, then it must con-
tain at least one fiber direction̂vk and a set of nui-
sance parameters denoted byθ. Thus, applying the
Bayes theorem,

p(v̂k,θ|v̂k−1,D) =
p(D|v̂k,θ)p(v̂k|v̂k−1)p(θ)

p(D)
(1)

where we have assumed that the prior distribution can
be factorizedp(v̂k,θ|v̂k−1) = p(v̂k|v̂k−1)p(θ). The
main problems found are (Friman, 2005): (i) the cal-
culation ofp(v̂k|v̂k−1,D) needs to marginalize Eq. (1)
overθ, and (ii) the normalizing factor

p(D) =

∫

v̂k,θ
p(D|v̂k,θ)p(v̂k|v̂k−1)p(θ) (2)

is difficult to evaluate due to the high-dimensional in-
tegral and the intractable integrand. Eq. (1) has to be
calculated in every step in the sequential sampling of
the fiber paths and, unless an approximation for the
integral in Eq. (2) is found, the cost is prohibitive.

Some attempts have been made to approach this
problem. In (Friman, 2005), a solution based on
drawing samples from a pdf defined on the unit sphere
is proposed. This is accomplished by evaluating the
pdf at a sufficiently large number of points evenly
spaced over the unit sphere, effectively approximating
the continuous pdf with a discrete pdf, from which it
is straightforward to draw the random samples. How-
ever, the continuous pdf must be densely enough sam-
pled, specifically, Friman proposes to use 2,562 pre-
defined points thus involving an important computa-
tional burden. At this point, we propose to use a sam-
pling strategy where those points (hypotheses, in the
Bayesian terminology of (San José, 2005)) with the
largest probabilities have more chances to be selected.
However, notice that some randomness is introduced
in the selection procedure. This way, those direc-
tions with the highest probability to prolong the cur-
rent fiber path willprobablybe selected. Specifically,
we have implemented the Stochastic Drawing Sam-
pling Selection (SDSS) algorithm in order to reduce
the number of sampled points in the above-mentioned
unit sphere.

1Using the notation found in (Friman, 2005).

3 COMPARISON BETWEEN
BAYESIAN AND MHT

A fuzzy version of Reid’s classical Multiple Hypothe-
ses Tracking (MHT) algorithm (Reid, 1979) was pro-
posed in (Alberola, 1999). This system is based
on the likelihood discrimination and it was applied
to the tracking of natural language text-based mes-
sages. It shows the possibility of handling informa-
tion about any time-varying phenomenon, as long as
the phenomenon can be described by means of a few
keywords, and the phenomenon itself is statistically
causal in the sense that the distribution of future states
is statistically dependent on the past observed states.

It is not difficult to see the following parallelism
that leads to the possibility of a tract probability es-
timation based on text-messages (fuzzy-messages):
(i) the natural-language messages in (Alberola, 1999)
and the noisy DT-MR image constitute, in both cases,
the source ofnoisyor ambiguousinformation, (ii) the
tracksused in the MHT algorithm, which are defined
assequences of associated symbols, can be clearly as-
sociated to the possible sequences of points in the 3D
space, in the tracking context, (iii) the MHT system
associates multiple messages generated along time by
using a specific stochastic model for the applications’
dynamics. In our case, this model can be the infor-
mation provided by the measured anisotropy, (iv) the
termtargetdenotes some condition that generates ob-
servable phenomena. In our context, these targets are
the sequences of points that define a tract.

As a consequence, the MHT system can be viewed
as a Bayesian approach for multiple targets track-
ing. Theoretically, this algorithm conservesall the
hypotheses that explain the observation until certain
time, together with an estimation of the probability
of each hypothesis. At the end, the hypothesis with
the highest likelihood is taken as the solution. On
the other hand, the Bayesian tracking algorithm main-
tains a finite set of hypotheses (section 2) with their
associated probabilities, and a tract is coloured and
visualized based on these data.

4 PROPOSED FUZZY SYSTEM

In this section we propose a recursive SAM (Standard
Additive Model) fuzzy subsystem that allows to mon-
itor the performance of a DT-MRI tracking system.
The SAM model allows to work with linguistic de-
scriptions and ambiguities. This kind of description
allows to fuzzy-quantify the errors in the tractogra-
phy problem. On the other hand, the uncertainty in the
prediction of the future positions found in the MHT of
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(Alberola, 1999), resembles the creation of new fiber
tracts based on the previous ones.

The system here proposed consists in three con-
nected fuzzy inference engines (FIEs) –see Fig. 1. It
is necessary to develop an algorithm where the inputs
to the MHT system have some correlation in time.

Figure 1: Recursive SAM fuzzy system for estimation of
the error probability of the estimated error tracts.

The inputsOA andOB to the FIE-1 are two dif-
ferent tracts (hypotheses) estimated by the algorithm
sharing in common the first and the last points (in
practice, both tracts must start and finish in near vox-
els). These tracts are prolonged on one side with a
new sample every time a new point is considered (at
every iteration of the tracking algorithm), while the
last point of the tracts is lost. This way, compared
tracts have always the same length.

In order to evaluate the similarity between two
tract hypothesesOA andOB, it is necessary to quan-
tify their proximity using a 3D distance. As a con-
sequence, asimilarity coefficientthat depends on the
distance between these two considered tracts can be
assigned.

In order to implement a fuzzy system, we must es-
tablish a relation between thiscrisp value (defined in
[0−K]) and the fuzzy sets where a linguistic variable
is defined, i.e.,
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(3)

This allows to obtain the possible fuzzy values of
I2 (output of the first FIE and input to the second).

Next, we relate theprediction errorε used as input
in the FIE-2 with the anisotropy observed in the last
(currently processed) point of the tract. This way, if a
large anisotropy is obtained, the tract would be rather
smooth in the proximity of the current voxel andε
will take a small value for those hypotheses (future
points to expand the current tract) that involve a small
change in the fiber direction. On the other hand, when
the anisotropy is small (isotropic area), parameterε

would be the same for every direction (hypotheses).
The value ofε must, also, be fuzzified.

This way, FIE-1 estimates the likelihood of two
close tracts while FIE-2 weights this estimate with re-
spect to the prediction error (that is inversely propor-
tional to the anisotropy) and obtains a second likeli-
hood. This value is used to update theglobal like-
lihood (or global reliability), which is a measure of
the tracking estimation error probability. This third
process is performed by FIE-3. Thus, this third block
updates, with a feedback system, the previous system
knowledge every time a new point is processed.

5 NUMERICAL RESULTS

5.1 Synthetic Images

First, four different synthetic DT-MRI data in a 50×
50× 50 grid have been generated (three of them –
cross, earth and log– can be seen in Fig. 3 of (San-
José, 2006) while the fourth one, namedstar, –the
most complex one– is new. To make the simulated
field more realistic, Rician noise was added in the dif-
fusion weighted images which were calculated from
the Stejskal-Tanner equation using the gradient se-
quence in (Westin, 2002) and ab-value of 1000.

The desired noisy synthetic diffusion tensor data
was obtained using an analytic solution to the
Stejskal-Tanner equation. The eigenvectors in the
isotropic areas wereλ1 = λ2 = λ3, while in the re-
maining voxels of the imageλ1 = 7, λ2 = 2, λ3 = 1.
In our study, the SNR varies from 13 to 29 dB.

The “star” image consists of six orthogonal sine
half-waves, each of them with arbitrary radius. Notice
that this scenario constitutes the most complicated sit-
uation since the diffusion field experiments variations
with the three coordinate axes and there exists a cross-
ing region.

The reliability of four approaches for estimat-
ing the tracts certainty is first studied. These meth-
ods are: (i) the tracking algorithm described in
(San-José, 2006), (“ALG”), (ii) the Bayesian algo-
rithm described in section 2 (“BAY”), (iii) ALG with
the fuzzy engine for probability of error estimation
(“ALG+Fuzzy”), and (iv) BAY with the fuzzy pro-
cedure (“BAY+Fuzzy”). Figure 2 shows the mean
probability of wrong estimation (average value in 25
executions) and Table 1 presents the mean variance
of these estimators, for five different signal qualities
ranging from 13 to 29 dB.

Analyzing the results it can be seen that: (i) the
probability of error increases as the SNR of the orig-
inal image improves; more complex images have
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Figure 2: Mean probability of error for the tracking meth-
ods studied, with and without the fuzzy procedure for esti-
mation of the probability of error. Three synthetic images
were used: earth, log and star.

Table 1: Variance of the tracking error estimation method.
Each cell represents the values for: BAY/ALG/Fuzzy-
estimation.

SNR (dB)
13 21 29

Earth 4.2/3.7/1.6 2.3/1.9/0.7 1.4/0.9/0.2
Log 4.5/4.1/2.0 2.8/2.3/0.9 1.5/0.9/0.3
Star 6.4/5.1/2.8 3.2/2.7/1.5 2.2/1.7/0.7

larger tracking error estimates, (ii) in general, the ac-
curacy of the ALG method is slightly better than the
BAY approach, and (iii) the tracking error of both
methods (BAY and ALG) improves notably when the
fuzzy engine is used for estimation. These figures are
closer to the real probability of error when a human
expert manually evaluates the tracts obtained.

Table 1 shows how the fuzzy procedure greatly
decreases the variance of the estimator, leading to
more robust and accurate estimations, specially for
low quality images. The values shown in each cell
represent the variance of the different estimation ap-
proaches: BAY, ALG and the fuzzy-based estimation
using the strategy proposed in section 4. The fuzzy
method obtained very similar results when combined
to both BAY and ALG. Thus, only one value is in-
cluded in each cell.

It can be observed that the fuzzy approach gets
estimates with much smaller variances. This esti-
mation procedure is scarcely influenced by both the
SNR of the image and image complexity (in terms of
anisotropy). This implies that the estimation conver-
gence will not depend on the presence of branching
or crossing areas of the MR figure –as it would be the
case in real DT-MR images.

5.2 Real Images

Finally, we have applied the proposed tracking algo-
rithm to a real DT-MR image. Specifically, we have
selected thecorpus callosumof the brain.

The variance of the same four estimation meth-
ods has been evaluated. Results are shown in Table
3. Once again the improvement on the estimates reli-
ability can be observed for both BAY and ALG.

Table 2: Variance of different probability of error estimation
methods.

BAY: 8.4 BAY+fuzzy: 3.8
ALG: 7.4 ALG+fuzzy: 3.2

If noisy voxels are present along the paths of in-
terest it is worth noting that the MHT-based fuzzy
method is less sensitive to these variations. The rea-
son is that the MHT performs a kind ofsmoothing
or datafiltering, which decreases the disturbing ef-
fects of the occasionally high noisy samples (this is
addressed using the FIE-3 in Fig. 1).
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Abstract: This paper proposes a hierarchical moving control method for autonomous omni-directional mobile robot to 
achieve both safe and effective movement in a dynamic environment with moving objects such as humans. 
In the method, the movement of the robot can be realized based on prediction of the movement of obstacles 
by taking account of time scale differences. In this paper, the design method of the proposed method based 
on the virtual potential approach is proposed. In the method, modules that generate the potential field are 
structured hierarchically based on the prediction time to each problem. To verify the effectiveness of the 
proposed method, the numerical simulations and the experiments using a real robot are carried out. From the 
results, it is confirmed that the robot with the proposed method can realize safe and efficient movement in 
dynamic environment. 

1 INTRODUCTION 

Recently, various essential technologies of an 
autonomous mobile robot such as a self localization 
scheme, an environmental map formation and path 
planning, learning algorithm and communication are 
developed in the area of robot. In addition, a variety 
of service robots which offers service with the actual 
environment with other moving objects, including 
people are proposed and developed(B. Graf, 2004)-
(R. Bischoff). A variety of tasks are required for 
such a service robot, but here we will focus on 
problems related to moving, which is the most 
fundamental and important of tasks. In the 
environment include humans, safe and efficient 
movement should be required. As for the movement 
of the autonomous mobile robot, the problem which 
has the various time scales, such as arrival to 
destination, the collision avoidance for the obstacle 
and the emergency collision avoidance for the 
sudden obstacle, occurs simultaneously. Therefore, 
the robot should keep coping with the problem 
according to circumstance. 

This paper proposes a hierarchical moving 
control method for autonomous omni-directional 
mobile robot to achieve safe and effective movement 
in a dynamic environment with moving objects such 
as humans. The hierarchical control method 
considers a variety of prediction time to each action, 
such as destination path planning, obstacle 

avoidance within the recognizable range, and 
emergency avoidance to avoid spontaneous events. 
In the method, several modules for each action are 
composed in parallel. The vertical axis is prediction 
time scale in the control system. In the lowest 
module, the robot can move to goal safely and 
efficiently by planning from the environment 
information which is obtained in advance. On the 
other hand, in the higher module, the robot moves 
more safely by using the estimated information of 
obstacles based on shorter prediction time to avoid 
them. By integrating the output of each module, it is 
possible to realize the safe and efficient movement 
according to the situation.  

Obstacle Avoidance

Emergency Avoidance Behavior
Time Scale

Efficiency

Safety

Access to Destination

 
Figure 1: Problem Establishment for Action of Service 
Robot. 
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In this paper, as one example of design method 
of the proposed control method, the design method 
which is based on the virtual potential method is 
presented (Khatib, 1986) (Y. Koren, 1991). Firstly, 
the module which generates the potential field based 
on each prediction time is formed hierarchically. 
Secondly, the virtual force which is derived from the 
respective potential fields is synthesized. Thirdly, 
the velocity command is decided on the basis of the 
resultant force. To verify the effectiveness of the 
proposed method, the numerical simulations which 
suppose the environment where the obstacle exists 
were carried out. Moreover, the experiments using 
the real apparatus of the autonomous omni-
directional robot were carried out. 
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Figure 2: World coordinate system and predicted shortest 
distance.  

2 HIERARCHICAL ACTION 
CONTROL METHOD  

2.1 Nomenclature 

Symbol Quantity 

Ti prediction time 
dρ  distance between the robot and the destination 

iTρ  predicted shortest distance between the robot and the 
obstacle 

0ρ  minimum of repulsive potential 
x  position vector of robot 

dx  position vector of the destination 

jox  position vector of object j 
, jr ox  position vector of the obstacle Oj relative to the robot 

v  velocity vector of robot 

jov  velocity vector of object j 
, jr ov  velocity vector of the obstacle Oj relative to the robot 
iT

jU  virtual potential about object j on each Time scale 
iT

jF  virtual force vector from iT
jU  

i index of each Time scale 
j index of object 
x x-axis 
y y-axis 
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Figure 3: Output of each module and integration. 

2.2 Design Approach 

The module is a potential function with the 
prediction time as a parameter, and generates a 
potential field for each problem and virtual force on 
the robot is calculated. In this study, the proposed 
potential function was designed based on the 
repulsive potential reported by Khatib (Khatib, 
1986).  

d oU U U= +x  (1)

d a dU k ρ=x  (2)

iT
o jU U=∑  (3)

1

, 0
, 0

, 0

1 1 ,

0 ,

i

i ji
i j

i j
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⎧
⎛ ⎞⎪
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⎪ > +⎪⎩

v
v

v

(4)

where dx  is the destination position and 
d

Ux  is an 
attractive potential field. In the proposed method, a 
repulsive potential function in consideration with 
prediction time Ti is used.  
A force for the position x of the robot is derived 
from the following equation. 

( ) U∂
= −

∂
F x

x
 (5)

where U∂
∂x

 denotes the partial derivation vector of 

the total virtual potential U. From Eqs. (2) and (5), 
the attractive force allowing the position x of the 
robot to reach the goal position xd is as follows: 

d
d

ak ρ∂
= −

∂xF
x

 (6)

From Eqs. (4) and (5), the repulsive force to the 
obstacle Oj are as follows: 
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The command vector F of the robot is derived from 
the following equation. 

d o= +xF F F  (8)

When combining the virtual force derived from a 
potential field which is generated at each module, 
we consider the robot as a point mass. The velocity 
command with the same magnitude and direction is 
determined by combining the forces to the robot. In 
addition, the potential approach has a vibration 
problem caused by the magnitude of velocity and 
roughness of the control period. Thus, in the method, 
a low pass filter on each element of the virtual force 
output in each module is used to suppress such 
vibration as shown in Fig.3. It was confirmed that 
safe and effective motion is possible even in a 
situation where movement to the destination, 
avoiding moving obstacles, and emergency 
avoidance all coexist. In the simulations, each low 
pass filter uses the reciprocal of each prediction time 
as a cut-off frequency. 

3 EXPERIMENTAL RESULTS 

3.1 Experimental Environment 

To verify the effectiveness of the proposed method 
in the actual situation, the experiments using the real 
robot were carried out. The robot size is L 0.55 ×W 
0.75 ×H 1.25 m and the weight of the robot is about 
60 kg. In order to recognize environment, the stereo 
camera and the stemma camera, the laser range 
finder and the ultrasonic sensor are loaded, but, in 
this research the robot recognizes environment 
making use of only the laser range finder. The 
velocity limit of the robot is 0.5m/s and the 
acceleration limit is 1.0m/s2.  

Figure 4 shows the experimental environment to 
verify the effectiveness of the proposed method to a 
static single obstacle. The initial position of the 
robot is (0 m, 0 m). The obstacle size is L 0.20 W 
0.33 H 0.50 and its initial position is (-0.5 m, 3.0 m).  
Figure 7 shows the experimental environment. In 
this case, the moving obstacle bursts through the 
blind corner at the speed of 0.5 m/s when the robot 
comes close to the corner. 
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Figure 4: Experimental Environment. 

3.2 Experimental Results 

Figure 5 (a), (b) and (c) show the trajectory of the 
robot by using the Khatib ( 0 0.8ρ = , 0.064η = ), the 
Khatib ( 0 1.5ρ = , 0.064η = ) and the proposed method 
respectively.  
From the result in Fig.5(a), it was confirmed that the 
robot comes close to the obstacle because the 
repulsive potential fields for the obstacle is small. 
Fig.5 (b) shows that the robot does not approach to 
the obstacle because the influence of the obstacle is 
large. In addition it receives the influence of 
repulsive force from the wall and thereby this can 
lead to the stable positioning of the robot before 
reaching its goal. On the other hand, it was 
confirmed in Fig.5(c) that the robot with the 
proposed method can reach its goal earlier than other 
methods without colliding with the obstacle.  
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Figure 5: Experimental Result. 
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Figure 6: Time History of the Activation of Module. 
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Figure 8: Experimental Result. 

Figure 8(a) and (b) show the trajectories of the 
robot and the moving obstacle by using the Khatib 
and the proposed method respectively. Figure 8(c) 
shows the time history of the activation of module in 
the proposed method. The robot can reach the goal 
without colliding with the obstacle. However, the 
robot moves in the direction of movement of the 
obstacle because the predicted information of the 
obstacle is not used. Thereby, the arrival time to the 
goal is longer than our method.  

From the results in Fig.8 (b), it was confirmed 
that the robot recognizes the moving obstacle and 
then stops on the moment and starts the movement 
to the goal after the obstacle passes over. As shown 
in Fig.8(c), the robot can move without colliding 
against the moving obstacle by acting on the 
emergency avoidance module simultaneously with 

the collision avoidance module around 5.0sec which 
it approaches to the robot. 

4 CONCLUSIONS 

This study proposed the hierarchical action control 
method for an autonomous omni-directional mobile 
robot to realize the safe and effective movement. In 
the method, the module with different prediction 
time processes in parallel, and the command velocity 
to the robot is decided by integrating them. As for 
each module, the selection condition is different 
according to relative position and velocity about the 
robot and the obstacle.  

From the results of the numerical simulations 
and the experiments, it was confirmed that the robot 
can reach the goal efficiently without colliding with 
both the static and the moving obstacles by using the 
estimated information of them.  
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Abstract: We present a methodology for both the efficient integration and dexterous manipulation of CAD models in 
a physical-based virtual reality simulation. The user interacts with a virtual car mock-up using a string-
based haptic interface that provides force sensation in a large workspace. A prop is used to provide grasp 
feedback. A mocap system is used to track user’s hand and head movements. In addition a 5DT data-glove 
is used to measure finger flexion. Twelve volunteer participants were instructed to remove a lamp of the 
virtual mock-up under different conditions. Results revealed that haptic feedback was better than additional 
visual feedback in terms of task completion time and collision frequency.  

1 INTRODUCTION 

Nowadays, Car manufacturers use Computer Aided 
Design (CAD) to reduce costs, time-to-market and to 
increase the overall quality of products. In this 
context, physical mock-ups are replaced by virtual 
mock-ups for accessibility testing, assembly 
simulations, operation training and so on. In such 
simulations, sensory feedback must be provided in an 
intuitive and comprehensible way. Therefore, it is of 
great importance to investigate the factors related to 
information presentation modalities that affect human 
performance. This paper presents a methodology for 
both the efficient integration and dexterous 
manipulation of CAD models in a physical-based 
virtual reality simulation. The user interacts with a 
virtual car mock-up by using a string-based haptic 
interface that provides force sensation in a large 
workspace. An experimental study was carried out to 
validate the proposed methodology and evaluate the 
effect of sensory feedback on operator’s 
performance. Twelve participants were instructed to 
remove a car’s lamp from a virtual mock-up. Three 
experimental conditions were tested concerning 
sensory feedback associated with collisions with the 
virtual mock-up: (1) no-feedback (only graphics), (2) 
additional visual feedback (colour) and (3) haptic 

feedback. Section 2 describes the CAD-to-VR 
methodology. Section 3 presents the virtual 
environment (VE) that allows large-scale haptic 
interaction with the virtual car mock-up. In section 4, 
the experimental study and the results are presented. 
The paper ends by a conclusion and gives some 
tracks for future work. 

2 CAD-TO-VR METHODOLOGY 

The proposed CAD-to-VR methodology involves 
different steps (illustrated in Figure 1a), such as 
model simplification (1), model integration (2-3). 
The graphical model is used for visual display of the 
virtual mock-up (4), while the physical one is used 
for both tactile and kinaesthetic feedback (5-6). Our 
methodology for model simplification allows to 
decrease the number of polygons of the CAD models 
while keeping the same level of visual quality. Model 
integration allows to obtain both graphical and 
physical models of CAD data. Physical models are 
built using PhysX engine (www.nvidia.com).  
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(a) 

 

 
(b) 

Figure 1: Schematic of the CAD-to-VR methodology (a) 
and human interaction using the mocap system (b). 

3 VIRTUAL ENVIRONMENT  

Our methodology also allows the integration of both 
the graphical and physical models of users (Figure 
1b). A biomechanical model is used for the animation 
of operator’s hand and arm (7). In order to get 
accurate position and orientation tracking of the user, 
an infrared camera-based motion capture system is 
used. Six reflected markers are placed on the 
operator’s body (8): three markers on the data-glove 
to assess hand position and orientation (9), one 
marker on a cap worn by the operator for head 
tracking, and two markers on the operator’s arm.   

The large-scale VE provides force feedback using 
the SPIDAR system (Space Interface Device for 
Artificial Reality) (Ishii and Sato, 1994). 
Stereoscopic images are displayed on a rear-
projected large screen (2m x 2.5m) and are viewed 
using polarized glasses. The SPIDAR system uses a 
SH4 controller from the Cyverse (Japan). In order to 
provide force feedback to both hands, a total of 8 
motors are placed on the corners of a cubic frame 
surrounding the user. In order to provide haptic 
grasping feedback to the operator, a prop (see Figure 
2) was used (Chamaret et al., 2008).  

 
Figure 2: The prop (real car lamp inside a plastic cap) used 
for grasping feedback. 

Poor grasp of the prop or a bad calibration due to 
unexpected movements may cause problems of 
feedback coherency between grasping (prop) and 
simulated forces (SPIDAR). To avoid these 
problems, three zones were defined: (a) a free zone 
where the user can freely moves his/her hand (hand 
position/orientation and fingers flexion) using a 5DT 
data glove, (b) an assistance zone (d1 = 10 cm from 
the virtual lamp) where the user is no more able to 
change fingers flexion, and (c) a grasping zone (d2 = 
5 mm from the virtual lamp) where the grasping 
gesture is realized (Figure 3):  
 

 
Figure 3: Illustration of the three zones used for the 
grasping simulation and assistance. 

4 EXPERIMENTAL STUDY 

The aim of this experiment is twofold: (1) validate 
the proposed CAD-to-VR methodology including 
operator’s biomechanical model integration, and (2) 
investigate the effect of haptic and visual feedback 
on operator performance in a task involving 
extraction and replacement of a car’s lamp in a 
virtual car mock-up. 
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4.1 Experimental Set-up 

The experimental set-up is illustrated in Figure 4. 
The user interaction with the virtual mock-up using 
the camera-based mocap system. Global force 
feedback is provided using the SPIDAR system. 
Local (grasp) feedback is achieved using the prop. 
 

 
Figure 4: Illustration of a user performing the task. 

4.2 Procedure  

Twelve volunteer students participated in the 
experiment. They were naives in the use of virtual 
reality technique. Each participant had to perform the 
maintenance task in the following conditions: 

- C1: no additional feedback (only graphics); 
- C2: additional visual feedback (colour); 
- C3: haptic feedback (from SPIDAR). 
The task has to be repeated three times for each 

condition. Conditions were presented in different 
order to avoid any training transfer. Participants were 
in front of a large rear-projected screen at a distance 
of approximately 1.5 meter. They worn a 5DT data 
glove equipped with three reflective balls (Figure 2). 
In order to get acquainted with the system each 
participant performed a pre-trial of the task in C1 
condition. 

4.3 Data Collection  

The following data were collected during the 
experiment for each single trial:  

- task completion time 
- number of collisions  

4.4 Results  

Results were analysed through ANOVA. We 
examine the effect sensory feedback on (a) task 
completion time and (b) collision time. Then, we 
look into the learning process associated with the 
different sensory feedback. 
 

4.4.1 Task Completion Time 

Results, illustrated in Figure 5, revealed that sensory 
feedback has a significant effect on task completion 
time: (F(2,11)=14.08; p<0.005). A statistical 
difference between conditions C1, C2 and C3 was 
observed. In C1 condition the average completion 
time was 30.34 sec (STD = 3.1). Average completion 
time was 26.45 sec (STD = 1.8) for C2 (additional 
visual feedback) and 22.24 sec (STD = 3.4) for C3 
(haptic feedback). Thus visual and haptic feedbacks 
allow increasing performance, as compared with the 
open-loop case (no additional feedback), by 12.8 % 
and 16 % respectively. Haptic feedback increase 
performance by 15.6 % as compared to additional 
visual feedback. However, participants’ performance 
was more disparate. 
 

 
Figure 5: Completion time versus conditions. 

4.4.2 Number of Collisions  

Results, illustrated in Figure 6, revealed that sensory 
feedback has a significant effect on the number of 
collisions: (F(2,11)=63.70; p < 0.005). As previously, 
a statistical difference between C1, C2 and C3 
conditions was observed. In C1 the average number 
of collisions was 6.64 (STD = 0.58). The average 
number of collisions was 4.83 sec (STD = 0.15) for 
C2 and 4.05 (STD = 0.8) for C3. Thus visual and 
haptic feedbacks led to a significant reduction of the 
number of collisions as compared to the open-loop 
case, by 27.3 % and 39.0 % respectively. Haptic 
feedback increase performance by 16.2 % as 
compared with additional visual feedback. As for 
task completion time, participants’ performance was 
more disparate in condition C3. 
 

 
Figure 6: Number of collisions versus conditions. 
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4.4.3 Learning Process  

The learning process is defined here by the 
improvement of participant performance associated 
with task repetitions. We analysed the learning 
process associated with both task completion time 
and number of collisions. Although each participant 
repeated the task three times only, a learning process 
was observed for all conditions (Figure 7, 8, and 9).  
 

 
Figure 7: Learning process associated with condition 1. 

 
Figure 8: Learning process associated with condition 2. 

 
Figure 9: Learning process associated with condition 3. 

Average task completion time was 40.2 sec at the 
first trial and 25.4 sec at the last trial for condition 
C1, 36.7 sec at the first trial and  18.1 sec at the last 
trial for condition C2,  and 29.2 sec at the first trial 
and 17.9 sec at the last trial for condition C3. This 
results in a performance improvement of about 37%, 
50%, and 48% for conditions C1, C2 and C3 
respectively. 

Concerning the number of collisions, we 
observed a poor learning process for each condition. 
This result is not very surprising for C1 condition 
since no feedback was displayed for collisions. In the 
C3 condition, participants were good at the first trial. 

This shows that the haptic interface is user-friendly 
and efficient. The poor learning process associated 
with C2 condition may be explained by the lack of 
spatial information as is it the case with force 
feedback (sensation of force direction during 
collision). 

5 CONCLUSIONS 

This paper presented a methodology for both the 
integration and dexterous manipulation of CAD 
models with biomechanical model in a physical-
based virtual reality simulation. The user interacts 
with a virtual car mock-up using a string-based 
haptic interface that provides force sensation in a 
large workspace. Twelve participants were instructed 
to remove a lamp of the virtual mock-up under 
different conditions. Results revealed that haptic 
feedback was better than additional visual feedback 
to reduce both task completion time and collision 
frequency. In the near future we plan to integrate 
haptic guides in order to assist the users to reach and 
grasp the cars lamps in a more efficient way.  
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Abstract: This paper proposes a new method for control car-like vehicles maneuvering. For this purpose, traditional
planning and tracking algorithms has been modified in order to follow complex maneuvers in a frame of a
distributed control architecture. Thus, planning and tracking algorithm run in different platforms exchanging
data in order to control the maneuvers performance.

1 INTRODUCTION

Autonomous navigation of car-like vehicles is a well
known topic that has attracted the attention of many
researchers (Paromtchik et al., 1998), (Ollero et al.,
1999), (Gomez-Bravo et al., 2001), (Wada et al.,
2003), (Cuesta et al., 2004), (Daily and Bevly, 2004).
Navigation in cluttered scenarios usually involves
maneuvering that require stopping the vehicle and
changing the sign of the vehicle velocity to avoid col-
lisions. The non-holonomic constraints of the car-like
vehicles play an important role. Path tracking (Ollero
et al., 1994), (Ollero et al., 1996) and path planning
techniques (Latombe, 1991), (Laumont et al., 1994),
(LaValle, 2006) have been largely approached in mo-
bile robot literature. However, generating and track-
ing car-like maneuvers are not frequently reported
(Cheng et al., 2001), (Wada et al., 2003), (Cuesta
et al., 2004). This paper presents a new integrated
architecture particularly designed for planning and
tracking maneuvers. Furthermore, this strategy can
be also applied when complex maneuvers are not re-
quired.

Real-time path planning usually requires signifi-
cant computational resources that could overload the
limited on-board processing capability. Then, a suit-
able alternative is to implement the planner on exter-
nal dedicated servers that could provide this capabil-
ity to one or several networked autonomous vehicles.
These servers could be also networked with sensors in

the environment providing information for navigation
(Gomez-Bravo et al., 2007).

In this paper a distributed implementation inte-
grating both maneuvers planning and tracking tech-
niques for autonomous car-like maneuvering is pre-
sented. The novelty of this method is the adaptation
of the planning and tracking method so that both can
work in different computer, establishing a communi-
cation process between the planner and the tracker
system in order to control effectively the maneuver
performance.

On the one hand, the planning method applied in
this paper is based on the Rapidly Exploring Random
Trees algorithm (RRT) (LaValle, 1998), (Bruce and
Veloso, 2002) (LaValle, 2006). This technique can
be easily extended to non-holonomic vehicles pro-
viding simple solutions for car-like maneuvers gen-
eration (LaValle and Kuffner, 1999), (Gomez-Bravo
et al., 2008). In the present approach, besides ob-
taining path for maneuvering in complex scenarios,
the planner is capable of dividing the originally com-
puted maneuver into different sections in order to fa-
cilitate the tracking task and allowing to modify eas-
ily the original path if changes in the initial map are
detected. On the other hand, the path tracking tech-
nique is a modified version of the well known pure
pursuit geometric approach (Ollero, 2001). The orig-
inal tracking strategy has been modified so that this
method can be applied for maneuvers tracking. More-
over, and different from previous approaches, in the
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architecture presented in this paper the planner de-
termines the maneuver performance by establishing
some of the tracker parameters.

The paper is organized as follows: in the next sec-
tion the basis of the car-like vehicles maneuvering is
introduced and the application of the RRT to maneu-
vers generation is also presented. Section 3 is devoted
to describe the adaptation of the path tracking algo-
rithm for maneuvering. In section 4 the proposed im-
plementation is presented. Finally, in section 5, ex-
perimental results, obtained with a real autonomous
car-like vehicle when maneuvering in an outdoor sce-
nario, are presented. The paper ends with the conclu-
sions and the references.

2 CAR-LIKE VEHICLES
MANEUVERING

2.1 Car-Like Vehicles

Car-Like vehicles are non-holonomic systems charac-
terized by kinematics constraints resulting in noninte-
grable differential equations that should be taken into
account for motion planning and obstacle avoidance.

φ

x 

θ

Y

X

ρ
ϕ

ρmax

ϕmaxy

ϕmax

ρmax
l

Figure 1: Car-like vehicle.

Usually, the kinematics model of car-like vehicles
is expressed as:

 ẋ
ẏ
θ̇

 =

 cos(θ) 0
sin(θ) 0

0 1

 ·[ v(t)
v(t) tanφ(t)

l

]
(1)

where (x,y) is the position of the rear reference point,
and θ is the vehicle’s heading, both in a global ref-
erence frame, v(t) is the linear velocity, φ(t) is the
steering angle, that defines the curvature of the path,
and l is the distance between the rear and front wheels
(see Fig. 1).

Typically, the values of φ(t) are constrained by
the value φmax, accomplishing the relation

Rmin =
l

tanφmax
(2)

where Rmin is the minimum curvature radius.
Each wheel of the vehicle presents a kinematics

constraint which prevents the robot from moving to
the orthogonal direction of the wheels longitudinal
axe. Then, the kinematics of these vehicles is usu-
ally characterized by the following differential non-
holonomic equation

ẋ · sinθ− ẏ · cosθ = 0. (3)
In the next section, the basis of the method for

coping with this constraint, when planning trajecto-
ries, are presented.

2.2 Continuous Navigation vs.
Maneuvering

There are different approaches to car-like vehicles
motion planning (Laumont et al., 1994), (Cheng
et al., 2001), (Gomez-Bravo et al., 2008). Path plan-
ning techniques provides trajectories based on differ-
ent searching techniques (Latombe, 1991), (LaValle,
2006). Particularly, the randomized methods have
attracted considerable attention (Barraquand and
Latombe, 1991), (Amato and Wu, 1996), (Cheng
et al., 2001), (Bruce and Veloso, 2002). Due to
the non-holonomic nature of these vehicles, many
of these methods require further processing in order
to obtain a path accomplishing the kinematics con-
straints. Thus, derivable and continuous curvature tra-
jectories are frequently provided by these techniques.
However, when cluttered scenarios are involved, com-
plex maneuvers may be needed, and path gener-
ation should also include inversor con f igurations,
(Latombe, 1991), i.e configurations where the sign of
the vehicle velocity changes. In these cases, discon-
tinuous curvature trajectories can also be considered
as admissible paths, although the kinematics con-
straints still have to be accomplished.

2.3 Planning Maneuvers

General strategies for maneuvers generation have not
been frequently addressed, (Latombe, 1991), (Lau-
mont et al., 1994), (LaValle, 2006). Recent ap-
proaches have focused attention in car-like parking
maneuvers (Paromtchik et al., 1998), (Gomez-Bravo
et al., 2001), (Cuesta et al., 2004).

The method presented in this paper is based
on a planner previously presented in (Gomez-Bravo
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et al., 2007) and (Gomez-Bravo et al., 2008). This
method takes the advantage of a randomized genera-
tion process, the original Bidirectional RRT algorithm
(LaValle, 1998), (Bruce and Veloso, 2002) adapted to
non-holonomic vehicles. Firstly, RRT is used with-
out considering any kinematics constraints providing
a data structure (two trees with free collision config-
urations) connecting the initial with the goal configu-
ration (see Fig. 2).

Initial Configuration
Goal Configuration

Figure 2: RRT connecting trees.

In the next step, the tree provided by the algorithm
is turned into a sequence of feasible admissible paths
by means of a set of connecting path previously de-
signed (see Fig. 3). Each of these connecting paths are
built from a set of basic canonical maneuvers. Exam-
ples of these canonical maneuvers for car-like vehi-
cles have been previously reported in (Gomez-Bravo
et al., 2001), (Cuesta et al., 2004) and (Gomez-Bravo
et al., 2008).

Figure 3: Final path.

As it is shown in (Gomez-Bravo et al., 2008), by
means of this procedure, any two configurations can
be connected by an admissible path. It is remarkable
that, with this methods, the planner generates trajec-
tories for both strategies: traditional continuous nav-
igation, without stopping, or maneuvering navigation
when necessary. That is, the planner includes inver-
sors on the trajectory when a cluttered environment
requires the vehicle to stop several times.

3 MANEUVERING NAVIGATION
CONTROL

In this section the basis of the tracking method are il-
lustrated. The particular problems of performing ma-
neuvers are also addressed. Finally, the convenient
modifications of the path following method for exe-
cuting complex maneuvers are presented.

3.1 Continuous Path-tracking

Different approaches have been proposed for path fol-
lowing, where the vehicle position is estimated by an
Extended Kalman Filter (EKF) (Grewal and Andrews,
1993) using Global Positioning System (GPS) (Daily
and Bevly, 2004) and odometry.

In the approach presented in this paper, an accu-
rate path-tracking strategy is accomplished by apply-
ing a modified version of the “Pure-pursuit” algorithm
(Ollero, 2001). In this algorithm a point of the refer-
ence path is selected at each time instant so that the
steering angle is obtained according to the expression:

φ = arctan(l · 24
L2

H
) (4)

where l is defined in Fig. 1 and LH is a parameter
called the look-ahead, which represents the distance
between the target point and the vehicle’s current po-
sition, and4 is the lateral distance between the robot
and the target point (see Fig. 4).

r

LH
∆

r

∆

(xn , yn)

s

(xt , yt)

Path

Current robot’s position

Target point

Target point

Figure 4: Circular trajectory.

With this driving strategy the vehicle will follow
a circular arc from its current position to the target
point. Usually the point of the path is selected by the
following procedure: a) firstly, the nearest point, (xn,
yn), to the vehicle is obtained; b) secondly, from (xn,
yn) the target point (xt , yt ) is found as the one which is
at the distance LH , from the current vehicle’s position
in the direction of the desired motion, (see Fig. 5). In
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this way at each time instant, from an estimated vehi-
cle configuration, a new point of the path is selected
and the vehicle navigates following the desired direc-
tion.

r

LH
∆

r

∆

(xn , yn)

s

(xt , yt)

Path

Current robot’s position

Target point

Target point

Figure 5: Pure-pursuit.

There could be different criteria for selecting the
value of LH according to the velocity and the shape of
the path. In this approach the selection of the velocity
and the look-ahead value is determined by the planner
taking into account the characteristics of the planned
trajectory.

3.2 Maneuvers Path-tracking

Traditionally, continuous navigation is based on a se-
quential procedure: first the planner provides a path
connecting the starting point with the goal configura-
tion and finally the tracking algorithm is applied so
that the vehicle follows the trajectory until the vehi-
cle arrives to the end of the path. In this way, path-
following algorithms are usually designed so that the
tracking error decrease as the vehicle follows the ref-
erence path. However, errors use to increase when
the vehicle arrive to the goal configuration. Clearly,
stopping the vehicle involves slipping phenomenon,
particularly when the vehicle navigates outdoor on ir-
regular terrains. Obviously, this is a drawback, spe-
cially when the vehicle is performing maneuvers as
the vehicle has to stop several times. Thus, if a trajec-
tory to be followed presents inversors, the traditional
procedure need to be improved.

The present approach is based on developing two
independent modules, the planner and the tracker, that
take the responsibility of planning and tracking the
maneuver respectively. These two modules will inter-
act so that they manage the maneuver performance.
The planner, once a initial trajectory has been gen-
erated, will divide it in path sections, separated by

inversors. Each path section will have associated a
kinematics profile and a look-ahead determined by the
planner. The tracker will receive sequentially each of
the path sections and will apply the tracking algorithm
until the inversor configuration is reached. When the
vehicle is stopped over a inversor the tracker will ask
the planner for the next section of the path. This pro-
cedure will be repeated until the whole maneuver is
performed.

Clearly, stopping the vehicle over the inversor is a
very difficult task. A simple approach for managing
the stopping process consist on decreasing, the vehi-
cle velocity as it is closed to the inversor. The tracker
will stop the vehicle when the position error is lower
than a threshold. However a problem could appear
when this strategy is applied. If the vehicle configu-
ration and the inversor fall in a circular arc which ra-
dius is shorter than minimum curvature radius, Rmin,
the vehicle will be trapped in a circular trajectory in
which the position error never decrease (see Fig. 6).

R

Inversor

R  min

Path

Figure 6: Pure pursuit problem.

Thus, the tracking algorithm will stop following
that section of the path if this situation is detected,
and asks the planner for the next section to follow.

4 DISTRIBUTED
IMPLEMENTATION

Motion control of autonomous vehicles requires real
time attention to different task. For instance, getting
the GPS lecture, reading the proximity sensors, run-
ning the path tracking algorithm etc, are procedures
that need a tailored use of the time into the control
loop. Nevertheless, path planning usually presents a
high computational cost. Then, implementing these
algorithms and the vehicle control program into the
same computer machine could negatively affect the
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distribution of the time control loop. In order to avoid
this problem, in this approach, the planning algorithm
is executed on a computer different to the one contain-
ing the autonomous vehicle control program. Thus a
distributed strategy has been implemented by using an
auxiliary server. This computer has been configured
so that planning task are executed. Moreover other
external interactions are also performed (collecting
information from external sensors or attending human
interface for instance). The novelty of this approach
is based on the relation between the vehicle control
program and the services running into the auxiliary
server. As was mentioned in the previous section,
there are parameters of the tracking algorithm (veloc-
ity and look-ahead) that are computed in the auxiliary
server from the path provided by the planning algo-
rithm.

The proposed implementation is shown in Fig. 7.
The auxiliary server communicates with the au-
tonomous vehicle by means of WIFI devices, using
the TCP protocol. In this way the YARP protocols
and services have been used. Considering the OSI
Reference Model the YARP protocols could be placed
on the Session Layer. This procedure allow transmit-
ting object data defined in the C/C++ format. These
protocols provide several net ports independent from
the operative system. Thus, it represents a flexible so-
lution for implementing the dialog between the nav-
igation control algorithm and the process running at
the auxiliary server, being independent from the com-
puter platform.

The global planner program has two process run-
ning in parallel. The first one is the planner itself, i.e,
the responsible of providing admissible paths. The
second one, establishes and maintains the communi-
cation between the planner and the tracker through
the YARP port. By means of this process the plan-
ner receives continuously the vehicle position and the
goal point over the current path section. If the vehicle
navigates too far from reference path or the scenario
changes, the planner decides whether the current path
section is computed again or not. As was described
before, the path is divided into sections separated by
the inversor configurations, and the vehicle follows
sequentially the path sections. Thus, in case of any
possible eventuality (new obstacles on the map, large
position error or the vehicle being trapped by a circu-
lar trajectory), the planner modifies the affected path
section. Only if these changes involve the current path
section, the vehicle has to stop. Otherwise, the modi-
fications are transmitted to the autonomous vehicle in
a sequential procedure.

Additionally, the planner determines the value of
the look-ahead and velocity associated to each sec-

tion of the path. It establishes these values according
to their characteristic, taking into account the curva-
ture and the length. An heuristic procedure for setting
the vehicle velocity has been implemented. Thus a
long and straight path section can be followed with a
high linear velocity whereas a short and curved sec-
tion requires a low velocity value. Likewise, different
criteria for selecting the Look-ahead according to the
velocity and the shape of the path can be found in
(Ollero et al., 1994) and (Ollero et al., 1996).

VEHICLE

Figure 7: Distributed implementation.

5 EXPERIMENTAL RESULTS

The experiments presented in this section have been
performed with ROMEO-4R, an autonomous car-like
vehicle build at the Sevilla University (Ollero et al.,
1999). The navigation control program runs into an
industrial PC-Pentium III under Linux (Debian 2.6).
The control program has been implemented in C++
and attends different concurrent process. Thus an
EKF has been implemented so that GPS and odom-
etry data are combined to obtain a robust pose es-
timation. At the same time, the path tracking algo-
rithm is executed, applying the techniques described
above, being continuously connected whit the plan-
ner program at the auxiliary server. Likewise, the au-
tonomous vehicle also attends different type of prox-
imity sensor (ultrasonics, LIDAR etc) that can be used
for the improvement of the local obstacle avoidance.
This technique is not addressed in the paper. The
auxiliary server is implemented in a laptop computer,
with a 1.8 Ghz AMD processor under Windows XP.
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The planner and all the services running in the aux-
iliary server have been implemented in Java. Addi-
tionally, a connection with an external wireless sen-
sor network has been also developed (Gomez-Bravo
et al., 2007).
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Figure 8: Experiment 1: a) Vehicle trajectory and b) Vehicle
velocity and curvature.

Fig. 8 a) shows an experiment in which the path
presents three sections and two inversors. In this ex-
periment the vehicle fell trapped at the end of the path,
it was specially configured in other to illustrate this

type of situation. Fig. 8 b) presents the evolution of
the velocity and curvature. Note that the velocity kept
constant value as the vehicle navigated around the in-
versor and the curvature got the maximum value that
represents the minimum curvature radius.

Inversor

Inversor
End of the path

a)

s

b)

Figure 9: Experiment 2: a) Vehicle trajectory and b) Vehicle
velocity and curvature.

In Fig. 9 a) a new experiment is shown. Due to
the irregularities of the terrain, the vehicle motion is
affected by perturbations that make the vehicle trajec-
tory being different to the reference path. However,
the vehicle finally achieved the final desired config-
uration. Fig. 9 b) presents the evolution of the ve-
locity and the curvature. Observe how, velocity was
decreased along the curved section and was increased
when a straight section was followed.

Finally in Fig. 10 some pictures of ROMEO 4R
performing a maneuver are shown. These pictures
were recorded during the experiment presented in
Fig. 9
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a) b)

c) d)

e) f)

Figure 10: ROMEO 4R performing the second maneuver.

6 CONCLUSIONS

This paper presents a new approach for autonomous
car-like vehicles maneuvering. The method allows
navigation of robots with non-holonomic constraints
in cluttered scenarios, providing, when necessary,
continuous paths or complex maneuvers, where the
vehicle has to change the sign of the velocity. This ap-
proach allows to distribute the computational task for
computing the path and tracking the maneuver. Thus,
a new implementation has been proposed so that the
planning and the tracking algorithm exchange contin-
uously data in order to enhance the maneuver perfor-
mance. The method has been validated in real experi-
ment with the autonomous car-like vehicle ROMEO-
4R built at the Sevilla University.
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EXPRESSION OF EMOTIONS THROUGH BODY MOTION
A Novel Interface For Human-Robot Interaction
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Abstract: An approach is presented for the expression of basic emotions through only the agent body pose and velocity.
The approach is applied in human-robot interaction scenarios, where both humans and robots communicate
only through their relative position and velocities. As a result, an interface for human-robot interaction is
obtained, which does not require the use of haptic devices orexplicit communication with humans, verbal
for instance. The small set of emotions that can be conveyed enable humans and robots to anticipate the
intentions of the opponent and adapt their behavior accordingly. The aproach is implemented using a webcam,
simple vision processing algorithms and Hidden Markov models. The results of preliminary experiments are
presented.

1 INTRODUCTION

The problem considered in this paper is the recog-
nition of emotions in human-robot interaction (HRI)
scenarios without explicit communication or the us-
age of haptic devices.

Such HRI problems can occur in many common
applications. An example is that of a mobile robot
advertising and selling products in a supermarket. Al-
though it can move directly towards approach poten-
tial clients, this behavior may be considered too intru-
sive and unpleasant. Therefore, the robot must first
estimate the interest of the clients without using hap-
tic or voice interfaces. If a reasonable interest is per-
ceived, the robot should then approach the clients.

Another application of interest is active surveil-
lance, where mobile robots must intercept and iden-
tify intruders. These are not expected to cooperate
and can even sabotage the robots. The intentions of
the intruders must then be estimated at a safe distance
and without explicit communication. In this appli-
cation, the mobile robots can move aggressively, di-
rectly towards the intruders at high velocity. The pur-
pose is to intimidate them and also to block potential
exit pathways. In these applications, the use of tra-
ditional interface devices, such as voice or touch, is
not efficient. The main reason is that in these appli-
cations, humans and robots keep some distance be-
tween them during most of the time. Another reason
is that explicit communication, verbally for instance,

may not be possible due to ambient background noise.
The proposed approach is to express and perceive

emotions through the body pose and velocity. A
friendly emotion can be expressed through a smooth
path, executed at a low velocity. The antagonistic
emotion of anger, may be expressed through sharp,
discontinuous paths performed at a high velocity. An
advantage of the proposed approach is an increase of
the available bandwidth for human-robot communica-
tion, since the body motion is another possible com-
munication channel. Another advantage is that agents
can perceive the intentions of opponents at some dis-
tance and adapt their behaviors accordingly. This is
relevant to robots in adversarial environments.

The remainder of this paper is as follows. A re-
view of the literature is presented in Section 2. In
Section 3 the nature of emotions and their forms of ex-
pression are discussed. A classifier for the recognition
of emotions is presented in Section 4, which is evalu-
ated in a set of preliminary experiments described in
Section 5. Finally, in Section 6 the approach is dis-
cussed and future work is presented.

2 RELATED WORK

In the HRI problem considered, humans are not ex-
pected to explicitly communicate with robots or to
use haptic interfaces. This is an uncommon scenario
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in HRI applications, (Fong et al., 2003; Goodrich and
Schultz, 2007), where typical interfaces make use of
voice, touch and human facial expressions. Neverthe-
less, the information conveyed through the body pose
and velocity was considered in (Breazeal, 2003) and
applied in practice in (Finke et al., 2005).

An early study on the expression of emotions in
both humans and animals was conducted by Darwin
in (Darwin, 1872). It is reported that the human body
motion and stances, when expressing an emotion, are
similar to when acting in accordance. For example,
the body stances when expressing anger are almost
identical to those when preparing for an actual attack.
Also, it is well known that the state of mind has a
strong influence on the motion of a person, (Naka-
mura et al., 2007). This is often exploited in computer
animation to increase the realism of human charac-
ters, (Becheiraz and Thalmann, 1996; Neff and Fi-
ume, 2006).

In neuro-psychological studies of human emotion,
facial expressions typically receive much more atten-
tion than other forms of expression, (de Gelder et al.,
2004). But in (Atkinson et al., 2004), it was found
that emotions could be recognized from static and dy-
namic body stances. This was case also when hu-
man motion was represented using only a cloud of
points. Finally, in (den Stock et al., 2008) the body
motion was also found to bias the recognition of bi-
modal emotions from sound and vision cues.

3 EXPRESSION OF EMOTIONS

The nature of emotions is, to the best of the au-
thors knowledge, an unsolved problem. Therefore,
in this section an attempt is made to understand the
nature emotions and how they can be perceived and
expressed.

In the pioneer work by Darwin, (Darwin, 1872),
and William James, (James, 1884), is argued that at
least some emotions are a form of instinctive reac-
tion to stimuli received from the environment. The
reason is the similarity in some expressions among
humans from very different cultures. Also, it is not
plausible that a conscientious process it at the origin
of emotions in animals. Nevertheless, since these ini-
tial contributions many other definitions of emotion
have been unsuccessfully proposed, (Scherer, 2005).

Although the question of what is an emotion is yet
unanswered, it is more relevant for the HRI problem
to answer questions related to the causes of emotions.
The answer to these questions is stated in terms of
the causation categories by Aristotle, (Russell, 2004).
If these are known, then suitable models can be build

and used for perceiving and expressing emotions. The
first question to be posed is: "why do humans express
emotions ?". A possible answer is given in terms of
the final causation category:

Assumption 1 (Manifestation of Emotions).The fi-
nal cause of an emotion is the change in the agent
state, perceptible to external observers.

The final causation category is identified with the
concepts of purpose and ultimate goals. Thus, in this
paper it is assumed that the purpose of an emotion is
to be announced to others, through a change in the
agent state. It is clear that other answers are possi-
ble if other causes are identified. The answer could
be given in terms of specific hormones or physiolog-
ical mechanisms, such as in (Scherer, 2005). These
answers belong, respectively, to the material and effi-
cient causation categories.

The final causation category is used because an
important design guideline is obtained. That the emo-
tions an agent can express do not form part of the
state. In order to understand this argument, consider
the case where emotions form part of the agent state.
Then the sequence of emotions being expressed is
uniquely determined by the state past history and dy-
namics. As a result, the agent state changes could be
known in advance and there would be no need to ex-
press them. Therefore, in this paper emotions are con-
sidered not part of the agent state, but instead part of
the agent actions. The difference between emotions
and other actions is that the former cannot be applied
to the environment. As the result of this discussion, a
definition for emotions is obtained.

Definition 1 (Agent Emotion). An emotion is an ac-
tion executed by the agent on his state, producing an
externally perceptible state change.

This definition is useful for the design of HRI in-
terfaces. For an application example, consider the
case where facial expressions are used to express
emotions. Let the state of the agent, human or robot,
be the configuration of the mouth and the eyebrows.
An emotion is then the act of displaying a particular
configuration of the mouth and eyebrows. Similarly,
emotions can be perceived by identifying the respec-
tive state configurations.

The previous definition does not provide clues on
how the state is altered through an emotion. Thus,
the next question is: "why is an emotion expressed
through some state changes and not others ?". The
answer is given using the efficient causation category,
which is related to the concepts of method or func-
tion. A possible answer is then that the forms of emo-
tion expression in humans are function of evolution-
ary pressures. An immediate consequence is that un-
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Figure 1: Architecture for emotion perception and decision.

der different environments, different forms of expres-
sion would emerge. Another consequence is that a
learning algorithm could be employed to determine
the human forms of expression. But in general, it
would require that humans and robots interact during
an excessively long period of time. Therefore, it is
more practical to mimic, where possible, the forms of
expression in humans and domestic animals.

4 PERCEPTION OF EMOTIONS

In the remainder of the paper and when clear from
context, humans and robots are both referred to as
agents. It is assumed that agents move in a 2D plane.
Furthermore, robots are assumed not to possess any
anthropomorphic features.

The proposed architecture for the perception of
emotions is presented in Figure 1. The motion of hu-
mans is perceived and classified using features of in-
terest defineda priori by the system designer. Thus
the recognition problem can be formulated without
knowledge on the semantics of emotions, since from
Definition 1, only state changes must be perceived.
After the type of emotion is perceived, the robot must
decide which emotion to display. In this step is re-
quired knowledge of the context and also the mean-
ing of emotions. The solution is presented in Sub-
Section 4.2, where the notion of empathy is used.

4.1 Expressive Motion Classifier

The design of the classifier of emotions from the hu-
man body motion is formulated as time series classi-
fication problem. The human body is approximated
by the geometric center and the features of interest
are the human pose and velocity relative to the robot.
This choice is based on the expression of emotions
by human actors described in (Atkinson et al., 2004)
and the social distances presented in (Becheiraz and
Thalmann, 1996; Pacchierotti et al., 2006). An accu-
rate estimation of the features values is not required.
The reason is that the basic emotions, such as fear and

p

Figure 2: Typical HRI situation.

disgust, are fundamental to survival and are expressed
with clear state changes.

A typical situation for HRI through motion is de-
picted in Figure 2. The mobile robot is represented
by the polygonal shape and both agents are moving at
different linear velocities. The robot is able to mea-
sure the relative pose of the human, at a constant rate
∆−1. Since the robot is also moving, it will perceive
an apparent motion of the human. This effect must be
corrected to prevent erroneous classifications.

Consider a static frame{wk}, which is coincident
with the robot body frame at timetk. Let p(tk) be
the position of the human measured by the robot and
assume that the human is static. Then, for a small
enough interval∆, at tk+1 the measured value should
be

p̂(tk+1) = R(ω(tk)∆)(p(tk)+vr(tk)∆) (1)

wherevr(.) is the robot linear velocity,ω(.) the an-
gular velocity about the robot frame origin andR(.)
is the rotation matrix from frame{wk} to the robot
frame at timetk+1. Let p(tk+1) be the actual mea-
sured value by the robot at timetk+1. If the human is
not stationary, then the predicted and measured values
are not equal and their difference is due to the human
velocity

vh(tk) = (p̂(tk+1)− p(tk+1))∆−1 (2)

The vector of observed motion features is then

fk = (‖p(tk)‖, θ(tk), ‖vh(tk−1)‖) (3)

where θ(tk) = atan(p(tk)). The first two features
model static properties of the expression of emotions,
which are linked to focus of the agent on the observer.
The relative velocity of the human is related to the in-
tensity of the emotion.

The block diagram of the emotion classifier is pre-
sented in Figure 3. The input is an array of feature
vectors,m[k,k+n] = ( fk, fk+1, . . . , fk+n). Through vec-
tor quantization, each feature vectorfk is replaced by
a symbolsk. Then the probability of each Hidden
Markov Modelei generating the sequence of symbols,
s[k,k+n], is computed with the forward algorithm. The
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Figure 3: Emotion classifier from motion.

output of the classifier is a vector with the normalized
value of these probabilities,P(s[k,k+n]|ei) .

A similar approach was used in (Takeda et al.,
2007) with good results in estimating the next dance
step for a robotic dance partner.

4.2 Emotion Semantic Decision

The expression of emotions in humans is closely
linked to similar instinctive behaviors, (Darwin, 1872;
James, 1884; Scherer, 2005). Therefore, it is reason-
able to use a reactive approach to determine the emo-
tion to express. The proposed solution is to make use
of the concept of empathy. The emotion expressed by
the robot,e∗, is the one assigned the highest probabil-
ity by the classifier

e∗ : max
i
{P(s[k,k+n]|ei)} (4)

This is a straightforward solution and does not require
knowledge of the emotion semantics or context. A
similar method is used in (Takeda et al., 2007), where
the dance step is selected based on the ratio between
the two highest probabilities. If it is above some
threshold the step associated to the highest probability
is executed, otherwise the robot wheels are stopped.
This method is not suitable for expressing emotions
through motion because stopping can be perceived as
an emotion, fear for instance. It is also not robust to
classification errors and does not enable robots to take
the initiative. The latter is an important aspect in gen-
eral HRI problems. Since most humans are not famil-
iar with robots, they may not expect an autonomous
behaviors from these machines. The original solution
can be improved by minimizing a decision cost

e∗ (γ) : min
j

{

∑
i

ci j (γ)P(s[k,k+n]|ei)P(ei ; γ)

}

(5)

whereci j (.) is the cost of expressing emotionei in-
stead of emotionej andP(ei ; γ) is thea priori proba-
bility of observing emotionei . The discrete parameter

γ is used to define the context of the mobile robot ap-
plication. For instance, in surveillance applications
it is reasonable to expect humans to behave aggres-
sively. The probability of observing anger is then
greater than that of happiness and the robot should
also prefer also to express hostility over happiness.

5 EXPERIMENTAL RESULTS

A set of experiments where conducted to evaluate the
emotion classifier, with results presented in this sec-
tion. The interface was implemented in C++ language
using a standard, of-the-shelve webcam mounted on
top of a Pioneer P3-AT robot. The purpose is to eval-
uate the classifier from the robot world perspective
view. The experiments where performed with a hu-
man wearing a bright, green colored vest to facilitate
the detection of color blobs. The webcam was cali-
brated to measure the distance and angle of the hu-
man under the assumption that the height of the hip
is constant. The blob detection is affected by high
frequency noise because the vest surface is wrinkled
and is not perceived with an uniform color. A median
filter was applied the values of the blob centroid, to
remove some of the noise. The maximum sampling
rate was approximately 6 samples per second, much
slower than the rate in (Takeda et al., 2007) for in-
stance.

The parameters for the vector quantization pro-
cedure where determined by hand, based on the
social distances discussed in (Becheiraz and Thal-
mann, 1996; Pacchierotti et al., 2006). The val-
ues of the relative position and angle are quantized
in {1.0, 2.0, 3.5, 4.5, 5.5}[m] and{−40o,0o,40o}, re-
spectively. The norm of the relative velocity is quan-
tized in {0.5, 1.5, 2.0, 3.0, 4.5}[m/s], where 0.5m/s
roughly corresponds to the human being stopped.
With respect to the use of clustering algorithms, this
approach does not require a large amount of data to
be properly trained. Also, the quantization values de-
termined by the algorithms may not reflect the social
distances used by humans.

The emotions considered in the experiments
where: (i) anger, (ii) fear, (iii) friendliness and (iv)
apathy, which can be understood as the agent not ex-
pressing any emotion. Their expression was exem-
plified by a human in front of the robot. The human
ran towards the robot to express anger, while friend-
liness was expressed with a normal pace. In order
to express fear, the human moved toward the robot
but at halfway stopped and moved away. The expres-
sion of apathy was exemplified with the human mov-
ing parallel to the webcam image plane or away from
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Figure 4: Example of feature‖p(tk)‖ for each emotion.
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Figure 5: Example of feature‖vh(tk−1)‖ for each emotion.

the robot. A total of twenty videos where recorded,
with five examples for each emotion. The features
‖p(tk)‖, ‖vh(tk−1)‖ andθ(tk) are plotted in Figures 4
to 6, taken from an example of each emotion. In these
figures is visible that the distance and angle features
produced distinctive sequences for each of the emo-
tions emotion. For example, friendliness and fear pro-
duce similar distance sequences but clearly distinct
sequences of angles. The estimation of the values for
the velocity feature is sensitive to the noise and de-
tection failures of the vision system. Another source
of error is the height of the hip which as small varia-
tions during the motion. Although some patterns are
visible in Figure 5 for each emotion, the sequences
of values are very irregular and with also abnormally
high values.

The HMM of each emotion was trained using the
quantized sequence of features from all the videos.
Each HMM is composed with five states and a left-
right transition structure. After the training phase, the
emotion classifier was evaluated using all of the emo-
tion examples. The prior probabilities of each emo-
tion are equal,P(ei ;γ) = 0.25, and the elements of the
decision cost matrix are all unitary. In Table 1 are
summarized the classification for each set of videos.
The numbers between parenthesis in the first column
represent the total number of sequences,s[k,k+n] per
set of videos. The numbers in the other columns rep-
resent the number of times the corresponding emotion
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Figure 6: Example of featureθ(tk) for each emotion.

was perceived. From Table 1, the emotions of friend-
liness and fear had the highest number of correct clas-
sifications but not anger and apathy. The main rea-
son is that these emotions have sequences with much
smaller dimensions, see Figure 4 for instance. Nev-
ertheless, the data in Table 1, is useful to determine
the values forci j andP(ei ;γ), which reduce the clas-
sification errors. These can also, to some degree, be
handled by the selection and expression of emotions
in the robot. For instance, the first action of the robot
can be to stop and observe the human in order to re-
duce classification errors. This is a common trait in
the expression of fear in humans, for example.

6 CONCLUSIONS

An HRI interface for the expression of emotions
through body motion was presented. The approach
was implemented in practice with a standard vision
system. Despite the simplicity of the implementation,
acceptable results where obtained. In addition, the
bottlenecks of the system performance where iden-
tified. Thus, given more efficient feature estimation
methods, it is reasonable to assert the feasibility of the
proposed HRI interface. Since human body motion is
emotionally charged, (Atkinson et al., 2004), no prior
training in robotics or specially designed hardware is
required in this HRI interface. Thus, it can be used
in HRI applications where humans are un-skilled in
mobile robotics.

The interface is valuable also to other mobile
robot applications. As argued by António Damásio,
in (Damasio, 2006) and elsewhere, emotions are fun-
damental to successful decision making in humans.
Thus the ability to express them without the need for
additional hardware is by itself a feature of interest.
Since any movement of the agent can be perceived as
an emotion, knowledge of the application context is
required for disambiguation purposes. The discrete
parameterγ was introduced to account for the appli-
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Table 1: Emotion classifier results withci j = 1.0 andP(ei ;γ) = 0.25.

Video Set\ Emotion Friendly Afraid Apathy Anger
Friendly (23) 10 4 5 4
Afraid (31) 9 11 8 3
Apathy (11) 3 3 1 4
Anger (13) 3 3 7 1

cation context.
The vision system low frame rate and the detec-

tion failures had a negative impact on the system per-
formance. Therefore, future work is aimed at increas-
ing the frame rate and the robustness of the human de-
tection. For instance, through better the use of hard-
ware and a detection algorithms, such as a face de-
tector. Also, the approach must be evaluated using
groups of humans with different backgrounds in mo-
bile robotics.
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Abstract: This paper presents a conceptual framework to integrate a spatial memory, derived from a 3D simulator, with
a visual attention model. The proposed system is inspired from brain research that explicitly accounts for
the use of spatial memory structures in intelligent object recognition and navigation by humans in the three
dimensional space. The experiments presented here extend the capability of visual attention modeling to work
in 3D space by connecting it to simulated maneuvers in virtual reality. The introduction of this concept opens
new directions for work to reach the goal of intelligent machine vision, especially by mobile vision systems.

1 INTRODUCTION

Spatial memory is an important part of the human
brain that is responsible to store three dimensional
structures of environments, landmarks, and objects
(Moscovitch et al., 2005). The stored environments
in this memory help during navigation through known
routes and maps like walking through corridors or
driving through streets of everyday routine. The ob-
ject data in this memory is also useful for collision
avoidance in an automatic way, for example during
car driving a decision to overtake a long vehicle is
made quite involuntarily after estimating the vehi-
cle’s length using its memorized 3D model recalled
by looking at its rear only.

Construction of scenes and objects in the spatial
memory has a close relation with visual attention.
Research on vision systems of primates reveals that
the natural vision views and recognizes objects (es-
pecially large ones) by fixating on their constituent
parts rather than perceiving them as a whole. This is
managed by the visual attention mechanism that se-
lects salient portions of objects (or scenes) and fo-
cuses upon them one after the other. In artificial vi-
sion systems, such selective viewing can help to filter
out redundant and non-relevant data.

This paper presents design of a memory driven vi-
sion system that integrates artificial visual attention
with a 3D spatial memory. A robotic vision system
able to perform overt visual attention will focus on
salient objects or their visible parts and use this vi-
sual information to activate the complete 3D model

of the object from the spatial memory. Utilization of
a virtual reality simulation framework is proposed as
storage mechanism for the learned environments and
objects. Such a proposal not only leads to knowledge
driven machine vision but introduces a very useful
utility of 3D simulation engines as well.

Literature in psychophysics has described the role
of spatial memory and its role in navigation, object
recognition, self localization, and intelligent maneu-
vers. The work presented in (Oman et al., 2000)
shows capability of learning three dimensional struc-
ture not only by looking at the target object or envi-
ronment from different directions but by imagining to
view it from these orientations as well. The ability of
the brain to visualize a scene from an orientation in
space that was not actually experienced by it is shown
in (Shelton and Mcnamara, 2004). A relation between
visual attention and spatial memory is established in
(Aivar et al., 2005) with a conclusion that a detailed
representation of the spatial structure of the environ-
ment is typically retained across fixations and it is also
used to guide eye movements while looking at already
learnt objects. Formation of object representation by
human vision through snapshots taken from different
view angles is discussed in (Hoshino et al., 2008) and
it is suggested that such procedure is followed only
for the objects under visual attention while the unat-
tended scene may be processed as a 2-D representa-
tion bound to the background scene as a texture.

The natural visual attention mechanism rapidly
analyzes the visual features in the viewed scene to
determine salient locations or objects (Treisman and
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(a) (b) (c)
Figure 1: (a) Proposed model for integrating visual attention with 3D spatial memory. (b) Architecture of the region-based
attention model used as the selection mechanism for regions of interest in real world (Aziz and Mertsching, 2007). (c)
Architecture of the simulation framework SIMORE that is used as spatial memory of the mobile robot (Kutter et al., 2008).

Gelade, 1980)(Wolfe and Horowitz, 2004). After at-
tending the current focus of attention a process of in-
hibition of return (IOR) (Cutzu and Tsotsos, 2003)
suppresses the attended location so that other less
salient objects may also get a chance to be attended.
Existing attention models have shown success in se-
lection and inhibition of return in two dimensional
view frames. The natural visual attention, on the
other hand, works in three dimensional world despite
its perception of a two dimensional projection on the
retina. In order to make advancement in the state-of-
the-art, the model proposed in this paper attempts to
integrate a spatial memory with the visual attention
process in order to extend the scope of attention and
IOR towards 3D.

2 PROPOSED MODEL

The objective of the current status of the proposed
model is to associate a spatial memory to the visual
attention process and activate the three dimensional
structure of the attended object for use in decision
making procedures. Figure 1(a) shows the architec-
ture of the proposed model. As this model involves
visual attention and a spatial memory to perform its
task, the design of the two involved components is
also discussed here.

The architecture of the attention model is pre-
sented in figure 1(b). The primary feature extrac-
tion function F produces a set of regions (Aziz and
Mertsching, 2006) and associates feature magnitudes
of color, orientation, eccentricity, symmetry, and size
with each region. Computation of the bottom-up
saliency using rarity criteria and bottom-up contrast
of region features with respect to its neighborhood
is performed by the group of processes S (see (Aziz

and Mertsching, 2008a) for details) whose output is
combined by the procedure W . The function G con-
siders the given top-down conditions to produce fine
grain saliency maps that are combined by the function
C. The function P combines the saliency maps into
a master conspicuity map and applies a peak selec-
tion mechanism. Inhibition of return (IOR), denoted
by R, suppresses the already attended location(s) us-
ing a saccadic memory. Explanation of the internal
steps and functions of this attention model can be
seen in (Aziz and Mertsching, 2007) and (Aziz and
Mertsching, 2008b).

The simulation system used as spatial memory is
a 3D robot simulation framework SIMORE (SImula-
tion of MObile Robots and Environments) developed
in our group (Mertsching et al., 2005) (Kutter et al.,
2008). Figure 1(c) shows its architecture with its ma-
jor components exposed. The core of simulator is
based upon the open source library Open Scene Graph
(OSG) (Burns and Osfield, 2004) which is a hierarchi-
cal graph consisting of drawable meshes in a forward
kinematic order. The physics simulation component
represents the dynamic engine for collision detection
and force based physics using Open Dynamics En-
gine (ODE) which is an open source library for simu-
lating rigid body dynamics (Smith, 2009). Extensions
for sensor and meta information have been done using
specialized nodes for these purposes. These enhance-
ments of the existing scene graph allows to rely on an
existing library and enables the system to import and
export from available 3D modeling software such as
3D Studio Max.

The simulation framework SIMORE has the abil-
ity to maneuver a simulated robot in the virtual en-
vironment by driving, taking turns, rotating its cam-
era head, and turning other movable sensors by con-
trol commands from an external computer program.
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The master control program, for example a compu-
tational model of visual attention, manipulates the
physical robot in the real world and maneuvers the
virtual agent in the simulation framework. Therefore
the simulated robot can act as an agent of the real plat-
form. The readings from the simulated sensors are ob-
tained according to their position and direction in the
virtual environment while they are aligned with the
physical ones. Such a mechanism allows the vision
system to recall a complete 3D model of an attended
object even by looking at only a part visible from the
current view angle.

According to the proposed model, the vision sys-
tem selects an object to attend from its viewed scene
and performs overt attention using its pan-tilt camera.
Whenever the vision system finds an object of interest
(or its part) it consults the spatial memory by look-
ing at the virtual scene through its simulated camera.
The visible features of the attended object in the real
camera view, information about location of robot (in
real and virtual environment), and angles of camera
direction can guide to pick the right object from the
virtual scene matching with the object under the fo-
cus of attention. Knowing the identity of the modeled
object its complete set of attributes will be loaded into
the working memory. Using the current status of our
experimental platforms we demonstrate a spatial inhi-
bition of return on the previously focused object(s) so
that they remain inhibited even after the robot motion
in 3D space.

3 CURRENT SYSTEM STATUS

In the current status, the interface between the visual
attention module and the simulation engine is suc-
cessfully established and work is underway to enable
the synchronized selection of the attended objects
from the spatial memory. We are able to present here
the expected results from the proposed model with
manual configurations in the synchronization part.

Figure 2 shows the arrangement in which the vi-
sion system appearing at the right side of the subfigure
(a) drives forward while searching for red objects (the
ball and the robot in the left-bottom corner). Figure
2(b) shows the global camera view of the arrangement
in the simulation framework.

Results of the first attempt of attentional search
are provided in figure 3 in which subfigure (a) shows
camera view of real robot and (b) is the view from
the aligned simulated camera. Figure 3(c) shows the
region selected by the attention mechanism and (d)
shows the camera view after bringing the ball into
center of view frame. Figure 3(e) shows the virtual

Figure 2: Initialization of the robotic platform and align-
ment of the agent in terms of location and orientation. (a)
Real robot at initialization (b) Global view in virtual reality.

Figure 3: Results of first attempt of attention. (a) Camera
view of real robot (b) Camera view of virtual robot (c) Fo-
cus of attention detected by real robot (d) Overt attention
to object of interest (e) View of the simulated environment
(spatial memory) after synchronized rotation of the simu-
lated camera (f) 3D model of first FOA activated (inactive
objects are shown in wireframe).

Figure 4: Results of second attempt of attention. (a) Cam-
era view of real robot after moving ahead (previous FOA
inhibited). (b) After moving further ahead the second target
found (previous FOA still remains inhibited). (c) Aligned
camera view of virtual robot. (d) Overt attention to second
object of interest. (e) Orientation synchronization of simu-
lated camera. (f) 3D model of second FOA activated.

camera view after aligning it with the current status of
the real camera. Figure 3(f) demonstrates the selected
3D model from the spatial memory whose activation
not only exposes its hidden portion to the vision sys-
tem but its volume information as well.

Figure 4 shows results of the second attempt of
attention after moving ahead subsequent to attending
the first target (the ball). The first focus of attention
remains under inhibition of return during this attempt
(shown by dark (blue) rectangle). In subfigure (a) the
vision system moves ahead but no new object of inter-
est comes into view, whereas the already attended ball

VISUAL ATTENTION IN 3D SPACE - Using a Virtual Reality Framework as Spatial Memory

473



remains under inhibition of return due to the use of
spatial memory even when its 2D location in the view
frame and size has changed with respect to its last at-
tended instance. Figures 4(b) shows attention on the
second target whereas the ball is still under inhibition.
The subfigure (c) shows the view in the spatial mem-
ory after aligning its sensors to the real world. Fig-
ures 4 (d) and (e) demonstrate views in the real world
and the simulation framework after overt attention on
the second target while the activated model of the at-
tended object (the robot) can be seen in figure 4(f).

4 DISCUSSION

A conceptual framework of integrating a spatial mem-
ory with the vision procedures has been presented
here and the feasibility of using a 3D simulator as a
spatial memory is introduced. The area of integration
of vision and spatial memory, their interaction, and
cooperation needs to be explored further as there are
many issues to be resolved. For example the phys-
ical system can gain error of localization and orien-
tation over time due to inaccuracy in its sensors and
wheel slippages that lead to synchronization problem
between the real robot and its agent.

Using the spatial memory can increase the poten-
tials of vision in 3D world and intelligence in au-
tonomous decision making. Work needs to be done
for handling further complexities in the scenario. For
example, activation of the 3D models of objects will
be more useful when positions of movable objects
are not known in advance. Using the visual informa-
tion from the camera, the robot could recognize an
object and activate its whole model there. This can
be helpful in navigation planning while roaming in
known environments in which a bunch of known ob-
jects are moving around or located at arbitrary loca-
tions, for example 3D models of different types of ve-
hicles could be used for intelligent autonomous drive
on a known road map.
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Abstract: In this paper, we develop robot auditory system including speaker recognition, sound source localization, 
and speech enhancement based on circular microphone array for home service robots. These techniques are 
concerned with audio-based Human-Robot Interaction (HRI) that can naturally interact between human and 
robot through audio information obtained from microphone array and multi-channel sound board. The robot 
platform used in this study is wever, which is a network-based intelligent home service robot. The 
experimental results show the effectiveness of the presented audio-based HRI components from the 
constructed speaker and sound localization database.  

1 INTRODUCTION 

During the past few years, we have witnessed a 
rapid growth in the number and variety of 
applications of robots, ranging from conventional 
industrial robots to intelligent service robots. 
Conventional industrial robots perform jobs and 
simple tasks by following pre-programmed 
instructions for humans in factories. On the other 
hand, the main objective of the intelligent service 
robot is to adapt for the necessities of life as 
accessibility to human life increases. While 
industrial robots have been widely used in many 
manufacturing industries, intelligent service robots 
are still in elementary standard. Although the 
intelligent robots have been brought to public 
attention, the development of intelligent service 
robots remains as a matter to be researched further.      
Recently, there has been a renewal of interest in 
Human-Robot Interaction (HRI) for intelligent 
service robots. Among various HRI components, we   
especially focus on audio-based HRI including 
speech enhancement, speech recognition, speaker 
recognition, sound source localization, sound source 
separation, and gender/age classification. We shall 
deal with some of audio-based HRI components. 
The robot platform used in this paper is wever, 
which is a network-based intelligent home service 
robot equipped with multi-channel sound board and 

three low-cost condenser microphones. Finally, we 
shall show the performance of the developed 
techniques such as speaker recognition, sound 
localization, and speech enhancement among audio-
based HRI components from the databases 
constructed in u-robot test bed. 

2 AUDIO-BASED HRI 

In this section, we present text-independent speaker 
recognition based on MFCC (Mel-Frequency 
Cepstral Coefficients) and GMM (Gaussian Mixture 
Model), sound source localization based on ESI 
(Excitation Source Information), and speech 
enhancement based on PBF (Phase-error Based 
Filter) with circular microphone array equipped with 
intelligent service robot. 

2.1 Speaker Recognition 

Firstly the EPD (Endpoint Detection) algorithm is 
performed to analyze speech signal obtained from 
speaker. Here the speech signal is detected by log 
energy and zero crossing. After detecting signal, the 
feature extraction step is performed by six stages to 
obtain MFCC. These stages consist of pre-emphasis, 
frame blocking, hamming window, FFT (Fast 
Fourier Transform), triangular bandpass filter, and 
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cosine transform. For simplicity, we use 11 MFCC 
parameters except for the first order. In what follows, 
we construct GMM (Reynolds and Rose, 1995) 
frequently used in conjunction with text-independent 
speaker recognition to represent speaker’s individual 
model in robot environments. Figure 1 shows the 
signal detected by log energy and zero crossing rate. 
Figure 2 shows the block diagram for feature 
extraction.  
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Figure 1: Endpoint detection. 

FFTabslogresampleIFFT

Hamming windowing

real first 11 coefficients normalization

MFCC of length 11

take frameslow-pass filter

FFTabslogresampleIFFT

Hamming windowing

real first 11 coefficients normalization

MFCC of length 11

take frameslow-pass filter

 
Figure 2: Block diagram for feature extraction. 

2.2 Sound Source Localization 

Sound source localization is performed by excitation 
source information and reliable angel estimation to 
determine the time-delay between each two 
microphones from speech source when robot’s name 
is called. The time-delay based on excitation source 
information is comprised on two main stages. The 
first stage is to estimate time-delay from speech 
signals collected by three microphones. For this, the 
segmented signals by the endpoint detection should 
be detected. Here the speech signal of robot’s name 
used in this study is wever. In order to perform time-
delay estimation based on excitation source 
information, we firstly need to obtain linear 
prediction residual. This error includes the important 
information about excitation source during speech 
production. The linear prediction residual has a large 

value around the instants of glottal closure for 
voiced speech. However, these residuals should be 
transformed to derive critical information from short 
segments of linear prediction residual due to large 
fluctuations in amplitude. In the second stage, the 
values of linear prediction residual are transformed 
by computing the Hilbert envelop of linear 
prediction residual signal (Raykar and 
Yegnanarayana, 2005). Figure 3 shows linear 
prediction residual and Hilbert envelope. Figure 4 
shows time-delay estimation from transformed 
signals obtained by Hilbert envelope. 
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Figure 3: Linear prediction residual and Hilbert envelope. 
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Figure 4: Time-delay estimation. 

2.3 Speech Enhancement 

This section present multi-microphone signal 
processing for speech recognition based on phase-
error based filtering (Aarabi and Shi, 2004). This 
filtering performs time-frequency masking in the 
STFT (Short-time Fourier Transform) domain. For 
each pair of input frames, their phase-error spectrum 
is computed and used to modulate the amplitude 
spectrum. High error yields lower masking values. 
This has the effect of reducing time-alignment 
mismatch for each frequency bin, which is supposed 

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

476



 

to be related to reverberation and noise. Therefore, 
this method involves obtaining time-varying, or 
alternatively, time-frequency, phase-error filters 
based on prior knowledge regarding the time 
difference of arrival of the speech source of interest 
and the phase of the signals recorded by the 
microphones. Figure 5 shows the signals obtained 
from three microphones and enhanced signal, 
respectively. 
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Figure 5: Speech enhancement by three microphones. 

3 EXPERIMENTAL RESULTS 

In this section, we use speaker database to 
evaluation the performance of the presented speaker 
recognition system (Kwak et al., 2007). Figure 6 
shows “wever” equipped with three microphones 
and sound boards shown in Figure 7. The database is 
constructed by audio recording of 20 speakers. The 
data set consists of 30 sentences for each speaker 
and channel. For simplicity, we use only single 
microphone and 2200 sentences. The recording was 
done in u-robot test bed. The audio is stored as a 
mono, 16bit, 16kHz, and WAV file. The 
experimental results within 3 meter showed a good 
recognition performance of 94.5% recognition rate. 
However, the recognition performance at 4 and 5 
meter showed 87.5% and 83%, respectively (see 
Figure 8). 
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Figure 6: Robot platform-“wever”. 
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Figure 7: Arrangement of microphones and sound board. 
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Figure 8: Recognition performance. 

On the other hand, the localization success rate is 
considered as performance measure for sound 
localization. The localization success rate is 
computed by FOV (Field of View) of robot camera 
because sound localization is used with face 
detection when robot moves toward caller. The 
database used in this study was constructed in u-
robot test bed environment that is similar with home 
environment to evaluate the sound localization 
algorithm (Kwak et al., 2008). The data set (M1 and 
M2) consists of 72 speeches at each meter from 1 
meter to 3 meter. The localization success rate of the 
presented method is 92.3%. The presented method 
showed a better localization performance (about 
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20%) in comparison to that of TDOA and GCC-
PHAT (see Figure 9 and 10).  
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Figure 9: Actual angles and estimated angles (M1 set). 
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Figure 10: Actual angles and estimated angles (M2 set). 

4 CONCLUSIONS 

We have developed some of audio-based HRI 
components for intelligent home service robots. 
These components are composed of speaker 
recognition based on MFCC-GMM, sound source 
localization based on ESI and reliable angle 
estimation, and speech enhancement based on PBF. 
We have showed the usefulness and effectiveness of 
the developed techniques through the performance 
obtained from the constructed databases. On the 
basis of these components, we shall continuously 
develop other techniques such as sound source 
separation, gender/age classification, and fusion of 
information obtained from multi-microphones for 
humanlike robot auditory system.  
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Abstract: This paper describes the path planning for the mobile robots, based on the Markov Decision Problems. The 
presented algorithms are developed for resolving problems with partially observable states. The algorithm is 
applied in an office environment and tested with a skid-steered robot. The created map combines two 
mapping theory, the topological respectively the metric method. The main goal of the robot is to reach from 
the home point to the door of the indoor environment using algorithms which are based on Markovian 
decisions. 

1 INTRODUCTION 

The first step in mobile robot navigation is to create 
or to use a map and to localize itself in it (Thrun, 
2003). An autonomous agent has to have the 
following abilities: map learning or map creating, 
localization and path planning. The map 
representation can be metric or topological 
(Borenstein, 1996). In the case of the metric 
representation, the objects are replaced with precise 
coordinates, the disadvantage of this representation 
is that the precise distances can be very hard 
calculated, the map inaccuracies and the dead-
reckoning errors are appearing often. The 
topological representation only considers places and 
the relations between them, its disadvantages would 
be the unreliable sensors which can not detect 
landmarks and perceptual aliasing. The second step 
in an agent’s navigation process is the localization, 
which is strongly dependent to the map learning 
phase. This problem is common known as, 
Simultaneous localization and mapping (SLAM). 
SLAM is of one of the most important researched 
subfields of robotics (Fox, 2003). To plan a route to 
a goal location, the agent must be able to estimate its 
position. The most well known methods to do this, 
are the relative and absolute position measurements 
(Thrun, 2004). For the relative position 
measurements the most used methods are the 
odometry and inertial navigation, respectively for 
the absolute position estimation, the active beacons, 
artificial and natural landmark recognition and map-
based positioning (Thrun, 2003). Path planning is 

defined as follows: is the art of deciding which route 
to take, based on and expressed in terms of the 
current internal representation of the terrain. 

The definition of the path finding: the execution 
of this theoretical route, by translating the plan from 
the internal representation in terms of physical 
movement in the environment. 

2 PATH PLANNING PROCESS 

The effectiveness of a search can be measured in 
three ways. Does it bring a solution at all, it is a 
good solution (the one with a low path cost), and 
what is the search cost associated with the time and 
memory required to find a solution. The total cost of 
a search is defined as the sum of the path cost and 
the search cost. Route finding algorithms are used in 
a variety of applications, such as airline travel 
planning or routing in computer networks. In the 
case of the robot navigation, the agent can move in a 
continuous space with an infinite set of possible 
actions and states. In case of a circular robot which 
is moving on a flat surface, the space is two-
dimensional, but in case of a robot that has arms and 
legs, the search space will be many-dimensional.  

2.1 Markovian Processes 

These kinds of processes integrate topological and 
metric representation as well, utilizing both action 
and sensor data in determining the robot position 
(Cassandra, 1996). Bayes rule is used to update the 
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position distribution after each action and sensor 
reading (Koenig, 1996). In a Markov model actions 
occur in discrete time. To solve a Markov Decision 
Problem requires calculating an optimal policy in a 
stochastic environment with a transition model 
which satisfies the Markovian property. 

2.2 Markov Decision Problem 

The problem of calculating an optimal policy in a 
stochastic environment with a known transition 
model is called a Markov decision problem 
(MDP). It can be expressed, that a problem which 
has the Markov property, its transition model from 
any given state depend only on the state and not on 
previous history. Knowledge of the current state is 
all that is required in making a decision. A transition 
model is one which gives, for each state s and action 
a the resulting distribution of states if the action a 
was executed in s. A Markov decision process is a 
mathematical model of a discrete-time sequential 
decision problem (Littman, 2009). MDP is defined 
as a four tuple 〉〈 RPAS ,,,  (Regan, 2005), where S  
is the finite set of environment states, A is the set of 
actions, P  is the set of action dependent transition 
probabilities, R is the reward function. 

RASR →×:  is the expected reward for taking 
each action in each state. To maximize the expected 
reward over a sequence of decisions is the main goal 
of this problem. In an ideal case, the agent should 
take actions that maximize future rewards. In an 
MDP, the expected future reward is dependent only 
on the current state and action, so it must exist a 
stationary policy which will guarantee that the 
maximum expected rewards are received, if taken 
starting from the current state. The goal of any 
method to solve a MDP is to identify the optimal 
policy. The optimal policy is one that will maximize 
the expected reward starting from any state. If we 
would enumerate all of the possible policies for  a 
state space, and then pick the one with the maximum 
expected value function, the method would be 
intractable, because the number of policies is 
exponential in the size of the state space. The 
traditional approach to solving sequential decision 
problems is dynamic programming. For applying 
this type of programming we need precise 
information about P , the transition probabilities and 
R , the reward function. Unfortunately, dynamic 

programming is computationally expensive in large 
state spaces. 

2.2.1 Value Iteration Algorithm 

This algorithm is used to calculate the optimal 
policy for the given environment. The main idea of 
the algorithm is to calculate the utility for each of 
the states, note with U(state). These utility values 
are used for select an optimal action in each state. 

∑ ⋅+←+ )(max)()(1 jUMiRiU t
a
ijat  (1)

Where R is called the reward function, a
ijM  is 

the transition model, the probability of reaching state 
j if action a is taken in state i, and U is the utility 
estimate. It’s an iterative algorithm, as ∞>−t , the 
utility values will converge to stable values. 
Equation (1) is the basis for dynamic programming, 
which was developed by Richard Bellman (Russell, 
1995). Using this type of programming sequential 
decision problems can be solved. 

function VALUE_ITERATION (MDP)      
input: MDP with states S, 

transition model T,  
reward function R 

   repeat 
          U = U’ 
          for each state s do 

∑ ⋅+←+ )(max)()(1 jUMiRiU t
a
ijat

 

until close enough(U,U’) 
return U. 

2.2.2 Policy Iteration Algorithm 

After the utility values are calculated for all the 
states, the corresponding policy is calculated using 
the equation (2). 

∑ ⋅=
j

a
ija

jUMipolicy )(maxarg)(  (2)

The basic idea of the algorithm is that by picking 
a policy, then calculate the utility of each state given 
that policy. The policy is updated after the new 
utility is inserted in the equation (3). The RMS 
(Root Mean Square) (Russell, 1995) method is used, 
to know how many iterations has to be done. The 
RMS error of the utility values are compared to the 
correct values. 
  function POLICY_ITERATION (MDP)      

input: MDP with states S,  
transition model T,  

       reward function R 
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repeat 
   U  =  Policy_Evaluation(π ,U,MDP) 
   unchanged?=true 
for each state s do 

∑ ⋅=
j

a
ija

jUMipolicy )(maxarg)(
 

unchanged?=false 
until unchanged? 
return π . 

2.3 Partially Observable Markov 
Decision Problem (POMDP) 

This problem like the simple MDP is part of the 
sequential decision problems family. This can occur 
if the agent’s environment is an inaccessible one, 
which means that, there is not enough information in 
order to determine the state or the associated 
transition probabilities, which means that the agent 
cannot directly observe that state. As a solution to 
this problem a new MDP has to be constructed, 
where the probability distribution plays the role of 
the state variable. It will end in a new state space, 
which will have real value probabilities, but they are 
infinite. For real-time applications even MDPs are 
hard to compute, and POMDP need approximations 
in order to obtain the optimal policy. Due to the fact 
that the agent doesn’t have direct access to the 
current state, the POMDP algorithms need the whole 
history of the process, which means that it will lose 
it’s Markovian property. This step is replaced by 
maintaining a probability distribution over all of the 
states, it gives us the same result as if we would 
keep the entire history. Between decisions the state 
can change, unlike in an MDP where state changes 
occur just due decisions. A variety of algorithms 
have been developed for solving POMDP. The 
Whitness algorithm (Littman, 1994) finds the 
solution using value iteration, it has been used with 
16 states. In case of a more complex state space this 
algorithm would not be efficient. Another approach 
by (Littman, 1995), is a hybrid one, which is able to 
determine high quality policies with approximately 
100 states. The realistic problems usually require 
thousands of states, so questions to this field remain 
open (Regan, 2005).  

3 EXPERIMENTAL RESULTS 

The described algorithm in this paper was tested 
using MobileSim simulator. The Pioneer AT robot’s 
starting point is the Home Point situated in the first 

cell of the map. The robot has to reach the goal point 
which is the door of the room. The first step was to 
create the map of the room, where to robot will 
navigate. The size of the room is 7m wide and 8.5m 
long. The area of the room was divided in cells with 
area of 21m . In Figure 1, the created map can be 
seen, with the most representative points, like the 
Home Point and the Goal Point. The other visible 
objects from the map, are obstacles like desks, 
shelves and supportive walls. 

 
Figure 1: The map of the office environment. 

The cells which represent an obstacle, their 
utility is zero, for the other cells, the iterative 
algorithm computes until the value between two 
consecutive utility value, for the same cell, is not 
more than 0.015. The initial value for a cell is -0.04, 
the utility value for the Goal Point is 1, and for a 
state which should be avoided, it has a value of -1.  
In a real world environment a state with utility -1, 
can be a whole in the ground or a state, from where 
the robot would get easily lost and use all of its 
power, due to this fact the agent must be able to 
reach his goal. The path shown in Figure 2, is the 
most shortest, what the robot can have. In order to 
avoid to get close to the state which has a utility of -
1, the presented algorithm was applied to obtain 
another path. The scope of the path which will be 
obtained is to not have immediate neighbours to the 
cell which has utility of -1.  

 
Figure 2: The shortest path. 
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After 20 iterations of the Value Iterative 
algorithm, the final utility values were obtained. In 
Figure 3, the policies are represented, which were 
obtained after applying the Policy Algorithm. 

 
Figure 3: The optimal policy values. 

The cells with a higher utility value are more 
valuable for this algorithm than the states with a 
lower utility value.  As shown in Figure 3, the 
optimal path has been found, the robot achieving to 
the door without getting close to the cell with utility 
-1, state which gets the lowest global reward. 
In Figure 4, is represented the found path after 
testing with MobileSim. 

 
Figure 4: The found path using the presented algorithms. 

The agent obtained an autonomous behaviour as 
presented in Figure 4 successfully avoids obstacles 
and the state with utility -1, it reach to the goal point 
which is the door of the office environment. As 
shown in Figure 2, the shortest path is not the path 
with the least cost (LaValle,  2006). 

4 CONCLUSIONS 

The main focus of this paper was to present the 
algorithms which are solving MDPs for path 
planning in mobile robots navigation. In a well 
known environment and with all the states 

observable, the agent is able to avoid obstacles and 
to navigate to the desired point. 

5 FUTURE WORK 

It is intended to create the map of the environment in 
a dynamic way. By the advance of the robot, the 
map would be created using the fusion of the data 
obtained by multiple sensors. The map will contain 
dynamic objects as well, human beings, which will 
have to be recognized and inserted in the map and to 
determine the projected positions for them. 
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Żbikowski, R. . . . . . . . . . . . . . . . . . . . . . . . . . 413
Zeer, G. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
Zeiger, F. . . . . . . . . . . . . . . . . . . . . . . . . .121, 312
Zhu, J. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .29

485




	ICINCO 2009 Volume RA
	Front Cover
	Introduction
	Copyright
	Brief Contents
	Invited Speakers
	Organizing and Steering Committees
	Program Committee
	Auxiliary Reviewers
	Selected Papers Book
	Foreword

	Contents
	Invited Speakers
	Keynote Speakers
	SENSITIVITY BASED GENERALIZATION ERROR FOR SUPERVISED LEARNING PROBLEM WITH APPLICATIONS IN MODEL SELECTION AND FEATURE SELECTION
	IMPACT OF THE ICT ON THE MANAGEMENT AND PERFORMANCE OF INTELLIGENT TRANSPORTATION SYSTEMS
	RECENT ADVANCES IN VERIFICATION AND ANALYSIS OF HYBRID SYSTEMS
	DISCRETE EVENT DIAGNOSIS USING PETRI NETS
	MEETING THE WORLD CHALLENGES - From Philosophy to Information Technology to Applications


	Robotics and Automation
	Full Papers
	A PRACTICAL STEREO SYSTEM BASED ON REGULARIZATION AND TEXTURE PROJECTION
	LMI-BASED TRAJECTORY PLANNING FOR CLOSED-LOOP CONTROL OF ROBOTIC SYSTEMS WITH VISUAL FEEDBACK
	VARIABLE GEOMETRY TRACKED UNMANNED GROUNDED VEHICLE - Model, Stability and Experiments
	PASSIVITY-BASED DYNAMIC BIPEDALWALKING WITH TERRAIN ADAPTABILITY - Dynamics, Control and Robotic Applications
	AUTOMATIC APPROACH FOR RECTIFYING BUILDING FACADES FROM A SINGLE UNCALIBRATED IMAGE
	A DECENTRALIZED COLLISION AVOIDANCE ALGORITHM FOR MULTI-ROBOTS NAVIGATION
	INTERFERENCE REDUCTION THROUGH TASK PARTITIONING IN A ROBOTIC SWARM  - Or: "Don't you Step on My Blue Suede Shoes!"
	HIERARCHICAL PROBABILISTIC ESTIMATION OF ROBOT REACHABLE WORKSPACE
	AN ADAPTIVE CLASSIFIER DESIGN  FOR ACCURATE SPEECH DATA CLASSIFICATION
	THREEDIMENSIONAL TRACKING USING OBJECT DEFOCUS - In Twodimensional Scanning Electron Microscope Images
	AUTOMATIC EXTRACTION OF DISTANCE INFORMATION FROM STEREO IMAGES USING TRACKING DATA - In the Scanning Electron Microscope
	REAL TIME OBJECT DELIMITERS EXTRACTION FOR ENVIRONMENT REPRESENTATION IN DRIVING SCENARIOS
	VISION-BASED AUTONOMOUS APPROACH AND LANDING FOR AN AIRCRAFT USING A DIRECT VISUAL TRACKING METHOD
	LIMITS OF HUMAN INTERACTION IN DYNAMICALLY SIMILAR TELEOPERATION SYSTEMS - Under Unknown Constant Time Delay with Impedance Control

	Short Papers
	MOBILE PLATFORM SELF-LOCALIZATION IN PARTIALLY UNKNOWN DYNAMIC ENVIRONMENTS
	TELEOPERATION OF A MOBILE ROBOT VIA UMTS LINK
	NEW METHODS FOR DISHWARE IDENTIFICATION AND INSPECTION
	MODEL AND APPROACHES FOR TENSION OF PARALLEL STRUCTURES WITH ELASTIC JOINTS FOR MICRO AND NANO MANIPULATORS
	A NOVEL VISION-BASED REACTIVE NAVIGATION STRATEGY BASED ON INVERSE PERSPECTIVE TRANSFORMATION
	VEHICLE ACCELERATION PREDICTION USING SPECIFIC ROAD CURVATURE POINTS
	REAL-TIME BIOMETRIC EMOTION ASSESSMENT IN AN IMMERSIVE ENVIRONMENT
	NEW TYPE OF MULTI-DEGREE-OF-FREEDOM PIEZOELECTRIC ACTUATORS, BASED ON ACTIVE KINEMATIC PAIRS
	TWO-STAGE ALGORITHM FOR PATH PLANNING PROBLEM WITH OBSTACLE AVOIDANCE
	DIFFERENTIAL-DRIVE STEERING SYSTEM USING PLANETARY GEARING FOR OMNIDIRECTIONAL MOBILE ROBOT
	EVALUATION OF SUN POSITION USING THE PHOTOVOLTAIC GENERATION - An Application for Attitude Estimation in Box-Shape Satellites
	EXHIBITING PLANAR STRUCTURES FROM EGOMOTION
	USING PASSAGES TO SUPPORT OFF-ROAD ROBOT NAVIGATION
	PROMOTION IN RESCUE ROBOT - According to the Experience Gained by Participating in Bam Earthquake Rescue Operation
	FATIGUE RECOGNITION USING EMG SIGNALS AND STOCHASTIC SWITCHED ARX MODEL
	AN EXPERIMENTAL COMPARISON OF NONHOLONOMIC CONTROL METHODS
	COMPARISON BETWEEN MEXICAN HAT AND HAAR WAVELET DESCRIPTORS FOR SHAPE REPRESENTATION
	A NOVEL HAPTIC INTERFACE FOR EXTENDED RANGE TELEPRESENCE - Control and Evaluation
	POSITION/FORCE CONTROL OF A 1-DOF SET-UP POWERED BY PNEUMATIC MUSCLES
	SCHEME FOR EVALUATION AND REDUCTION OF MOTION ARTIFACTS IN MOBILE VISION SYSTEMS
	MODEL-DRIVEN DEVELOPMENT IN INDUSTRIAL AUTOMATION - Automating the Development of Industrial Automation Systems using Model Transformations
	APPEARANCE-BASED DENSE MAPS CREATION - Comparison of Compression Techniques with Panoramic Images
	ROBUST CONTROL FOR AN ARTIFICIAL MUSCLES ROBOT ARM
	APPLYING A SOFTWARE FRAMEWORK FOR SUPERVISORY CONTROL OF A PLC-BASED DISCRETE EVENT SYSTEM
	EFFICIENT SIMULATION OF THE FLUID-STRUCTURE INTERFACE
	SELF-LOCALIZATION OF A TEAM OF MOBILE ROBOTS BY MEANS OF COMMON COLORED TARGETS
	ANALYTICAL KINEMATICS FRAMEWORK FOR THE CONTROL OF A PARALLEL MANIPULATOR - A Generalized Kinematics Framework for Parallel Manipulators
	PARAMETER IDENTIFICATION OF A HYBRID REDUNDANT ROBOT BY USING DIFFERENTIAL EVOLUTION ALGORITHM
	SURVEILLANCE SYSTEM USING A MOBILE ROBOT EMBEDDED IN A WIRELESS SENSOR NETWORK
	OBSTACLE AVOIDANCE FOR AUTONOMOUS MOBILE ROBOTS BASED ON POSITION PREDICTION  USING FUZZY INFERENCE
	AUTONOMOUS CAMERA CONTROL BY NEURAL MODELS  IN ROBOTIC VISION SYSTEMS
	A SIMULATION SETUP FOR COMMUNICATION HARDWARE IN THE LOOP EXPERIMENTS
	CO-DESIGN FOR WIRELESS NETWORKED CONTROL OF AN INTELLIGENT MOBILE ROBOT
	RANDOM VARIATES GENERATING METHODS OF TIME-BETWEEN-FAILURES FOR THE REPAIRABLE SYSTEMS UNDER AGE-REDUCTION  PREVENTIVE MAINTENANCE
	TOWARDS A COMPUTATIONALLY EFFICIENT RELATIVE POSITIONING SYSTEM FOR INDOOR ENVIRONMENTS - An RFID Approach
	THE PERFORMANCE OF OPC-UA SECURITY MODEL AT FIELD DEVICE LEVEL
	A SYSTEM-ARCHITECTURE FOR ROBOTIC MOVEMENTS OF GOODS - Approaches Towards a Cognitive Material Flow System
	THE FINS PROTOCOL FOR COMPLEX INDUSTRIAL APPLICATTIONS - A Case Study
	PRODUCT REPRESENTATION TO SUPPORT VALIDATION OF SIMULATION MODELS IN COMPUTER AIDED ENGINEERING
	DYNAMICAL CLUSTERING TECHNIQUE TO ESTIMATE THE PROBABILITY OF THE FAILURE OCCURRENCE OF PROCESS SUBJECTED TO SLOW DEGRADATION

	Posters
	SELF-SIMILARITY MEASURMENT USING PERCENTAGE OF ANGLE SIMILARITY ON CORRELATIONS OF FACE OBJECTS
	COOPERATIVE TELEOPERATION TASK IN VIRTUAL ENVIRONMENT - Influence of Visual Aids and Oral Communication
	COLLISION-MODEL BASED MOTION PLANNER FOR MULTI-AGENTS IN A FACTORY
	QUANTIFIED ONTOLOGIES FOR REAL LIFE APPLICATIONS  
	ONLINE CALIBRATION OF ONE-DIMENSIONAL SENSORS FOR ROBOT MANIPULATION TASKS
	HUMANOID REALISTIC SIMULATOR - The Servomotor Joint Modeling
	DOUBLE WELL POTENTIAL AS DIFFUSIVE FUNCTION FOR PDE-BASED SCALAR IMAGE RESTORATION METHOD
	CONTROL AND SUPERVISION FOR AN INDUSTRIAL GRAIN DRYER
	PROSPECTIVE ELASTO-PLASTIC PRESSURE SENSORS - All-Elasto-Plastic Polyisoprene/Nanostructured Carbon Pressure Sensing Element
	COOPERATIVE UAVS MAPPING COMPLEX ENVIRONMENT USING 2D SPLINEGON
	A COMPARATIVE STUDY BETWEEN CONVENTIONAL AND CONTINUOUS GENETIC ALGORITHMS FOR THE SOLUTION OF CARTESIAN PATH GENERATION PROBLEMS OF ROBOT MANIPULATORS
	A MONOCULAR OCCUPANCY GRID FOR LOCAL WMR NAVIGATION
	SEGMENTS OF COLOR LINES - A Comparison through a Tracking Procedure
	OBSTACLE DETECTION USING STRUCTURED BACKGROUND
	A MHT-BASED ALGORITHM FOR PERFORMANCE ESTIMATION IN DT-MRI BAYESIAN TRACKING METHODS
	MULTI SCALE MOVING CONTROL METHOD FOR AUTONOMOUS OMNI-DIRECTIONAL MOBILE ROBOT
	LARGE-SCALE DEXTEROUS HAPTIC INTERACTION WITH VIRTUAL MOCK-UPS - Methodology and Human Performance 
	INTEGRATED PATH PLANNING AND TRACKING FOR AUTONOMOUS CAR-LIKE VEHICLES MANEUVERING
	EXPRESSION OF EMOTIONS THROUGH BODY MOTION - A Novel Interface For Human-Robot Interaction
	VISUAL ATTENTION IN 3D SPACE - Using a Virtual Reality Framework as Spatial Memory
	ROBOT AUDITORY SYSTEM BASED ON CIRCULAR MICROPHONE ARRAY FOR HOME SERVICE ROBOTS
	PATH PLANNING WITH MARKOVIAN PROCESSES


	Author Index

	Back Cover


