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FOREWORD

This book contains the proceedings of the 6th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2009) which was organized by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
held in Milan. ICINCO 2009 was co-sponsored by the International Federation for Auto-
matic Control (IFAC) and held in cooperation with the Association for the Advancement
of Artificial Intelligence (AAAI).

The ICINCO Conference Series has now consolidated as a major forum to debate technical
and scientific advances presented by researchers and developers both from academia and
industry, working in areas related to Control, Automation and Robotics that benefit from
Information Technology.

In the Conference Program we have included oral presentations (full papers and short pa-
pers) and posters, organized in three simultaneous tracks: “Intelligent Control Systems
and Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing
and Control”. We have included in the program five plenary keynote lectures, given by
internationally recognized researchers, namely - Daniel S. Yeung (University of Technology,
China), Maria P. Fanti (Polytechnic of Bari, Italy), Janan Zaytoon (University of Reims
Champagne Ardennes, France), Alessandro Giua (Universita’ di Cagliari, Italy) and Peter
S. Sapaty (Institute of Mathematical Machines and Systems, National Academy of Sciences
Ukraine).

The meeting is complemented with three satellite workshops, focusing on specialized aspects
of Informatics in Control, Automation and Robotics; namely, the International Workshop
on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), the In-
ternational Workshop on Intelligent Vehicle Controls & Intelligent Transportation Systems
(IVC & ITS) and the International Workshop on Networked Embedded and Control System
Technologies: European and Russian R&D Cooperation (NESTER).

ICINCO received 365 paper submissions, not including those of workshops, from more than
55 countries, in all continents. To evaluate each submission, a double blind paper review
was performed by the Program Committee. Finally, only 178 papers are published in
these proceedings and presented at the conference. Of these, 129 papers were selected
for oral presentation (34 full papers and 95 short papers) and 49 papers were selected for
poster presentation. The full paper acceptance ratio was 9%, and the oral acceptance ratio
(including full papers and short papers) was 35%. As in previous editions of the Conference,
based on the reviewer’s evaluations and the presentations, a short list of authors will be
invited to submit extended versions of their papers for a book that will be published by
Springer with the best papers of ICINCO 2009.

Conferences are also meeting places where collaboration projects can emerge from social
contacts amongst the participants. Therefore, in order to promote the development of re-
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search and professional networks the Conference includes in its social program a Conference
and Workshops Social Event & Banquet in the evening of July 4 (Saturday).

We would like to express our thanks to all participants. First of all to the authors, whose
quality work is the essence of this Conference. Next, to all the members of the Program
Committee and auxiliary reviewers, who helped us with their expertise and valuable time.
We would also like to deeply thank the invited speakers for their excellent contribution in
sharing their knowledge and vision. Finally, a word of appreciation for the hard work of the
secretariat; organizing a conference of this level is a task that can only be achieved by the
collaborative effort of a dedicated and highly capable team.

Commitment to high quality standards is a major aspect of ICINCO that we will strive
to maintain and reinforce next year, including the quality of the keynote lectures, of the
workshops, of the papers, of the organization and other aspects of the conference. We
look forward to seeing more results of R&D work in Informatics, Control, Automation and
Robotics at ICINCO 2010.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Juan Andrade Cetto
Institut de Robòtica i Informàtica Industrial CSIC-UPC, Spain

Jean-Louis Ferrier
University of Angers, France
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SENSITIVITY BASED GENERALIZATION ERROR FOR 
SUPERVISED LEARNING PROBLEM WITH APPLICATIONS IN 

MODEL SELECTION AND FEATURE SELECTION 

Daniel S. Yeung 
University of Technology 

China 

Abstract:  Generalization error model provides a theoretical support for a classifier's performance in terms of 
prediction accuracy. However, existing models give very loose error bounds. This explains why 
classification systems generally rely on experimental validation for their claims on prediction accuracy. In 
this talk we will revisit this problem and explore the idea of developing a new generalization error model 
based on the assumption that only prediction accuracy on unseen points in a neighbourhood of a training 
point will be considered, since it will be unreasonable to require a classifier to accurately predict unseen 
points "far away" from training samples. The new error model makes use of the concept of sensitivity 
measure for an ensemble of multiplayer feedforward neural networks (Multilayer Perceptrons or Radial 
Basis Function Neural Networks). Two important applications will be demonstrated, model selection and 
feature reduction for RBFNN classifiers. A number of experimental results using datasets such as the UCI, 
the 99 KDD Cup, and text categorization, will be presented. 
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Abstract: Intelligent Transportation Systems (ITS) modelling, planning, and control are research streams that, in the 
last years, have received a significant attention by the researcher and practitioner communities due not only 
to their economic impact, but also to the complexity of decisional, organizational, and management 
problems. Indeed, the increasing complexity of these systems and the availability of the modern ICT 
(Information and Communication Technologies) for the interaction among the different decision makers and 
for the acquisition of information by the decision makers, require both the development of suitable models 
and the solution of new decision problems. This presentation is aimed at showing the new attractive 
researches and projects in the field of ITS operational control and management in Europe. In particular, it 
points out the key solution of using effectively and efficiently the latest developments of ICT for ITS 
operational management. 

1 INTRODUCTION 

The term Intelligent Transportation Systems (ITS) is 
used to refer to technologies, infrastructure, and 
services, as well as the planning, operation, and 
control methods to be used for the transportation of 
person and freight. In particular, Information and 
Communication Technologies (ICT) are considered 
to be the key tools to improve efficiency and safety 
in transportation systems. Indeed, the advent of ICT 
has a tremendous impact on the planning and 
operations of freight transportation and on traffic 
management systems. ITS technologies increase the 
flow of available data, improve the timeliness and 
quality of information and offer the possibility to 
control and coordinate operations and traffic in real-
time. Significant research efforts are required to 
adequately model the various planning and 
management problems under ITS and real-time 
information, and to develop efficient solution 
methods.  

In recent years, the European Union has 
sponsored several projects targeting advancements 
of different transportation systems. On the other 

hand, ITS topics are considered relevant and 
attractive research areas. 

In Section 2 the paper recalls the most important 
European Projects in the fields of ITS and intelligent 
freight transportation. Moreover, Sections 3 and 4 
present the research advances in two crucial sectors 
of ITS: the management of Urban Traffic Networks 
(UTN) and of Intermodal Transportation Networks 
(ITN), respectively. 

2 EUROPEAN PROJECTS IN THE 
FIELD OF ITS 

A basic project on ITS is CESAR I & II (Co-
operative European System for Advanced 
Information Redistribution) that proposes an Internet 
communication platform that aims to integrate 
services and data for unaccompanied traffic and the 
rolling motorway traffic management. Moreover, in 
the field of railway system management, CroBIT 
(Cross Border Information Technology) is a new 
system that provides the railways with a tool to track 
consignments and integrates freight railways along a 
transport corridor providing total shipment visibility. 
A maritime navigation information structure in 
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European waters is established by MarNIS 
(Maritime Navigation Information Systems) that is 
an integrated project aiming to develop tools that 
can be used to exchange maritime navigation 
information and to improve safety, security and 
efficiency of maritime traffic.  

In addition, several projects focus specifically on 
efficient freight transportation. For instance, 
Freightwise aims to establish a framework for 
efficient co-modal freight transport on the 
Norwegian ARKTRANS system. One of the main 
objectives in Freightwise is establishing a 
framework for efficient co-modal freight transport 
and simplifying the interaction among stakeholders 
during planning, execution and completion of 
transport operations. Moreover, the project e-Freight 
is a continuation of Freightwise to promote efficient 
and simplified solutions in support of cooperation, 
interoperability and consistency in the European 
Transport System. E-Freight is to support the Freight 
Logistics Action Plan, which focuses on quality and 
efficiency for the movement of goods, as well as on 
ensuring that freight-related information travels 
easily among modes. Furthermore, in the Seventh 
Framework Program (FP7-ICT Objective 6.1), the 
SMARTFREIGHT project wants to make urban 
freight transport more efficient, environmentally 
friendly and safe by answering to challenges related 
to traffic management and the relative coordination. 
Indeed, freight distribution management in city 
centres is usually operated by several commercial 
companies and there is no coordination of these 
activities in a way that would benefit the city. The 
main aim of SMARTFREIGHT is therefore to 
specify, implement and evaluate ICT solutions that 
integrate urban traffic management systems with the 
management of freight and logistics in urban areas. 
Finally, EURIDICE (European Inter-Disciplinary 
Research on Intelligent Cargo for Efficient, Safe and 
Environment-friendly Logistics) is a project 
sponsored by the European Commission under the 
7th Framework Program seeking to develop an 
advanced European logistics system around the 
concept of ‘intelligent cargo’. The goal is 
networking cargo objects like packages, vehicles and 
containers to provide information services whenever 
required along the transport chain. The project aims 
to build an information service platform centred on 
the individual cargo item and its interaction with the 
surrounding environment and the user. 

3 URBAN TRAFFIC 
MANAGEMENT 

Traffic congestion of urban roads undermines 
mobility in major cities. Traditionally, the 
congestion problem on surface streets was dealt by 
adding more lanes and new links to the existing 
Urban Traffic Networks (UTN). Since such a 
solution can no longer be considered for limited 
availability of space in urban centres, greater 
emphasis is nowadays placed on traffic management 
through the implementation and operation of ICT. In 
particular, traffic signal control on surface street 
networks plays a central role in traffic management. 
Despite the large research efforts on the topic, the 
problem of urban intersection congestion remains an 
open issue (Lo, 2001, Papageorgiou, 1999). Most of 
the currently implemented traffic control systems 
may be grouped into two principal classes 
(Papageorgiou et al., 2003, Patel and Ranganathan, 
2001): i) fixed time strategies, that are derived off-
line by use of optimization codes based on historical 
traffic data; ii) vehicle actuated strategies, that 
perform an on-line optimization and synchronization 
of the signal timing plans and make use of real time 
measurements. While the fixed time strategies do 
not use information on the actual traffic situation, 
the second actuated control class can be viewed as a 
traffic responsive network signal policy employing 
signal timing plans that respond automatically to 
traffic conditions. In a real time control strategy, 
detectors located on the intersection approaches 
monitor traffic conditions and feed information on 
the actual system state to the real time controller, 
which selects the duration of the phases in the signal 
timing plan in order to optimize an objective 
function. Although the corresponding optimal 
control problem may readily be formulated, its real 
time solution and realization in a control loop has to 
face several difficulties such as the size and the 
combinatorial nature of the optimization problem, 
the measurements of traffic conditions and the 
presence of unpredictable disturbances. The first and 
most notable of vehicle actuated techniques is the 
British SCOOT (Hunt et al., 1982), that decides an 
incremental change of splits, offsets and cycle times 
based on real time measurements. However, 
although SCOOT exhibits a centralized hardware 
architecture, the strategy is functionally 
decentralized with regard to splits setting. A 
formulation of the traffic signal network 
optimization strategy is presented in (Lo, 2001) and 
(Wey, 2000). However, the resulting procedures lead 
to complex mixed integer linear programming 
problems that are computationally intensive and the 
formulation for real networks requires heuristics for 
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solutions. Furthermore, Diakaki et al. (2002) 
propose a traffic responsive urban control strategy 
based on a feedback approach involving the 
application of a systematic and powerful control 
design method. Despite the simplicity and the 
efficiency of the proposed control strategy, such a 
modelling approach can not directly consider the 
effects of offset for consecutive junctions and the 
time-variance of the turning rates and the saturation 
flows.  

An improvement on urban traffic actuated 
control strategies is provided in (Dotoli et al., 2006) 
where the green splits for a fixed cycle time are 
determined in real time, in order to minimize the 
number of vehicles in queue in the considered 
signalized area. The paper gives a contribution in 
facing the apparently insurmountable difficulties 
(Papageorgiou et al., 2003) in the real time solution 
and realization of the control loop governing an 
urban intersection by traffic lights. To this aim, the 
paper pursues simplicity in the modelling and in the 
optimization procedure by presenting a macroscopic 
model to describe the urban traffic network. 
Describing the system by a discrete time model with 
the sampling time equal to the cycle, the timing plan 
is obtained on the basis of the real traffic knowledge 
and the traffic measurements in a prefixed set of 
cycles. The traffic urban control strategy is 
performed by solving a mathematical programming 
problem that minimizes the number of vehicles in 
the considered urban area. The minimization of the 
objective function is subject to linear constraints 
derived from the intersection topology, the fixed 
cycle duration and the minimum and maximum 
duration of the phases commonly adopted in 
practice. The optimization problem is solved by a 
standard optimization software on a personal 
computer, so that practical applications are possible 
in a real time control framework. 

4 INTERMODAL 
TRANSPORTATION 
NETWORKS 

Intermodal Transportation Networks (ITN) are 
logistics systems integrating different transportation 
services, designed to move goods from origin to 
destination in a timely manner and using multiple 
modes of transportation (rail, ocean vessel, truck 
etc.). In the related literature several papers analyze 
ITN operations and planning issues as container fleet 
management, container terminal operations and 

scheduling. With the development of the new ICT 
tools, these operative and planning issues can be 
dealt with in a different way. In fact, these new 
technologies can effectively impact on the planning 
and operation of ITS. In particular, ICT solutions 
can increase the data flow and the information 
quality while allowing real-time data exchange in 
transportation systems (Crainic and Kim, 2007, 
Ramstedt and Woxenius, 2006). As mentioned in 
(Giannopoulos, 2004), numerous new applications 
of ICT to the transportation field are in various 
stages of development, but in the information 
transfer area the new systems seem to be too 
unimodal. In the application of ICT solutions to 
multimodal chains, an important and largely 
unexplored research field is the assessment of the 
impact of new technologies before their 
implementation, by a cost-benefit analysis (Zografos 
and Regan, 2004, Crainic and Kim, 2007). This 
research field offers numerous research 
opportunities: for instance, a not well explored case 
is that of coordinating independent stakeholders in 
the presence of uncertainties and lack of information 
on the stakeholders operations and their propagation 
within the intermodal chain. 

An efficient ITN needs to synchronize the 
logistics operations. Therefore, information 
exchange among stakeholders is essential and ICT 
solutions are key tools to achieve efficiency. 
Nevertheless, the increasing complexity of these 
systems and the availability of the modern ICT for 
the interaction among the different decision makers 
and for the acquisition of information by the 
decision makers, require both the development of 
suitable models and the solution of new decision 
problems. Moreover, ITN and their decision making 
process are complex systems characterized by a high 
degree of interaction, concurrency and 
synchronization. Hence, ITS can be modeled as 
Discrete Event Systems (DES), whose dynamics 
depends on the interaction of discrete events, such as 
demands, departures and arrivals of means of 
transport at terminals and acquisitions and releases 
of resources by vehicles. DES models are widely 
used to describe decision making and operational 
processes. In the domain of ITN, the potentialities of 
these models are not fully explored and exploited. In 
particular at the operational level, we recall the 
models in the Petri net (Peterson, 1981) frameworks 
(Danielis et al., 2009, Di Febbraro et al., 2006, 
Fischer et al., 2000) and the simulation models 
(Boschian et al., 2009, Parola and Sciomachen, 
2005).  
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In this presentation we mention two papers 
(Boschian et al., 2009) and (Danielis et al., 2009) 
that point out the role and the impact of the ICT 
applications in the field of the ITN management and 
control. In particular, paper (Danielis et al., 2009) 
focuses on the ICT solutions that allow sharing 
information among stakeholders on the basis of user 
friendly technologies. To this aim the authors single 
out some performance indices to evaluate activities, 
resources (utilization) and output (throughput, lead 
time) by integrating information flows allowed by 
the use of ICT tools. A case study is analyzed 
considering an ITN constituted by a port and a truck 
terminal of an Italian town including the road-ship 
transshipment process. The system is modeled and 
simulated in a timed Petri net framework 
considering different dynamic conditions 
characterized by a diverse level of information 
shared between terminals and operators. The 
simulation results show that ICT have a huge 
potential for efficient real time management and 
operation of ITN, as well as an effective impact on 
the infrastructures, reducing both the utilization of 
the system resources as well as the cost performance 
indices. 
An application of the ICT tools to the real-time 
transport monitoring in order to trace and safely 
handle moving goods is presented in (Boschian et 
al., 2009). In particular, the authors analyze and 
simulate a real case study involving an ITN system 
and the transport and the customs clearance of goods 
that arrive to the port and the intermodal terminal. 
The case study is analyzed in the frame of the 
EURIDICE Integrated Project. The structure and the 
dynamics of the ITN model is described by the 
Unified Modeling Language formalism (Miles and 
Hamilton, 2006) and is implemented by a discrete-
event simulation in Arena environment. The task is 
to provide services for the efficient utilization of 
infrastructures, both singularly and across territorial 
networks (e.g., port terminal synchronization with 
rail and road connections) and to contain the impact 
of logistic infrastructures on the local communities, 
reducing congestion and pollution caused by the 
associated freight movements. The discrete event 
simulation study shows that the application of the 
ICT tools allows us to locate goods and the related 
up-to-date information and to extend it with useful 
information-based services. Summing up, the 
simulation results show that integrating ICT into the 
system leads to a more efficient system management 
and drastically reduces the system lead times. 

5 CONCLUSIONS 

The paper presents the new attractive researches and 
projects in the field of ITS operational control and 
management. In particular, the key solutions of 
using effectively and efficiently the latest 
developments of ICT for ITS operational 
management are pointed out. The presentation 
focuses on the most important European Projects in 
ITS and on two crucial fields of the ITS 
management and control: the management of Urban 
Traffic networks and of Intermodal Transportation 
Networks. In the two cases are emphasized the new 
results and the challenges of future researches. 
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HYBRID SYSTEMS 
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Abstract: Formal verification of properties is a very important area of analysis of hybrid systems. It is, indeed, 
essential to use methods and tools to guarantee that the global behaviour of a system is correct and 
consistent with the specifications. This is especially true for safety properties that insure that the system is 
not dangerous for itself or its environment. 
Classically, verification of Safety properties may be performed with reachability computation in the hybrid 
state space. Basic ideas have not really evolved since the first works, however new techniques have been 
proposed and algorithms have been improved. 
The aim of this talk is to present the problem of verification and reachability computation for hybrid 
systems and to propose a classification of recent improvements. To overcome the difficulties in verification 
and reachability analysis it is necessary to make choices regarding general principles, algorithms and 
mathematical representation of regions of the continuous state space. These choices depend on each other 
and must be consistent. However all approaches are based on common considerations that will be used to 
structure the talk. 
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Abstract: This paper serves as a support for the plenary address given by the second author during the conference. In
this paper we present an approach to on-line diagnosis of discrete event systems based on labeled Petri nets,
that are a particular class of Petri nets where some events are undistinguishable, i.e., events that produce an
output signal that is observable, but that is common to other events. Our approach is based on the notion of
basis markings and justifications and it can be applied both to bounded and unbounded Petri nets whose unob-
servable subnet is acyclic. Moreover it is shown that, in the case of bounded Petri nets, the most burdensome
part of the procedure may be moved off-line, computing a particular graph that we callBasis Reachability
Graph.
Finally we present a diagnosis MATLAB toolbox with some examples of application.

1 INTRODUCTION

Failure detection and isolation in industrial systems
is a subject that has received a lot of attention in the
past few decades. A failure is defined to be any devia-
tion of a system from its normal or intended behavior.
Diagnosis is the process of detecting an abnormality
in the system behavior and isolating the cause or the
source of this abnormality.

Failures are inevitable in today’s complex indus-
trial environment and they could arise from several
sources such as design errors, equipment malfunc-
tions, operator mistakes, and so on. As technology
advances, as we continue to build systems of increas-
ing size and functionality, and as we continue to place
increasing demands on the performance of these sys-
tems, then so do we increase the complexity of these
systems. Consequently (and unfortunately), we en-
hance the potential for systems to fail, and no matter
how safe our designs are, how improved our quality
control techniques are, and how better trained the op-
erators are, system failures become unavoidable.

Given the fact that failures are inevitable, the need
for effective means of detecting them is quite apparent
if we consider their consequences and impacts not just
on the systems involved but on the society as a whole.
Moreover we note that effective methods of failure
diagnosis can not only help avoid the undesirable ef-
fects of failures, but can also enhance the operational

goals of industries. Improved quality of performance,
product integrity and reliability, and reduced cost of
equipment maintenance and service are some major
benefits that accurate diagnosis schemes can provide,
especially for service and product oriented industries
such as home and building environment control, office
automation, automobile manufacturing, and semicon-
ductor manufacturing. Thus, we see that accurate and
timely methods of failure diagnosis can enhance the
safety, reliability, availability, quality, and economy
of industrial processes.

The need of automated mechanisms for the timely
and accurate diagnosis of failures is well understood
and appreciated both in industry and in academia. A
great deal of research effort has been and is being
spent in the design and development of automated di-
agnostic systems, and a variety of schemes, differing
both in their theoretical framework and in their design
and implementation philosophy, have been proposed.

In diagnosis approach two different problems can
be solved: the problem of diagnosis and the problem
of diagnosability.

Solving a problem of diagnosis means that we as-
sociate to each observed string of events a diagno-
sis state, such as “normal” or “faulty” or “uncertain”.
Solving a problem of diagnosability is equivalent to
determine if the system is diagnosable, i.e., to deter-
mine if, once a fault has occurred, the system can de-
tect its occurrence in a finite number of steps.
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The diagnosis of discrete event systems (DES) is
a research area that has received a lot of attention in
the last years and has been motivated by the practical
need of ensuring the correct and safe functioning of
large complex systems. As discussed in the next ses-
sion the first results have been presented within the
framework of automata. More recently, the diagno-
sis problem has also been addressed using Petri nets
(PNs). In fact, the use of Petri nets offers significant
advantages because of their twofold representation:
graphical and mathematical. Moreover, the intrinsi-
cally distributed nature of PNs where the notion of
state (i.e., marking) and action (i.e., transition) is lo-
cal reduces the computational complexity involved in
solving a diagnosis problem.

In this paper we summarize our main contribu-
tions on diagnosis of DES using PNs (Giua and
Seatzu, 2005; Cabasino et al., 2008; Lai et al., 2008;
Cabasino et al., 2009). In particular, we focus on arbi-
trary labeled PNs where the observable events are the
labels associated to transitions, while faults are mod-
eled as silent transitions. We assume that there may
also be transitions modeling a regular behavior, that
are silent as well. Moreover, two or more transitions
that may be simultaneously enabled may share the
same label, thus they are undistinguishable. Our diag-
nosis approach is based on the definition of four diag-
nosis states modeling different degrees of alarm and
it applies to all systems whose unobservable subnet
is acyclic. Two are the main advantages of our proce-
dure. First, we do not need an exhaustive enumeration
of the states in which the system may be: this is due
to the introduction of basis markings. Secondly, in
the case of bounded net systems we can move off-line
the most burdensome part of the procedure building a
finite graph called basis reachability graph.

The paper is organized as follows. In Section 2
the state of art of diagnosis for discrete event systems
is illustrated. In Section 3 we provide a background
on PNs. In Sections 4 and 5 are introduced the defini-
tions of minimal explanations, justifications and basis
markings, that are the basic notions of our diagnosis
approach. In Section 6 the diagnosis states are de-
fined and a characterization of them in terms of basis
markings and j-vectors is given. In Section 7 we show
how the most burdensome part of the procedure can
be moved offline in the case of bounded PNs. In Sec-
tion 8 we present the MATLAB toolbox developed
by our group for PNs diagnosis and in Section 9 we
present some numerical results obtained applying our
tool to a parametric model of manufacturing system.
In Section 10 we draw the conclusions.

2 LITERATURE REVIEW

In this section we present the state of art of diagnosis
of DES using automata and PNs.

2.1 Diagnosis of DES using Automata

In the contest of DES several original theoretical ap-
proaches have been proposed usingautomata.

In (Lin, 1994) and (Lin et al., 1993) a state-based
DES approach to failure diagnosis is proposed. The
problems of off-line and on-line diagnosis are ad-
dressed separately and notions of diagnosability in
both of these cases are presented. The authors give
an algorithm for computing a diagnostic control, i.e.,
a sequence of test commands for diagnosing system
failures. This algorithm is guaranteed to converge if
the system satisfies the conditions for on-line diag-
nosability.

In (Sampath et al., 1995) and (Sampath et al.,
1996) the authors propose an approach to failure diag-
nosis where the system is modeled as a DES in which
the failures are treated as unobservable events. The
level of detail in a discrete event model appears to
be quite adequate for a large class of systems and for
a wide variety of failures to be diagnosed. The ap-
proach is applicable whenever failures cause a dis-
tinct change in the system status but do not neces-
sarily bring the system to a halt. In (Sampath et al.,
1995) a definition of diagnosability in the framework
of formal languages is provided and necessary and
sufficient conditions for diagnosability of systems are
established. Also presented in (Sampath et al., 1995)
is a systematic approach to solve the problem of diag-
nosis using diagnosers.

In (Sampath et al., 1998) the authors present an
integrated approach to control and diagnosis. More
specifically, authors present an approach for the de-
sign of diagnosable systems by appropriate design
of the system controller and this approach is called
active diagnosis. They formulate the active diagno-
sis problem as a supervisory control problem. The
adopted procedure for solving the active diagnosis
problem is the following: given the non-diagnosable
language generated by the system of interest, they first
select an “appropriate” sublanguage of this language
as the legal language. Choice of the legal language
is a design issue and typically depends on considera-
tions such as acceptable system behavior (which en-
sures that the system behavior is not restricted more
than necessary in order to eventually make it diagnos-
able) and detection delay for the failures. Once the
appropriate legal language is chosen, they then design
a controller (diagnostic controller), that achieves a
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closed-loop language that is within the legal language
and is diagnosable. This controller is designed based
on the formal framework and the synthesis techniques
that supervisory control theory provides, with the ad-
ditional constraint of diagnosability.

In (Debouk et al., 2000) is addressed the problem
of failure diagnosis in DES with decentralized infor-
mation. Debouket al. propose a coordinated decen-
tralized architecture consisting of two local sites com-
municating with a coordinator that is responsible for
diagnosing the failures occurring in the system. They
extend the notion of diagnosability, originally intro-
duced in (Sampath et al., 1995) for centralized sys-
tems, to the proposed coordinated decentralized ar-
chitecture. In particular, they specify three protocols
that realize the proposed architecture and analyze the
diagnostic properties of these protocols.

In (Boel and van Schuppen, 2002) the authors
address the problem of synthesizing communication
protocols and failure diagnosis algorithms for decen-
tralized failure diagnosis of DES with costly commu-
nication between diagnosers. The costs on the com-
munication channels may be described in terms of
bits and complexity. The costs of communication and
computation force the trade-off between the control
objective of failure diagnosis and that of minimiza-
tion of the costs of communication and computation.
The results of this paper is an algorithm for decentral-
ized failure diagnosis of DES for the special case of
only two diagnosers.

In (Zad et al., 2003) a state-based approach for on-
line passive fault diagnosis is presented. In this frame-
work, the system and the diagnoser (the fault detec-
tion system) do not have to be initialized at the same
time. Furthermore, no information about the state or
even the condition (failure status) of the system be-
fore the initiation of diagnosis is required. The design
of the fault detection system, in the worst case, has
exponential complexity. A model reduction scheme
with polynomial time complexity is introduced to re-
duce the computational complexity of the design. Di-
agnosability of failures is studied, and necessary and
sufficient conditions for failure diagnosability are de-
rived.

2.2 Diagnosis of DES using Petri Nets

Among the first pioneer works dealing with PNs, we
recall the approach of Prock. In (Prock, 1991) the au-
thor proposes an on-line technique for fault detection
that is based on monitoring the number of tokens re-
siding into P-invariants: when the number of tokens
inside P-invariants changes, then the error is detected.

In (Sreenivas and Jafari, 1993) the authors em-

ploy time PNs to model the DES controller and back-
firing transitions to determine whether a given state
is invalid. Later on, time PNs have been employed
in (Ghazel et al., 2005) to propose a monitoring ap-
proach for DES with unobservable events and to rep-
resent the “a priori” known behavior of the system,
and track on-line its state to identify the events that
occur.

In (Hadjicostis and Veghese, 1999) the authors use
PN models to introduce redundancy into the system
and additional P-invariants allow the detection and
isolation of faulty markings.

Redundancy into a given PN is used in (Wu and
Hadjicostis, 2005) to enable fault detection and iden-
tification using algebraic decoding techniques. In
this paper Wu and Hadjicostis consider two types of
faults: place faults that corrupt the net marking, and
transition faults that cause a not correct update of the
marking after event occurrence. Although this ap-
proach is general, the net marking has to be period-
ically observable even if unobservable events occur.
Analogously, in (Lefebvre and Delherm, 2007) the
authors investigate on the determination of the set of
places that must be observed for the exact and imme-
diate estimation of faults occurrence.

In (Ruiz-Beltràn et al., 2007) Interpreted PNs are
employed to model the system behavior that includes
both events and states partially observable. Based
on the Interpreted PN model derived from an on-line
methodology, a scheme utilizing a solution of a pro-
gramming problem is proposed to solve the problem
of diagnosis.

Note that, all papers in this topic assume that faults
are modeled by unobservable transitions. However,
while the above mentioned papers assume that the
marking of certain places may be observed, a series
of papers have been recently presented that are based
on the assumption that no place is observable (Basile
et al., 2008; Benveniste et al., 2003; Dotoli et al.,
2008; Genc and Lafortune, 2007).

In particular, in (Genc and Lafortune, 2007) the
authors propose a diagnoser on the basis of a modu-
lar approach that performs the diagnosis of faults in
each module. Subsequently, the diagnosers recover
the monolithic diagnosis information obtained when
all the modules are combined into a single module
that preserves the behavior of the underlying modular
system. A communication system connects the differ-
ent modules and updates the diagnosis information.
Even if the approach does not avoid the state explo-
sion problem, an improvement is obtained when the
system can be modeled as a collection of PN modules
coupled through common places.

The main advantage of the approaches in (Genc
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and Lafortune, 2007) consists in the fact that, if the
net is bounded, the diagnoser may be constructed off-
line, thus moving off-line the most burdensome part
of the procedure. Nevertheless, a characterization of
the set of markings consistent with the actual observa-
tion is needed. Thus, large memory may be required.

An improvement in this respect has been given in
(Benveniste et al., 2003; Basile et al., 2008; Dotoli
et al., 2008).

In particular, in (Benveniste et al., 2003) a net
unfolding approach for designing an on-line asyn-
chronous diagnoser is used. The state explosion is
avoided but the on-line computation can be high due
to the on-line building of the PN structures by means
of the unfolding.

In (Basile et al., 2008) the diagnoser is built on-
line by defining and solving Integer Linear Program-
ming (ILP) problems. Assuming that the fault transi-
tions are not observable, the net marking is computed
by the state equation and, if the marking has neg-
ative components, an unobservable sequence is oc-
curred. The linear programming solution provides the
sequence and detects the fault occurrences. Moreover,
an off-line analysis of the PN structure reduces the
computational complexity of the ILP problem.

In (Dotoli et al., 2008), in order to avoid the re-
design and the redefinition of the diagnoser when the
structure of the system changes, the authors propose a
diagnoser that works on-line. In particular, it waits for
an observable event and an algorithm decides whether
the system behavior is normal or may exhibit some
possible faults. To this aim, some ILP problems are
defined and provide eventually the minimal sequences
of unobservable transitions containing the faults that
may have occurred. The proposed approach is a gen-
eral technique since no assumption is imposed on the
reachable state set that can be unlimited, and only few
properties must be fulfilled by the structure of the PN
modeling the system fault behavior.

We also proposed a series of contributions deal-
ing with diagnosis of PNs (Giua and Seatzu, 2005;
Cabasino et al., 2008; Lai et al., 2008; Cabasino et al.,
2009). Our main results are summarized in the rest of
the paper.

Note that none of the above mentioned papers re-
garding PNs deal withdiagnosability, namely none
of them provide a procedure to determine a priori if a
system isdiagnosable, i.e., if it is possible to recon-
struct the occurrence of fault events observing words
of finite length.

In fact, whereas this problem has been extensively
studied within the framework of automata as dis-
cussed above, in the PN framework very few results
have been presented.

The first contribution on diagnosability of PNs
was given in (Ushio et al., 1998). They extend a nec-
essary and sufficient condition for diagnosability in
(Sampath et al., 1995; Sampath et al., 1996) to un-
bounded PN. They assume that the set of places is
partitioned into observable and unobservable places,
while all transitions are unobservable in the sense that
their occurrences cannot be observed. Starting from
the PN they build a diagnoser calledsimpleω diag-
noserthat gives them sufficient conditions for diag-
nosability of unbounded PNs.

In (Chung, 2005) the authors, in contrast with
Ushio’s paper, assumes that part of the transitions
of the PN modelling is observable and shows as the
additional information from observed transitions in
general adds diagnosability to the analysed system.
Moreover starting from the diagnoser he proposes an
automaton calledverifier that allows a polynomial
check mechanism on diagnosability but for finite state
automata models.

In (Wen and Jeng, 2005) the authors propose an
approach to test diagnosability by checking the struc-
ture property of T-invariant of the nets. They use
Ushio’s diagnoser to prove that their method is cor-
rect, however they don’t construct a diagnoser for the
system to do diagnosis. In (Wen et al., 2005) they also
present an algorithm, based on a linear programming
problem, of polynomial complexity in the number of
nodes for computing a sufficient condition of diagnos-
ability of DES modeled by PN.

3 BACKGROUND

In this section we recall the formalism used in the pa-
per. For more details on PNs we refer to (Murata,
1989).

A Place/Transition net(P/T net) is a structureN =
(P,T,Pre,Post), whereP is a set ofm places;T is a
set ofn transitions;Pre : P×T → N andPost : P×
T → N are thepre– and post– incidence functions
that specify the arcs;C = Post−Pre is the incidence
matrix.

A marking is a vectorM : P → N that assigns to
each place of aP/T net a non–negative integer num-
ber of tokens, represented by black dots. We denote
M(p) the marking of placep. A P/T systemor net
system〈N,M0〉 is a netN with an initial markingM0.
A transition t is enabled atM iff M ≥ Pre(· ,t) and
may fire yielding the markingM′ = M +C(· ,t). We
write M [σ〉 to denote that the sequence of transitions
σ = t j1 · · · t jk is enabled atM, and we writeM [σ〉 M′

to denote that the firing ofσ yieldsM′. We also write
t ∈ σ to denote that a transitiont is contained inσ.
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The set of all sequences that are enabled at the ini-
tial markingM0 is denotedL(N,M0), i.e.,L(N,M0) =
{σ ∈ T∗ | M0[σ〉}.

Given a sequenceσ ∈ T∗, we callπ : T∗ → Nn the
function that associates toσ a vectory ∈ Nn, named
thefiring vectorof σ. In particular,y = π(σ) is such
thaty(t) = k if the transitiont is containedk times in
σ.

A markingM is reachablein 〈N,M0〉 iff there ex-
ists a firing sequenceσ such thatM0 [σ〉 M. The set
of all markings reachable fromM0 defines thereach-
ability setof 〈N,M0〉 and is denotedR(N,M0).

A PN having no directed circuits is calledacyclic.
A net system〈N,M0〉 is boundedif there exists a posi-
tive constantk such that, forM ∈R(N,M0), M(p)≤ k.

A labeling functionL : T → L∪ {ε} assigns to
each transitiont ∈ T either a symbol from a given al-
phabetL or the empty stringε.

We denote asTu the set of transitions whose label
is ε, i.e.,Tu = {t ∈ T | L (t) = ε}. Transitions inTu
are calledunobservableor silent. We denote asTo the
set of transitions labeled with a symbol inL. Tran-
sitions inTo are calledobservablebecause when they
fire their label can be observed. Note that in this paper
we assume that the same labell ∈ L can be associated
to more than one transition. In particular, two tran-
sitionst1,t2 ∈ To are calledundistinguishableif they
share the same label, i.e.,L (t1) = L (t2). The set of
transitions sharing the same labell are denoted asTl .

In the following we denote asCu (Co) the restric-
tion of the incidence matrix toTu (To) and denote as
nu andno, respectively, the cardinality of the above
sets. Moreover, given a sequenceσ∈T∗, Pu(σ), resp.,
Po(σ), denotes the projection ofσ overTu, resp.,To.

We denote asw the word of events associated to
the sequenceσ, i.e.,w = Po(σ). Note that the length
of a sequenceσ (denoted|σ|) is always greater than
or equal to the length of the corresponding wordw
(denoted|w|). In fact, if σ containsk′ transitions inTu
then|σ| = k′ + |w|.

Definition 3.1 (Cabasino et al., 2009).Let 〈N,M0〉
be a labeled net system with labeling functionL : T →
L∪{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu.
Let w∈ L∗ be an observed word. We define

S (w) = {σ ∈ L(N,M0) | Po(σ) = w}

the set of firing sequencesconsistentwith w∈ L∗, and

C (w) = {M ∈Nm | ∃σ ∈ T∗ : Po(σ) = w ∧M0[σ〉M}

the set of markingsconsistentwith w∈ L∗. �

In plain words, given an observationw, S (w) is the
set of sequences that may have fired, whileC (w) is the
set of markings in which the system may actually be.
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Figure 1: A PN system modeling.

Example 3.2. Let us consider the PN in Figure 1.
Let us assumeTo = {t1,t2,t3,t4,t5,t6,t7} and Tu =
{ε8,ε9,ε10, ε11,ε12,ε13}, where for a better under-
standing unobservable transitions have been denoted
εi rather thanti . The labeling function is defined
as follows: L (t1) = a, L (t2) = L (t3) = b, L (t4) =
L (t5) = c, L (t6) = L (t7) = d.

First let us considerw = ab. The set of fir-
ing sequences that is consistent withw is S (w) =
{t1t2, t1t2ε8,t1t2ε8ε9,t1t2ε8ε9ε10,t1t2ε8ε11}, and the
set of markings consistent withw is C (w) =
{[0 0 1 0 0 0 0 1 0 0 0]T , [0 0 0 1 0 0 0 1 0 0 0]T ,

[0 0 0 0 1 0 0 1 0 0 0]T , [0 1 0 0 0 0 0 1 0 0 0]T ,

[0 0 0 0 0 1 0 1 0 0 0]T}.
If we consider w = acd the set of firing se-

quences that are consistent withw is S (w) =
{t1t5t6,t1t5ε12ε13t7}, and the set of markings consis-
tent with w is C (w) = {[0 1 0 0 0 0 0 1 0 0 0]T}.
Thus two different firing sequences may have fired
(the second one also involving silent transitions), but
they both lead to the same marking. �

4 MINIMAL EXPLANATIONS
AND MINIMAL E-VECTORS

In this section we present the notions of minimal ex-
planations and minimal e-vectors for labeled PNs.
First we introduce notions of explanations for unla-
beled PNs, secondly we define when an explanation
is minimal and finally we extend these concepts to la-
beled PN.

Definition 4.1 (Cabasino et al., 2008). Given a
marking M and an observable transitiont ∈ To, we
define

Σ(M,t) = {σ ∈ T∗
u | M[σ〉M′

, M′ ≥ Pre(·,t)}

the set ofexplanationsof t atM, and

Y(M,t) = π(Σ(M,t))
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thee-vectors(or explanation vectors), i.e., firing vec-
tors associated to the explanations. �

ThusΣ(M,t) is the set of unobservable sequences
whose firing atM enablest. Among the above se-
quences we want to select those whose firing vector
is minimal. The firing vector of these sequences are
calledminimal e-vectors.

Definition 4.2 (Cabasino et al., 2008). Given a
markingM and a transitiont ∈ To, we define

Σmin(M,t) = {σ ∈ Σ(M,t) | ∄ σ′ ∈ Σ(M,t) :
π(σ′) � π(σ)}

the set ofminimal explanationsof t at M, and we de-
fine

Ymin(M,t) = π(Σmin(M,t))

the corresponding set ofminimal e-vectors. �

In (Corona et al., 2004) we proved that, if the un-
observable subnet is acyclic and backward conflict-
free, then|Ymin(M,t)| = 1.

Different approaches can be used to compute
Ymin(M,t), e.g., (Boel and Jiroveanu, 2004; Jiroveanu
and Boel, 2004). In (Cabasino et al., 2008) we sug-
gested an approach that terminates finding all vectors
in Ymin(M,t) if applied to nets whose unobservable
subnet is acyclic. It simply requires algebraic manip-
ulations, and is inspired by the procedure proposed
in (Martinez and Silva, 1982) for the computation of
minimal P-invariants. For the sake of brevity, this al-
gorithm is not reported here.

In the case of labeled PNs what we observe are
symbols inL. Thus, it is useful to compute the fol-
lowing sets.

Definition 4.3 (Cabasino et al., 2009). Given a
markingM and an observationl ∈ L, we define the
set ofminimal explanations of l at Mas

Σ̂min(M, l) = ∪t∈Tl ∪σ∈Σmin(M,t) (t,σ),

i.e., the set of pairs (transition labeledl ; correspond-
ing minimal explanation), and we define the set of
minimal e-vectors of l at Mas

Ŷmin(M, l) = ∪t∈Tl ∪e∈Ymin(M,t) (t,e),

i.e., the set of pairs (transition labeledl ; correspond-
ing minimal e-vector). �

Thus, Σ̂min(M, l) is the set of pairs whose first
element is the transition labeledl and whose sec-
ond element is the corresponding minimal explana-
tion σ ∈ Σmin(M,t), namely the corresponding se-
quence of unobservable transitions whose firing atM
enablesl and whose firing vector is minimal. More-
over,Ŷmin(M, l) is the set of pairs whose first element
is the transition labeledl and whose second element

is the firing vectore∈Ymin(M,t) corresponding to the
second element in̂Σmin(M, l).

Obviously,Σ̂min(M, l) andŶmin(M, l) are a gener-
alization of the sets of minimal explanations and min-
imal e-vectors introduced for unlabeled PNs with un-
observable transitions. Moreover, in the above sets
Σ̂min(M, l) andŶmin(M, l) different sequencesσ and
different e-vectorse, respectively, are associated in
general to the samet ∈ Tl .

5 BASIS MARKINGS AND
J-VECTORS

In this section we introduce the definitions of basis
markings and justifications that are the crucial notions
of our diagnosis approach.

In particular, given a sequence of observed events
w∈ L∗, a basis markingMb is a marking reached from
M0 with the firing of the observed wordw and of
all unobservable transitions whose firing is necessary
to enablew. Note that, in general several sequences
σo ∈ T∗

o may correspond to the samew, i.e., there are
several sequences of observable transitions such that
L (σo) = w that may have actually fired. Moreover,
in general, to any of such sequencesσo a different se-
quence of unobservable transitions interleaved with it
is necessary to make it firable at the initial marking.
Thus we need to introduce the following definition of
pairs (sequence of transitions inTo labeledw; corre-
spondingjustification).

Definition 5.1 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w∈ L∗ be a given observation. We define

Ĵ (w) = { (σo,σu), σo ∈ T∗
o , L (σo) = w, σu ∈ T∗

u |
[∃σ ∈ S (w) : σo = Po(σ), σu = Pu(σ)]∧
[6 ∃σ′ ∈ S (w) : σo = Po(σ′), σ′

u = Pu(σ′)∧
π(σ′

u) � π(σu)]}

the set of pairs (sequenceσo ∈ T∗
o with L (σo) = w;

correspondingjustificationof w). Moreover, we de-
fine

Ŷmin(M0,w) = {(σo,y), σo ∈ T∗
o ,L (σo) = w,y∈ Nnu |

∃(σo,σu) ∈ Ĵ (w) : π(σu) = y}

the set of pairs (sequenceσo ∈ T∗
o with L (σo) = w;

correspondingj-vector). �

In simple words,Ĵ (w) is the set of pairs whose
first element is the sequenceσo ∈ T∗

o labeledw and
whose second element is the corresponding sequence
of unobservable transitions interleaved withσo whose
firing enablesσo and whose firing vector is minimal.
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The firing vectors of these sequences are calledj-
vectors.

Definition 5.2 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w be a given observation and(σo,σu) ∈ Ĵ (w) be a
generic pair (sequence of observable transitions la-
beledw; corresponding minimal justification). The
marking

Mb = M0 +Cu ·y+Co ·y
′
, y = π(σu), y′ = π(σo),

i.e., the marking reached firingσo interleaved with the
minimal justificationσu, is calledbasis markingand
y is called itsj-vector(or justification-vector). �

Obviously, because in general more than one jus-
tification exists for a wordw (the set̂J (w) is generally
not a singleton), the basis marking may be not unique
as well.

Definition 5.3 (Cabasino et al., 2009).Let 〈N,M0〉
be a net system with labeling functionL : T → L∪
{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu. Let
w∈ L∗ be an observed word. We define

M (w) = {(M,y) | (∃σ ∈ S (w) : M0[σ〉M) ∧
(∃(σo,σu) ∈ Ĵ (w) : σo = Po(σ),

σu = Pu(σ), y = π(σu))}

the set of pairs (basis marking; relative j-vector) that
areconsistentwith w∈ L∗. �

Note that the setM (w) does not keep into account
the sequences of observable transitions that may have
actually fired. It only keeps track of the basis mark-
ings that can be reached and of the firing vectors rela-
tive to sequences of unobservable transitions that have
fired to reach them. Indeed, this is the information re-
ally significant when performing diagnosis. The no-
tion of M (w) is fundamental to provide a recursive
way to compute the set of minimal explanations.

Proposition 5.4 (Cabasino et al., 2009).Given a
net system〈N,M0〉 with labeling functionL : T →
L∪{ε}, whereN = (P,T,Pre,Post) andT = To∪Tu.
Assume that the unobservable subnet is acyclic. Let
w = w′l be a given observation.

The setŶmin(M0,wl) is defined as:

Ŷmin(M0,wl) = {(σo,y) | σo = σ′
0t ∧y = y′ +e :

(σ′
o,y

′) ∈ Ŷmin(M0,w),
(t,e) ∈ Ŷmin(M′

b, l) andL (t) = l},

whereM′
b = M0 +Cu ·y′ +Co ·σ′

o.

Example 5.5.Let us consider the PN in Figure 1 pre-
viously introduced in Example 3.2.

Let us assumew = acd. The set of justifica-
tions is Ĵ (w) = {(t1t5t6,ε),(t1t5t7,ε12ε13)} and the

set of j-vectors isŶmin(M0,w) = {(t1t5t6,~0),(t1t5t7,
[0 0 0 0 1 1]T)}. The above j-vectors lead to the same
basis markingMb = [0 1 0 0 0 0 0 1 0 0 0]T thus
M (w) = {(Mb,~0),(Mb, [0 0 0 0 1 1]T)}.

Now, let us considerw = ab. In this casêJ (w) =

{(t1t2,ε)}, Ŷmin(M0,w) = {(t1t2,~0)} and the basis
marking is the same as in the previous case, namely
Mb = [0 1 0 0 0 0 0 1 0 0 0]T , thusM (w) = {(Mb,~0)}.

�

Under the assumption of acyclicity of the unob-
servable subnet, the setM (w) can be easily con-
structed as follows.

Algorithm 5.6 (Computation of the basis mark-
ings and j-vectors).

1. Let w = ε.
2. LetM (w) = {(M0,~0)}.
3. Wait until a new labell is observed.
4. Let w′ = w andw = w′l .
5. LetM (w) = /0.
6. For all M′ such that(M′

,y′) ∈M (w′) , do
6.1. for all t ∈ Tl , do

6.1.1.for all e∈Ymin(M′
,t), do

6.1.1.1.let M = M′ +Cu ·e+C(·,t),
6.1.1.2.for all y′ such that(M′

,y′) ∈M (w′), do
6.1.2.1.let y = y′ +e,
6.1.2.2.letM (w) =M (w)∪{(M,y)}.

7. Goto step 3.

�

In simple words, the above algorithm can be ex-
plained as follows. We assume that a certain wordw
(that is equal to the empty string at the initial step)
has been observed. Then, a new observablet fires
and we observe its labelL (t) (e.g., l ). We consider
all basis markings at the observationw′ before the fir-
ing of t, and we select among them those that may
have allowed the firing of at least one transitiont ∈ Tl ,
also taking into account that this may have required
the firing of appropriate sequences of unobservable
transitions. In particular, we focus on the minimal
explanations, and thus on the corresponding mini-
mal e-vectors (step 6.1.1). Finally, we update the set
M (w) including all pairs of new basis markings and
j-vectors, taking into account that for each basis mark-
ing atw′ it may correspond more than one j-vector.

Let us now recall the following result.

Definition 5.7 (Cabasino et al., 2008).Let 〈N,M0〉
be a net system whereN = (P,T,Pre,Post) andT =
To ∪ Tu. Assume that the unobservable subnet is
acyclic. Letw∈ T∗

o be an observed word. We denote

M basis(w) = {M ∈ Nm | ∃y∈ Nnu and (M,y) ∈M (w)}
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the set of basis markings atw. Moreover, we denote
as

M basis=
⋃

w∈T∗
o

M basis(w)

the set of all basis markings for any observationw. �

Note that if the net system is bounded then the set
M basisis finitebeing the set of basis markings a subset
of the reachability set.

Theorem 5.8 (Cabasino et al., 2008).Let us con-
sider a net system〈N,M0〉 whose unobservable sub-
net is acyclic. For anyw∈ L∗ it holds that

C (w) = {M ∈ Nm | M = Mb +Cu ·y :
y≥~0 and Mb ∈M basis(w)}.

6 DIAGNOSIS USING PETRI
NETS

Assume that the set of unobservable transitions is par-
titioned into two subsets, namelyTu = Tf ∪Treg where
Tf includes all fault transitions (modeling anomalous
or fault behavior), whileTreg includes all transitions
relative to unobservable but regular events. The setTf
is further partitioned intor different subsetsT i

f , where
i = 1, . . . , r, that model the different fault classes.

The following definition introduces the notion of
diagnoser.

Definition 6.1 (Cabasino et al., 2009).A diagnoser
is a function∆ : L∗ ×{T1

f ,T2
f , . . . ,T r

f } → {0,1,2,3}
that associates to each observationw∈ L∗ and to each
fault classT i

f , i = 1, . . . , r, adiagnosis state.

• ∆(w,T i
f ) = 0 if for all σ ∈ S (w) and for allt f ∈ T i

f
it holdst f 6∈ σ.
In such a case theith fault cannot have occurred,
because none of the firing sequences consistent
with the observation contains fault transitions of
classi.

• ∆(w,T i
f ) = 1 if:

(i) there existσ∈ S (w) andt f ∈T i
f such thatt f ∈σ

but
(ii) for all (σo,σu) ∈ Ĵ (w) and for all t f ∈ T i

f it
holds thatt f 6∈ σu.
In such a case a fault transition of classi may have
occurred but is not contained in any justification
of w.

• ∆(w,T i
f ) = 2 if there exist (σo,σu),(σ′

o,σ′
u) ∈

Ĵ (w) such that
(i) there existst f ∈ T i

f such thatt f ∈ σu;

(ii) for all t f ∈ T i
f , t f 6∈ σ′

u.
In such a case a fault transition of classi is con-
tained in one (but not in all) justification ofw.

• ∆(w,T i
f ) = 3 if for all σ∈ S (w) there existst f ∈T i

f
such thatt f ∈ σ.
In such a case theith fault must have occurred,
because all firable sequences consistent with the
observation contain at least one fault inT i

f . �

Example 6.2. Let us consider the PN in Figure 1
previously introduced in Example 3.2. LetTf =
{ε11,ε12}. Assume that the two fault transitions be-
long to different fault classes, i.e.,T1

f = {ε11} and

T2
f = {ε12}.

Let us observew = a. Then ∆(w,T1
f ) =

∆(w,T2
f )= 0, beingĴ (w) = {(t1,ε)} andS (w)= {t1}.

In words no fault of both fault classes can have oc-
curred.

Let us observew = ab. Then ∆(w,T1
f ) = 1

and ∆(w,T2
f ) = 0, being Ĵ (w) = {(t1t2,ε)} and

S (w) = {t1t2,t1t2ε8,t1t2ε8ε9,t1t2ε8ε9ε10,t1t2ε8ε11}.
This means that a fault of the second fault class may
have occurred (e.g.t1t2ε8ε11) but it is not contained
in any justification ofab, while no fault of the first
fault class can have occurred.

Now, let us considerw = abb. In this
case ∆(w,T1

f ) = 2 and ∆(w,T2
f ) = 0, being

Ĵ (w) = {(t1t2t2,ε8ε9ε10),(t1t2t3,ε8ε11)} andS (w) =
{t1t2ε8ε9ε10t2,t1t2ε8ε9ε10t2ε8,t1t2ε8ε9ε10t2ε8ε9,

t1t2ε8ε9ε10t2ε8ε9ε10,t1t2ε8ε9ε10t2ε8ε11}. This means
that no fault of the first fault class can have occurred,
while a fault of the second fault class may have
occurred since one justification does not containε11
and one justification contains it.

Finally, let us considerw = abbccc. In this
case ∆(w,T1

f ) = 1 and ∆(w,T2
f ) = 3. In fact

sinceĴ (w) = {(t1t2t3t5t4t4,ε8ε11),(t1t2t3t4t5t4,ε8ε11),
(t1t2t3t4t4t5,ε8ε11),(t1t2t3t4t4t4,ε8ε11)} a fault of the
first fault class must have occurred, while a fault
of the second fault class may have occurred (e.g.
t1t2ε8ε11t3t4t4t5ε12) but it is not contained in any jus-
tification ofw. �

The following proposition presents how the di-
agnosis states can be characterized analyzing basis
markings and justifications.

Proposition 6.3 (Cabasino et al., 2009).Consider
an observed wordw∈ L∗.

• ∆(w,T i
f )∈ {0,1} iff for all (M,y) ∈M (w) and for

all t f ∈ T i
f it holdsy(t f ) = 0.

• ∆(w,T i
f ) = 2 iff there exist(M,y) ∈ M (w) and

(M′
,y′) ∈M (w) such that:

(i) there existst f ∈ T i
f such thaty(t f ) > 0,

(ii) for all t f ∈ T i
f , y′(t f ) = 0.
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• ∆(w,T i
f ) = 3 iff for all (M,y) ∈M (w) there exists

t f ∈ T i
f such thaty(t f ) > 0.

The following proposition shows how to distin-
guish between diagnosis states 0 and 1.

Proposition 6.4 (Cabasino et al., 2009).For a PN
whose unobservable subnet is acyclic, letw ∈ L∗ be
an observed word such that for all(M,y) ∈ M (w) it
holdsy(t f ) = 0 ∀ t f ∈ T i

f . Let us consider the con-
straint set

T (M) =















M +Cu ·z≥~0,

∑
t f ∈T i

f

z(t f ) > 0,

z∈ Nnu.

(1)

• ∆(w,T i
f ) = 0 if ∀ (M,y) ∈M (w) the constraint set

(1) is not feasible.
• ∆(w,T i

f )= 1 if ∃ (M,y)∈M (w) such that the con-
straint set (1) is feasible.

On the basis of the above two results, if the un-
observable subnet is acyclic, diagnosis may be car-
ried out by simply looking at the setM (w) for any
observed wordw and, should the diagnosis state be
either 0 or 1, by additionally evaluating whether the
corresponding integer constraint set (1) admits a so-
lution.

Example 6.5. Let us consider the PN in Figure 1
whereT1

f = {ε11} andT2
f = {ε12}.

Let w = ab. In this caseM (w) = {(M1
b,

~0)},
whereM1

b = [0 1 0 0 0 0 0 1 0 0 0]T . BeingT (M1
b) fea-

sible only for the fault classT1
f it holds∆(w,T1

f ) = 1

and∆(w,T2
f ) = 0.

Let w = abb. It isM (w) = {(M1
b, [1 1 1 0 0 0]T),

(M2
b, [1 0 0 1 0 0]T)}, where M2

b =

[0 0 0 0 0 0 1 1 0 0 0]T . It is ∆(w,T1
f ) = 2 and

∆(w,T2
f ) = 0 being bothT (M1

b) and T (M2
b) not

feasible.
Let w = abbccc. In this case M (w) =

{(M3
b, [1 1 1 0 0 0]T),(M4

b, [1 1 1 0 0 0]T)}, where
M3

b = [0 0 0 0 0 0 1 1 0 0 0]T and M4
b =

[0 0 0 0 0 0 1 0 1 0 0]T . It is ∆(w,T1
f ) = 3 and be-

ing T (M4
b) feasible for the second fault classT2

f it

holds∆(w,T2
f ) = 1. �

7 BASIS REACHABILITY GRAPH

Diagnosis approach described in the previous section
can be applied both to bounded and unbounded PNs.
The proposed approach is an on-line approach that for

each new observed event updates the diagnosis state
for each fault class computing the set of basis mark-
ings and j-vectors. Moreover if for a given fault class
is necessary to distinguish between diagnosis states
0 and 1, it is also necessary to solve for each basis
markingMb the constraint setT (Mb).

In this section we show that if the considered net
system is bounded, the most burdensome part of the
procedure can be moved off-line defining a graph
calledBasis Reachability Graph(BRG).

Definition 7.1. The BRG is a deterministic graph that
has as many nodes as the number of possible basis
markings.

To each node is associated a different basis mark-
ing M and a row vector with as many entries as the
number of fault classes. The entries of this vector
may only take binary values: 1 ifT (M) is feasible,
0 otherwise.

Arcs are labeled with observable events inL and
e-vectors. More precisely, an arc exists from a node
containing the basis markingM to a node containing
the basis markingM′ if and only if there exists a tran-
sition t for which an explanation exists atM and the
firing of t and one of its minimal explanations leads to
M′. The arc going fromM to M′ is labeled(L (t),e),
wheree∈Ymin(M,t) andM′ = M +Cu ·e+C(·,t). �

Note that the number of nodes of the BRG is al-
ways finite being the set of basis markings a subset
of the set of reachable markings, that is finite being
the net bounded. Moreover, the row vector of binary
values associated to the nodes of the BRG allows us
to distinguish between the diagnosis state 1 or 0.

The main steps for the computation of the BRG in
the case of labeled PNs are summarized in the follow-
ing algorithm.

Algorithm 7.2 (Computation of the BRG).

1. Label the initial node(M0,x0) where∀i = 1, . . . , r,

x0(T i
f ) =

{

1 if T (M0) is feasible,
0 otherwise.

Assign no tag to it.
2. While nodes with no tag exist

select a node with no tag and do
2.1. let M be the marking in the node(M,x),
2.2. for all l ∈ L

2.2.1.for all t : L(t) = l ∧Ymin(M, t) 6= /0, do
• for all e∈Ymin(M, t), do
• let M′ = M +Cu ·e+C(·, t),
• if ∄ a node(M,x) with M = M′, do
• add a new node to the graph containing
(M′

,x′) where∀i = 1, . . . , r,

x′(T i
f ) =

{

1 if T (M′) is feasible,
0 otherwise.

and arc(l ,e) from (M,x) to (M′
,x′)

• else
• add arc(l ,e) from (M,x) to (M′

,x′)
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if it does not exist yet
2.3. tag the node ”old”.

3. Remove all tags.

�

The algorithm constructs the BRG starting from
the initial node to which it corresponds the initial
marking and a binary vector defining which classes
of faults may occur atM0. Now, we consider all
the labelsl ∈ L such that there exists a transitiont
with L(t) = l for which a minimal explanation atM0
exists. For any of these transitions we compute the
marking resulting from firingt at M0 +Cu ·e, for any
e∈Ymin(M0,t). If a pair (marking, binary vector) not
contained in the previous nodes is obtained, a new
node is added to the graph. The arc going from the
initial node to the new node is labeled(l ,e). The pro-
cedure is iterated until all basis markings have been
considered. Note that, our approach always requires
to enumerate a state space that is a strict subset of the
reachability space. However, as in general for diag-
nosis approaches, the combinatory explosion cannot
be avoided.

Example 7.3. Let us consider the PN in Figure 1,
whereTo = {t1,t2,t3,t4,t5,t6,t7}, Tu = {ε8,ε9,ε10,ε11,

ε12,ε13}, T1
f = {ε11} andT2

f = {ε12}. The labeling
function is defined as follows:L (t1) = a, L (t2) =
L (t3) = b, L (t4) = L (t5) = c, L (t6) = L (t7) = d.

The BRG is shown in Figure 2. The notation used
in in this figure is detailed in Tables 1 and 2. Each
node contains a different basis marking and a binary
row vector of dimension two, being two the number
of fault classes. As an example, the binary vector[0 0]
is associated toM0 becauseT (M0) is not feasible for
both fault classes. From nodeM0 to nodeM1 there is
one arc labeleda and with the null vector as minimal
explanation. The node containing the basis marking
M2 has binary vector[0 1], becauseT (M2) is feasible
only for T2

f . Node(M2, [0 1]) has two output arcs both
labeled withd and both directed to node(M1, [0 0])
with two different minimal explanations~0 ande1, re-
spectively, plus another output arc(b,~0) directed to
node(M4, [1 1]). �

The following algorithm summarizes the main
steps of the on-line diagnosis carried out by looking
at the BRG.

Algorithm 7.4 (Diagnosis using the BRG).
1. Let w = ε.
2. LetM (w) = {(M0,~0)}.
3. Wait until a new observable transition fires.

Let l be the observed event.
4. Let w′ = w andw = w′l .
5. LetM (w) = /0, [Computation of M (w)]
6. For all nodes containingM′ : (M′

,y′) ∈M (w′), do

M0, [0 0] 

a,0 

M1, [0 0] 

M2, [0 1] 

d,0 
c,0 

M6, [0 1] 

d,e1 

b, e3 
 

M3, [1 0] 

M4, [1 1] 

b,0 

b,e2 

b,0 

M5, [0 0] 
b, e3 

b,e2 

d,0 

c,0 

c,0 

c,0 
d,e1 

c,0 

d,0 d,e1 

Figure 2: The BRG of the PN in Figure 1.

6.1. for all arcs exiting from the node withM′, do
6.1.1.let M be the marking of the output node

ande be the minimal e-vector on the edge
from M′ to M,

6.1.2.for all y′ such that(M′
,y′) ∈M (w′), do

6.1.2.1. let y = y′ +e,
6.1.2.2. letM (w) =M (w)∪{(M,y)},

7. for all i = 1, . . . , r, do
[Computation of the diagnosis state]

7.1. if ∀ (M,y) ∈M (w) ∧ ∀t f ∈ T i
f it is y(t f ) = 0, do

7.1.1.if ∀ (M,y) ∈M (w) it holdsx(i) = 0,
wherex is the binary vector in nodeM, do

7.1.1.1.let ∆(w,T i
f ) = 0,

7.1.2.else
7.1.2.1.let ∆(w,T i

f ) = 1,
7.2. if ∃ (M,y) ∈M (w) and(M′

,y′) ∈M (w) s.t.:
(i) ∃t f ∈ T i

f such thaty(t f ) > 0,
(ii) ∀t f ∈ T i

f , y′(t f ) = 0, do
7.2.1.let ∆(w,T i

f ) = 2,
7.3. if ∀ (M,y) ∈M (w) ∃t f ∈ T i

f : y(t f ) > 0, do
7.3.1.let ∆(w,T i

f ) = 3.
8. Goto step 3.

�

Steps 1 to 6 of Algorithm 7.4 enables us to com-
pute the setM (w). When no event is observed,
namelyw= ε, thenM (w) = {(M0,~0)}. Now, assume
that a labell is observed. We include in the setM (l)
all couples(M,y) such that an arc labeledl exits from
the initial node and ends in a node containing the ba-
sis markingM. The corresponding value ofy is equal
to the e-vector in the arc going fromM0 to M, being
~0 the j-vector relative toM0. In general, ifw′ is the
actual observation, and a new event labeledl fires, we
consider all couples(M′

,y′) ∈ M (w′) and all nodes
that can be reached fromM′ with an arc labeledl . Let
M be the basis marking of the generic resulting node.
We include inM (w) = M (w′t) all couples(M,y),
where for anyM, y is equal to the sum ofy′ plus the
e-vector labeling the arc fromM′ to M.

Step 7 of Algorithm 7.4 computes the diagnosis
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Table 1: The markings of the BRG in Figure 2.

M0 [ 1 0 0 0 0 0 0 0 0 0 0 ]T

M1 [ 0 1 0 0 0 0 0 1 0 0 0 ]T

M2 [ 0 1 0 0 0 0 0 0 1 0 0 ]T

M3 [ 0 0 1 0 0 0 0 1 0 0 0 ]T

M4 [ 0 0 1 0 0 0 0 0 1 0 0 ]T

M5 [ 0 0 0 0 0 0 1 1 0 0 0 ]T

M6 [ 0 0 0 0 0 0 1 0 1 0 0 ]T

Table 2: The e-vectors of the BRG in Figure 2.

ε8 ε9 ε10 ε11 ε12 ε13

e1 0 0 0 0 1 1
e2 1 1 1 0 0 0
e3 1 0 0 1 0 0

state. Let us consider the genericith fault class. If
∀(M,y) ∈ M (w) and∀t f ∈ T i

f it holdsy(t f ) = 0, we
have to check theith entry of all the binary row vec-
tors associated to the basis markingsM, such that
(M,y) ∈ M (w). If these entries are all equal to 0,
we set∆(w,T i

f ) = 0, otherwise we set∆(w,T i
f ) = 1.

On the other hand, if there exists at least one pair
(M,y) ∈ M (w) with y(t f ) > 0 for any t f ∈ T i

f , and
there exists at least one pair(M′

,y′) ∈ M (w) with
y(t f ) = 0 for all t f ∈ T i

f , then∆(w,T i
f ) = 2. Finally, if

for all pairs(M,y) ∈M (w) y(t f ) > 0 for anyt f ∈ T i
f ,

then∆(w,T i
f ) = 3.

The following example shows how to perform di-
agnosis on-line simply looking at the BRG.

Example 7.5.Let us consider the PN in Figure 1 and
its BRG in Figure 2. Letw = ε. By looking at the
BRG we establish that∆(ε,T1

f ) = ∆(ε,T2
f ) = 0 being

both entries of the row vector associated toM0 equal
to 0.

Now, let us considerw = ab. In such a case
M (w) = {(M3,~0)}. It holds ∆(ab,T1

f ) = 1 and

∆(ab,T2
f ) = 0 being the row vector in the node equal

to [1 0].
Finally, for w = abbc it holds ∆(abbc,T1

f ) =

2 and ∆(abbc,T2
f ) = 1. In fact M (w) =

{(M4,y1),(M5,y2)}, wherey1 = e2, y2 = e2 +e3, and
the row vectors associated toM4 andM5 are respec-
tively [1 1] and[0 0]. �

8 MATLAB TOOLBOX

Our group at the University of Cagliari has developed
a MATLAB toolbox for PNs.

In this section we illustrate how it can be used for
the diagnosis of labeled PNs. In particular, we con-
sider the function that given a bounded labeled PN
builds the basis reachability graph.

The input of the MATLAB function BRG.m are:

• the structure of the net, i.e., the matricesPre and
Post;

• the initial markingM0;

• a cell arrayF that has as many rows as the number
of fault classes, that contains in each row the fault
transitions that belong to the corresponding fault
class;

• a cell arrayL that has as many rows as the car-
dinality of the considered alphabet, that contains
in each row the observable transitions having the
same label;

• a cell arrayE that contains in each row a string of
characters, each one corresponding to a different
label in the considered alphabet. Obviously, the
cell arrayE is ordered according toL.

The output of the MATLAB function BRG.m is
a cell arrayT that univocally identifies the resulting
BRG. It has as many rows as the number of nodes of
the BRG. A different row is associated to each node
and contains the following information:

• an identifier number of the node;

• a matrix whose rows are equal to the transpose of
the basis markings associated to the node;

• a matrix with as many rows as the number of ba-
sis markings associated to the node and as many
columns as the number of fault classes: thejth
element in theith row (corresponding toMi

b) is

equal toxi(T
j
f ) evaluated atMi

b. Thus,xi(T
j
f ) = 0

is T (Mi
b) is not feasible with respect toT f

j , 1 oth-
erwise;
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• the transitions enabled at node;

• the identifier number of the nodes that are reached
firing an enabled transition and the corresponding
j-vector.

9 NUMERICAL SIMULATIONS

Let us consider the Petri net in Figure 3 (Lai et al.,
2008), where thick transitions represent observable
event and thin transitions represent unobservable
events. It models a family of manufacturing systems
characterized by three parameters:n, m andk.

— n is the number of production lines.
— m is the number of units of the final product

that can be simultaneously produced. Each unit of
product is composed ofn parts.

— k is the number of operations that each part
must undergo in each line.

To obtain one unit of final productn orders are
sent, one to each line; this is represented by observ-
able eventts. Each line will produce a part (all parts
are identical) and put it in its final buffer. An assembly
station will take one part from each buffer (observable
eventte) to produce the final product.

The part in linei (i = 1, . . . ,n) undergoes a series
of k operations, represented by unobservable events
εi,1,εi,2, · · · ,εi,k.

After this series of operations two events are pos-
sible: either the part is regularly put in the final buffer
of the line, or a fault may occur.

— Putting the part in the final buffer of line 1 cor-
responds to unobservable eventε1,k+1, while putting
the part in the final buffer of linei (i = 2, . . . ,n) corre-
sponds to observable eventti,k+1.

— There aren− 1 faults, represented by unob-
servable eventsfi (i = 1, . . . ,n− 1). Fault fi moves
a part from linei to line i + 1. Note that on linei
(i = 1, . . . ,n−1) the fault may only occur when the
part has finished processing and is ready to be put in
its final buffer; the part goes to the same processing
stage in linei +1.

In this section we present the results of the compu-
tation of the BRG for several numerical simulations.
Results obtained for different values ofn, k andmare
summarized in Tables 3, 4 and 5.

Note that for the sake of simplicity we assumed
that all faults belong to the same class.

In these tables we also detail the cardinality of
the reachability setR. This is an extremely important
parameter to appreciate the advantage of using basis
markings. The value of|R| has been computed using
a function we developed in MATLAB. For complete-
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Figure 3: A manufacturing system.

ness we also reported the time necessary to compute
it.

Let us observe that some boxes of the above tables
contain the non numerical values o:t: (out of time),
that denotes that the corresponding value has not been
computed within 6 hours.

All simulations have been run on a PC Athlon 64,
4000+ processor.

— Columns 1 and 2 show the values ofn andk.
— Column 3 shows the number of nodes|R| of the

reachability graph.
— Column 4 shows the timetR in seconds we

spent to compute the reachability graph.
— Column 4 shows the number of nodes|BRG| of

the BRG.
— Column 5 shows the timetBRG in seconds we

spent to compute the BRG using the function BRG.m.
Tables 3, 4 and 5 show that the time spent to com-

pute the reachability graph highly increases with the
dimension of the net, namely withn andk, and with
the number of productsm.

On the contrary, the time spent to compute the
BRG is always reasonable even for high values ofn,
k andm.

Tables 3, 4 and 5 also show that the number of
nodes of the BRG only depends onn andm, while it
is invariant with respect tok. On the other hand,|R|
also highly increases withk.
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Table 3: Numerical results in the case ofm = 1.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 15 0.031 5 0.062
2 2 24 0.031 5 0.062
2 3 35 0.047 5 0.062
2 4 48 0.062 5 0.07
2 5 63 0.078 5 0.07
2 6 80 0.094 5 0.07
3 1 80 0.094 17 0.101
3 2 159 0.25 17 0.101
3 3 274 0.672 17 0.109
3 4 431 1.72 17 0.117
3 5 636 3.938 17 0.125
3 6 895 8.328 17 0.132

4 1 495 2.375 69 0.375
4 2 1200 16.969 69 0.43
4 3 2415 77.828 69 0.477
4 4 4320 272.53 69 0.531
4 5 7119 824.69 69 0.594
4 6 11040 2122.4 69 0.664
5 1 3295 155.81 305 4.345
5 2 9691 1615.7 305 4.765
5 3 22707 10288 305 5.25
5 4 o.t. o.t. 305 5.75
5 5 o.t. o.t. 305 6.897
5 6 o.t. o.t. 305 7.894

Table 4: Numerical results in the case ofm = 2.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 96 0.11 17 0.086
2 2 237 0.469 17 0.094
2 3 496 2.078 17 0.1

3 1 1484 24.204 140 0.78
3 2 5949 486.39 140 0.844
3 3 18311 5320.9 140 0.906

4 1 28203 14006 1433 73.5
4 2 o.t. o.t. 1433 76.5
4 3 o.t. o.t. 1433 76.5

For the considered Petri net, on the basis of the
above simulations, we can conclude that the diagno-
sis approach here presented is suitable from a com-
putational point of view. In fact, thanks to the basis
markings the reachability space can be described in a
compact manner.

Table 5: Numerical results in the case ofm = 3.

n k |R| tR [sec] |BRG| tBRG [sec]

2 1 377 1.203 39 0.145
2 2 1293 17.203 39 0.145
3 1 12048 2113.9 553 8.219
3 2 o.t. o.t. 553 9.016
4 1 o.t. o.t. 9835 4095.06
4 2 o.t. o.t. 9835 4095.06

10 CONCLUSIONS AND FUTURE
WORK

This paper presents a diagnosis approach for labeled
PNs using basis markings. This enables us to avoid an
exhaustive enumeration of the reachability set. This
approach applies to all bounded and unbounded Petri
net systems whose unobservable subnet is acyclic.
However, if we consider bounded net systems the
most burdensome part of the procedure may be moved
off-line computing the Basis Reachability Graph. Fi-
nally, we have presented a tool for the diagnosis of
labeled bounded PNs and we have shown the simula-
tion results using as diagnosis benchmark a family of
manufacturing systems.

We have also studied the problem of diagnosabil-
ity of bounded and unbounded PNs giving for both
cases necessary and sufficient conditions for diagnos-
ability. These results are not reported here, but they
have been already submitted to an international con-
ference.

Our future work will be that of studying the di-
agnosis problem for distributed systems investigating
the possibility of extending the approach here pre-
sented to this case.
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Abstract: We have been witnessing numerous world crises and disasters—from ecological to military to economic, 
with global world dynamics likely to be increasing this century further. The paper highlights known holistic 
and gestalt principles mainly used for a single brain, extending them to any distributed systems which may 
need high integrity and performance in reaction to unpredictable situations. A higher organizational layer is 
proposed enabling any distributed resources and systems to behave as an organism having global 
“consciousness” and pursuing global goals. This “over-operability” layer is established by implanting into 
key system points the same copy of a universal intelligent module, which can communicate with other such 
modules and interpret collectively global mission scenarios presented in a special Distributed Scenario 
Language. The scenarios can be injected from any module, and then self-replicate, self-modify, and self-
spread throughout the system to be managed, tasking components, activating distributed resources, and 
establishing runtime infrastructures supporting system’s integrity. Numerous existing and prospective 
applications are outlined and discussed, confirming paradigm’s usefulness for solving hot world problems. 

1 INTRODUCTION 

To understand mental state of a handicapped person, 
problems of economy and ecology, or how to win on 
a battlefield, we must consider the system as a whole 
-- not just as a collection and interaction of parts. 
The situation may complicate dramatically if the 
system is dynamic and open, spreads over large 
territories, comprises unsafe or varying components, 
and cannot be observed in its entirety from a single 
point. Numerous world crises we have been 
witnessing at the beginning of this century, 
including the current economic one, may have 
emerged, first of all, due to our inability of seeing 
and managing complex systems as a whole.  

To withstand the unwanted events and their 
consequences (ideally: predict and prevent them) we 
need effective worldwide integration of numerous 
efforts and often dissimilar and scattered resources 
and systems. Just establishing advanced 
communications between parts of the distributed 
systems and providing the possibility of sharing 
local and global information from any point, often 
called “interoperability”, is becoming insufficient 

(even insecure and harmful) for solving urgent 
problems in dynamic environments, in real time and 
ahead of it. 

We may need the whole distributed system to 
behave as an integral organism, with parts not so 
interoperating but rather complementing each other 
and representing altogether an integral whole 
pursuing global goals and having a sort of global 
awareness and consciousness. This whole should be 
essentially more than the sum of its parts, with the 
latter having sense, possibly even existence, in the 
context of this whole, rather than vice versa. 

This paper develops further the over-operability 
principle researched in Sapaty, 1993, 1999, 2002, 
2005 and other works (the term “over-operability” 
coined in Sapaty, 2002), which can establish 
intelligent dominant layer over distributed resources 
and systems, and help solve urgent world problems 
in a parallel, distributed, and dynamic way. 

The rest of this paper compares the dominant 
atomistic approach in system design, 
implementation and management with holistic and 
gestalt principles, and describes a novel ideology 
and technology for integral solutions in distributed 
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worlds, which can avoid many traditional 
management routines in solving global problems, 
with its numerous practical applications  outlined 
and discussed. 

2 ATOMISM, HOLISM, 
GESTALT  

We used to exercise predominantly atomistic, parts-
to-whole philosophy of the system design, 
comprehension and implementation, which extends 
even to the organization of management facilities 
themselves -- as a collection of interacting parts, or 
agents. (This philosophy actually being the same as 
a century ago.) 

Originally a system or campaign idea and the 
functionality needed emerge in a very general form 
(in a single human mind or in a close collective of 
such minds). Then this general idea (shown 
symbolically in Fig. 1a) is partitioned into individual 
chunks, or “atoms”, each detailed and studied further 
(Fig. 1b). This logical partitioning already causes 
swelling of the problem complexity (as indicated in 
Fig. 1b). 

1
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problem 
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into pieces 
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4
2

3

1
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Figure 1: System overhead under atomistic organization. 

The next step is materialization of the defined 
parts and their distribution in physical or virtual 
space. To make these parts work or behave together 
within the original idea of Fig. 1a, we may need a 
good deal of their communication and 
synchronization, also sophisticated control 
infrastructures, as depicted in Fig. 1c. This overhead 
may be considerable, outweighing and shadowing 
the original project definition. 

The main problem is that the initial idea (Fig. 1a) 
and even its second stage (Fig. 1b) are usually non 
formalized, remaining in the minds of creators only, 
and the real system description and implementation 

start from the already partitioned-interlinked stage, 
with its huge overhead (as Fig. 1c). 

This parts-to-whole approach also dominates in 
the controversial “society of mind” theory (Minsky, 
1988), which is trying to explain even human 
thinking from the atomistic positions. 

Holism (see, for example, Smuts, 2007) has quite 
an opposite vision of systems: 
• Holism as an idea or philosophical concept is 

diametrically opposed to atomism.  
• Where the atomist believes that any whole can be 

broken down or analyzed into its separate parts 
and the relationships between them, the holist 
maintains that the whole is primary and often 
greater than the sum of its parts.  

• The atomist divides things up in order to know 
them better; the holist looks at things or systems 
in aggregate. 

Gestalt theory (Koffka, 1913; Wertheimer, 1922) is 
based on the holistic principles too: 
• For the gestaltists, “Gestalten” are not the sums 

of aggregated contents erected subjectively upon 
primarily given pieces.  

• Instead, we are dealing with wholes and whole–
processes possessed of inner intrinsic laws.  

• Elements are determined as parts by the intrinsic 
conditions of their wholes and are to be 
understood as parts relative to such wholes.” 

Although gestalt psychology and theory was a 
general approach, most of the work on gestalt was 
done in the area of perception. In our research, we 
are trying to use the holistic and gestalt principles 
for the organization of distributed systems with 
highest possible integrity and performance (see 
Sapaty, 2009). 

3 WAVES, FIELDS, SCENARIOS 

We describe here a novel organizational philosophy 
and model, based on the idea of spreading 
interdependent parallel waves (as shown in Fig. 2), 
as an alternative to the dominant atomistic approach 
briefed above, also under the influence of mentioned 
holistic and gestalt ideas.  

Start
Wave1

Wave2
Wave3

Distributed Physical & Virtual Space
 

Figure 2: Grasping the entirety with spatial waves. 
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It allows us for an integral, parallel, and seamless 
navigation and coverage of virtual, physical or 
combined spaces where the solutions need to be 
found. Atomism emerges on the automatic 
implementation level only, which allows us to get 
high-level formal semantic definitions of systems 
and global operations in them, while omitting 
numerous organizational details (shown in Fig. 1c) 
and concentrating on global goals and overall 
performance instead. 

An automatic materialization of this approach is 
carried out by the network of universal intelligent 
modules (U), embedded into important system 
points, which collectively interpret integral mission 
scenarios expressed in the waves formalism, which 
can start from any U, subsequently covering the 
distributed system at runtime.  

Spatial Scenario

Emergent resources Universal control

U

UU

 
Figure 3: Self-spreading mission scenarios. 

The wavelike scenarios are usually very compact 
and can be created and modified on the fly. They can 
cooperate or compete with each other in the 
distributed networked space as overlapping fields of 
parallel solutions. 

Spreading waves can create knowledge 
infrastructures arbitrarily distributed between system 
components (robots, sensors, humans). These, 
subsequently or simultaneously navigated by same 
or other waves, can effectively support distributed 
databases, command and control, situation 
awareness, and autonomous decisions.  

This paradigm is much in line with the existing 
abundant evidence that certain aspects of cognition, 
morals, needs, object relations, motor skills, and 
language acquisition proceed in developmental 
stages. These stages appear to be fluid, flowing, 
overlapping waves (Wilber, 2009), where also:  

 

• Each stage has a holistic pattern that blends all 
of its elements into a structured whole;  

• These patterns unfold in a relational sequence, 
with each senior wave transcending but 
including its juniors.  

Our approach is also consistent with the ideas of 
self-actualization and person-centered approach 
(Rogers, 1978; Kriz, 2008), where the self is 
considered as an organized, consistent, conceptual 
gestalt exhibiting active forward thrust -- against 
tension reduction, equilibrium, or homeostasis (as in 
Freud, 2007, and others). In our case, instead of a 
single person we have the whole distributed system 
with high integrity and “active global thrust” 
behavior. 

4 THE SCENARIO LANGUAGE  

Distributed Scenario Language, or DSL (and its 
previous versions, WAVE including, as in Sapaty, 
1999, 2005) reflects the waves model proposed, and 
allows us to directly express semantics of problems 
to be solved in distributed worlds, also the needed 
global system behavior in a non-atomistic manner. 
DSL operates with: 
• Virtual World (VW), which is discrete and 

consists of nodes and links connecting these 
nodes.  

• Continuous Physical World (PW), any point in 
which may be accessed by physical coordinates 
(taking into account certain precision).  

• Virtual-Physical World (VPW), which is an 
extension of VW where nodes additionally 
associate with certain coordinates in PW.  

 

It also has the following key features: 
• A DSL scenario develops as a transition between 

sets of progress points (or props) in the form of 
parallel waves. 

• Starting from a prop, an action may result in one 
or more props (the resultant set of props may 
include the starting prop too).  

• Each prop has a resulting value (which can be 
multiple) and a resulting state (being one of the 
four: thru, done, fail, and abort). 

• Different actions may evolve independently or 
interdependently from the same prop, 
contributing to (and forming altogether) the 
resultant set of props.  

• Actions may also spatially succeed each other, 
with new ones applied in parallel from all the 
props reached by preceding actions. 

• Elementary operations can directly use local or 
remote values of props obtained from other 
actions (or even from the whole scenarios).  

• Elementary operations can result either in open 
values that can be directly used as operands by 
other operations in an expression, or by the next 
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operations in a sequence. They can also be 
directly assigned to local or remote variables 
(for the latter case, an access to these variables 
may invoke scenarios of any complexity). 

• Any prop can associate with a node in VW or a 
position in PW, or both -- when dealing with 
VPW.  

• Any number of props can be simultaneously 
linked with the same points of the worlds. 

• Staying with world points (virtual, physical, or 
combined) it is possible to directly access and 
update local data in them. 

• Moving in physical, virtual or combined worlds, 
with their possible modification or even creation 
from scratch, are as routine operations as, say, 
arithmetic or logical operations of traditional 
programming languages.  

• DSL can also be used as a usual universal 
programming language (like C, Java, or 
FORTRAN). 

 

DSL has a recursive syntax, which on top level is as 
follows: 
 

wave   phenomenon |  rule ( { wave , }) 
phenomenon     constant |  variable |  special 
constant    information | matter  | combined  
variable    heritable |  frontal |  
                             environmental | nodal 
rule    movement | creation |   
                            elimination | echoing |  fusion |  
                            verification |  assignment |  
                            advancing |  branching |   
                             transference | timing  | granting 
 

Elementary programming examples in DSL are 
shown in Fig. 4 for: a) assignment of a sum of 
values to a variable; b) parallel movement into two 
physical locations; c) creation of a node in a virtual 
space, and d) extension of the latter with a new link 
and node.  

a) assign(Result,add(27,33,55.6))

b) move(location(x5,y8),location(x1,y3))

d) sequence(hop(Peter), 
create(link(+fatherof),Alex))

c) create(node(Peter))

27
33
55.6

Result

x2,y3

x1,y2

Current 
location 

+

Peter

Peter Alex
fatherof

 
Figure 4: Elementary examples in DSL. 

Traditional abbreviations of operations and 
delimiters can also be used, as in many further 
examples throughout this text, to simplify and 
shorten DSL programs, remaining however within 
the general recursive syntactic structure shown 
above. 

5 COMPOSITION OF WAVES 

The language allows for an integral parallel 
navigation of distributed worlds in a controlled 
depth and breadth mode, with any combinations of 
the two. We will highlight here key possibilities of 
doing this by composition of DSL scenarios, or 
waves. 

5.1 Single Wave Features 

Single wave (let it be W1) development features are 
shown in Fig. 5. Starting from a prop, which may be 
associated with a point in the world, the related 
scenario evolves, grasps, and covers certain region 
in it, performing any operations needed in the 
distributed space. 

Starting 
prop

Resultant set of props 
& associated values

World coverage

Feedback control

Evolution

Resultant control 
state

W1

 
Figure 5:  Single wave features. 

The result of this spatial evolution may be multiple, 
and may lie in a (final) sub-region of the region 
covered, being represented by a set of resultant 
props (each linked to world points) and associated 
with them values. After termination of the wave, its 
resultant control state (which, in a parallel feedback 
process, merges termination states throughout the 
region covered) is available in the starting prop, and 
may be taken into account for decisions at higher 
levels. Also, if requested from higher levels, the 
values associated with the resultant props (which 
may be remote) can be lifted, spatially raked, and 
returned to the starting prop for a further processing.  

5.2 Advancing in Space 

The depth mode development of waves is shown in 
Fig. 6. For this type of composition, each subsequent 
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wave is applied in parallel from all props in space 
reached by the previous wave, with the resultant set 
of props (and associated values) on the whole group 
being the one of the last applied wave (i.e. W4 in the 
figure). 

G1
G2

G3
G4

Starting 
prop

Resultant set 
of props & 
associated 
valuesEvolutio

n

Feedback control World 
coverage

Intermediate 
sets of props

W1 W2
W3

W4

Resultant 
control 
state

advance(W1,W2,W3,W4)  
Figure 6: Depth mode composition of waves. 

This spatial advancement of waves returns the 
resultant control state which is available at the 
starting prop, and the values of the resultant set of 
props can also be echoed to the starting prop if 
requested. Examples of other advancing rules:   
• advance synchronized – the one where any 

new wave is applied only after all invocations of the 
previous wave have been terminated; 

• repeat – where the same wave is applied 
repeatedly from all props reached by its previous 
invocation; 

• repeat synchronized – where in the repeated 
invocation of a wave each new invocation starts only 
after full completion of the previous one. 

5.3 Branching in Space 

The branching breadth mode composition of waves 
is shown in Fig. 7, where all waves in the group are 
evolving from the same starting prop, and each wave, 
with its own resultant set of props and associated 
values, contributes to the final result. 

Starting 
prop

Resultant set 
of props & 
associated 
values

Evolutio
n

Feedback control World 
coverage

W1

W2

W3
Resultant 
control 
state

sequence(W1,W2,W3)  
Figure 7: Breadth mode composition of waves. 

The merge of results from different waves depends 
on the branching rule used, with their repertoire 
(besides the sequence in Fig. 7) including: 
 if, while, parallel, or, parallel or,   
 and, parallel and,  cycle, loop, and  
 sling.  
(More details on these and other rules can be found, 
say, from Sapaty, 1999, 2005.) 

5.4 Combined Branching-Advancing  

Any combination of advancing and branching modes 
in a distributed space can be expressed and 
implemented in DSL (as shown in Fig. 8).  

Starting 
prop

Resultant set 
of props & 
associated 
values

Evolution

Feedback control World 
coverage

W1

W2

W3

W4

Intermediate sets 
of props

Resultant 
control state

advance(sequence(W1,W2,W3),W4)  
Figure 8: Breadth–depth composition mode. 

These combinations, when embraced by the existing 
variety of composition rules, can provide any 
imaginable and even so far unimaginable spatial 
algorithms that can solve distributed problems in 
highly integral and compact ways, without explicit 
descending to the traditional atomistic level shifted 
to the automatic implementation only.  

5.5 Operations on Remote Values 

Due to fully recursive organization of DSL, it is 
possible to program in it arbitrary complex 
expressions directly operating not only on local but 
also arbitrarily remote values, where any programs 
(scenarios) can happen to be operands of any 
operations (expressed by rules). This gives an 
enormous expressive power and compactness to 
complex spatial scenarios evolving in distributed 
environments. An example of such compact 
expression of spatial operations on remote values 
and variables is shown in Fig. 9. 
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Figure 9: Direct operations on remote values. 

6 DISTRIBUTED INTERPRETER 

DSL interpreter, as from the previous language 
version called WAVE (Sapaty, 1993, 1999, 2005), 
has been prototyped in different countries on various 
platforms. Its public domain version (financed in the 
past by Siemens/Nixdorf) is being used for 
applications like intelligent network management or 
simulation of distributed dynamic systems. The DSL 
interpreter basics include: 
 

• It consists of a number of specialized modules 
working in parallel and handling and sharing 
specific data structures, which are supporting 
persistent virtual worlds and temporary 
hierarchical control mechanisms.  

• The whole network of the interpreters can be 
mobile and open, changing at runtime the 
number of nodes and communication structure 
between them.  

• The heart of the distributed interpreter is its 
spatial track system enabling hierarchical 
command and control and remote data and code 
access, with high integrity of emerging parallel 
and distributed solutions. 

The DSL interpreter structure is shown in Fig. 10. 

Frontal 
Variables

Parser
Incoming 
Queue

Outgoing 
Queue

Track 
Forest

Wave 
Queue

Suspended 
Waves

Nodal 
Variables

Knowledge 
Network 

Control 
Processor 

Environmental 
Variables

Wave
Identities

Communication 
Processor

Operation 
Processors

Processors

Data structures  
Figure 10: Structure of DSL interpreter. 

It can be easily implemented in both software and 
hardware on any platforms, where the intelligent 
“wave chip” can be implanted into a great variety of 
devices, making them working together as an 
integral unit under the spatial DSL scenarios. 

7 PROGRAMMING EXAMPLES 

We will show here examples of solution in DSL of 
some important problems on networks and graphs in 
a fully distributed way, where each node may reside 
in a separate computer. 

7.1 Shortest Paths 

The solution for finding a path between two nodes 
by navigating the network with parallel waves is 
sown in Fig. 11, and the scenario that follows.  
 

sequence( 
 (direct # a; Ndist = 0; repeat( 
  any #; Fdist += LINK;  
  Ndist == nil, Ndist > Fdist;  
  Ndist = Fdist; Npred = BACK)) 
 (direct # e; repeat( 
  Fpath &= CONT; any # Npred); 
  USER = Fpath)) 
 

Shortest path to be found

Wave1

Wave2

Wave3

Start

a f

e

d

c

b

1

1 4

3

2

1

2
24

 
Figure 11: Finding shortest path with waves. 

Many problems of optimization and control may be 
expressed as finding shortest paths in a distributed 
solution space. 

7.2 Spatial Topology Analysis 

DSL allows us to directly analyze and process 
distributed topologies in a parallel and extremely 
concise way. 
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7.2.1 Articulation Points 

To find the weakest nodes in a network (called 
articulation points) which, when removed, split it 
into disjoint parts, as in Fig. 12 for node d, we need 
only the program that follows. 
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w

Articulation 
point

 
Figure 12: Articulation points. 

direct # all; ID = CONT; Nm = 1; 
and((random(all #);  
 repeat(Nm ==; Nm = 1; all #)), 
 (all #; Nm ==), USER = CONT) 
 

Result:  d. 

7.2.2 Cliques 

Cliques (or fully connected sub-graphs of a graph, as 
in Fig. 13), on the opposite, may be considered as 
strongest parts of a system. They can be found in 
parallel by the program that follows. 
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Figure 13: Cliques. 

direct # all; Fclique = CONT; 
repeat(all #; CONT !~ Fclique;  
 and(andpar(any # Fclique; done !), 
  or((BACK > CONT; done !), 
   Fclique &= CONT))); USER = Fclique 
 

Result:   (a,b,c,d), (c,d,e), (d,e,f) 

7.2.3 All Triangles 

Any topological patterns can be found in any 

distributed network. For example, finding all 
triangles in a graph in Fig. 13 needs a simple code:  
 

direct # all; Ftr = CONT;  
2(all#; BACK > CONT; Ftr &= CONT);  
 any # Ftr : 1; USER = Ftr 

 

Result:  (a,b,c), (b,c,d), (c,d,e), (d,e,f), (a,b,d), (a,c,d) 

7.2.4 Network Creation 

Any network can be created in a distributed space, 
and in parallel mode, by a very simple code too, as 
follows, as for the network in Fig. 13.   

create(direct#a; p#b; q#d; u##a,(v#f; 
w#e; u##d,(p#c; s##a, r##b, t##d))) 

 

Arbitrary infrastructures can be created at runtime, 
on the fly, which can become active by putting 
certain procedures into their nodes and links. Any 
other existing models (incl. Petri nets, neural nets, 
contract nets, etc.) can also be implemented in a 
fully distributed and parallel way in DSL. Many 
related examples can be found in Sapaty, 1999. 

8 COLLECTIVE ROBOTICS 

Installing DSL interpreter into mobile robots 
(ground, aerial, or underwater) may allow us to 
organize any group solutions of complex problems 
in distributed physical spaces in a concise and 
effective way, shifting traditional management 
routines to automatic level. It is possible to express 
tasks and behaviors on different levels, as follows. 

8.1 Task Level 

Heterogeneous groups of mobile robots (as in Fig. 
14) can be tasked at a highest possible level, just 
telling what they should do together, without 
detailing how, and what are the duties of every unit. 
An example task may be formulated as follows. 

 
Figure 14: Grouping ground vehicles. 
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Go to physical locations of the disaster zone with 
coordinates (50.433, 30.633), (50.417, 30.490), and 
(50.467, 30.517). Evaluate damage in each location, 
find and transmit the maximum destruction value, 
together with exact coordinates of the corresponding 
location, to a management center.  

The DSL program will be as follows: 
 

transmit(maximum( 
  move((50.433, 30.633), 
       (50.417, 30.490), 
       (50.467, 30.517)); 
evaluate(destruction)& WHERE)) 
 

Details of automatic implementation of this scenario 
by different numbers of mobile robots are discussed 
in (Sapaty, 2009c). 

8.2 Behavioral Level 

After embedding DSL interpreters into robotic 
vehicles (like the aerial ones in Fig. 15), we can also 
provide any needed detailed collective behavior of 
them (at a lower than top task level, as before)—
from loose swarms to a strictly controlled integral 
unit obeying external orders. Any mixture of 
different behaviors within the same scenario can be 
easily programmed too.  

The following DSL scenario combines loose, 
random swarm movement in a distributed space with 
periodic finding/updating topologically central unit, 
and setting runtime hierarchical infrastructure 
between the units. The latter controls observation of 
distributed territory, collecting potential targets, 
distributing them between the vehicles, and then 
impacting potential targets by them individually. 
More on the implementation of this scenario can be 
found in Sapaty, 2008. 

U

U
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Figure 15: Grouping aerial vehicles. 

(hop(allnodes); Range = 500; 
 Limits = (dx(0,8), dy(-2,5));  
 repeat(Shift = random(Limits);  
  if(empty(hop(Shift, Range),   

     move(Shift)))), 
(repeat(hop( 
  Faver =average(hop(allnodes);WHERE); 
  min(hop(allnodes);  
  distance(Aver, WHERE)& ADDRESS):2)); 
  stay(hop(nodes,all);rem(links,all); 
  Frange = 20; repeat( 
   linkup(+infra, firstcome, Frange)); 
  orpar( 
   loop(nonempty(Fseen =  
    repeat(free(detect(targets)),  
    hoplinks(+ infra)); 
    repeat(  
     free(select_move_shoot(Fseen),  
     hoplinks(+ infra))), 
   sleep(360))) 

9 OTHER APPLICATIONS 

9.1 Distributed Avionics 

Distributed communicating DSL Interpreters, 
embedded into aircraft’s key mechanisms (as in Fig. 
16), can provide highest possible integrity of the 
aircraft that may continue to function as a whole 
even under physical disintegration -- which may 
help find critical runtime solutions saving lives and 
equipment (see also Sapaty, 2008a).  
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U

U

U

U U

Starting from any 
node, controlling, 
recovering and 
reassembling the 
whole aircraft

Communicating 
DSL interpreters

 
 

Figure 16: Distributed control infrastructure. 

Collecting availability of aircraft’s basic 
mechanisms, and establishing overall aircraft control 
from any available DSL interpreter, may be 
organized as follows: 
 

Available =   
 repeat(free(belong(CONT, 
  (left_aileron, right_aileron,  
   left_elevator,right_elevator,   
   rudder, left_engine,right_engine,    
   left_chassis, right_chassis, …));  
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   CONT), hop(firstcome, neighbors)); 
if(sufficient(Available), 
   control(Available), set(alarm)) 

9.2 Objects Tracking  

In a large distributed space, each embedded (or 
moving) sensor can handle only a limited part of 
space, so to keep the whole observation continuous, 
the mobile object seen should be handed over 
between neighboring sensors during its movement, 
along with the data accumulated on it (see also 
Sapaty, 1999, 2007, 2008).  
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Figure 17: Tracking mobile objects. 

The following program, starting in all sensors, 
catches the object it sees and follows it wherever it 
goes, if not observable from this point any more.  
 
hop(allnodes); Fthr = 0.1;  
Fobj = search(aerial); 
visibility(Fobj) > Fthr; repeat( 
 loop(visibility(Fobj) > Fthr); 
 maxdest(hop(neighbors); (Seen =   
 visibility(Fobj)) > Fthr; Seen)) 

9.3 Emergency Management 

Embedded communicating DSL Interpreters can 
convert any post-disaster wreckage into a universal 
spatial machine capable of self-analysis and self-
recovery under integral management scenarios (as in 
Sapaty, Sugisaka, Finkelstein, Delgado-Frias, 
Mirenkov, 2006; Sapaty, 2006). For example, all 
casualties counting program may be as follows (with 
its distributed operation shown in Fig. 18): 
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Figure 18: Counting all casualties. 

Farea = disaster area definition; 
output(sum(hop(Farea); 
 repeat(free(count(casualties)), 
 hop(alllinks, firstcome, Farea)))) 
 

Counting casualties in each region separately and 
organizing proportional relief delivery to each of 
them, may be expressed as follows: 
 

Frea = disaster area definition; 
split(collect(hop(Farea)); 
 repeat(done(count(casualties)&WHERE), 
   hop(anylinks, firstcome, Farea)))); 
Fsupply = replicate(“package”, VAL:1); 
move(VAL:2); distribute(Fsupply) 

9.4 Directed Energy Systems 

Directed energy systems and weapons are of rapidly 
growing importance in many areas, and especially in 
critical infrastructure protection, also on advanced 
battlefields (as shown in fig. 19). With the hardware 
equipment operating with the speed of light, 
traditional manned C2 is becoming a bottleneck for 
these advanced technical capabilities. With the 
technology offered, we may organize any runtime 
C2 infrastructures operating automatically, with the 
“speed of light” too, fitting the hardware capabilities 
and excluding men from the loop in time critical 
situations. 

 
Figure 19: DEW in an advanced battlespace. 
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The following is an example of setting an automatic 
runtime C2 in a system with direct energy (DE) 
source, relay mirror (RM), and a target discovered, 
with an operational snapshot shown in Fig. 20. 
 
sequence( 
  parallel( 
    (hop(DE); adjust(RM)), 
    (hop(RM); adjust(DE, Target))), 
  (hop(DE); activate(DE))) 

Target

Relay 
MirrorDirected Energy 

Source

adjust(RM) adjust(DE,Target)

sequence
parallel

Command 
Center Control

sequence(
parallel(
(hop(DE); adjust(RM)),
(hop(RM); adjust(DE,   
Target))),

(hop(DE); activate(DE)))

U

U

U

 
Figure 20: DE-RM-target operational snapshot. 

There also exist advanced projects of global 
dominance with transference of directed energy, like 
the Boeing’s Advanced Relay Mirror System 
(ARMS) concept. It plans to entail a constellation of 
as many as two dozen orbiting mirrors that would 
allow 24/7 coverage of every corner of the globe. 
When activated, this would enable a directed energy 
response to critical trouble spots anywhere.   

We can use the distributed shortest path solution 
shown in section 7.1 for providing a runtime path in 
a worldwide distributed dynamic set of relay mirrors 
(as some of which may happen to be out of order) -- 
between the DE source and destination needed. This 
will enable optimal directed energy transfer, as 
shown in Fig. 21 (see also Sapaty, Morozov, Sugisaka, 
2007). 
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Figure 21: DE delivery via network of relay mirrors. 

9.5 Electronic Warfare 

Often the picture in Fig. 22 is shown as a typical 
example of electronic warfare. But this may rather 
be the last chance to survive from a missile attack. 
Involvement of many diverse and interlinked 
systems, especially for preventing and anticipating 
the attacks, which may be multiple and simultaneous, 
should be of paramount importance. All existing and 
being developed electronic support, attack, and 
protection measures have very limited scope and 
effect if used alone. But taken together they may 
provide a capability for fulfilling the objectives 
required. And the technology offered can readily 
organize this (as in Sapaty, 2007a, 2009a). 

 
Figure 22: A Lockheed plane releasing decoy flares. 

Instead of physical flares thrown from a plane in the 
final moments, we may throw, throughout the region 
in danger, which may be worldwide, the “DSL 
scenario flares” that can dynamically unite any 
available DE facilities and systems in an 
overwhelming electronic response to any threats. 

9.6 Robotized Armies 

Distributed robotized systems are of rapidly growing 
importance in defense (Singer, 2009, 2009a), where 
robotic swarming on asymmetric battlefields is 
becoming a major dimension of the new military 
doctrine for 21st century. But, as admitted by Singer, 
2009, swarming, along with its simple rules of 
individual behavior and fully distributed nature, 
agility, and ubiquity, may also result in 
unpredictability of behavior for both sides of the 
conflict.  

The approach briefed in this paper, also 
investigated in previous publications on this 
paradigm, is very much in line with these modern 
trends. Moreover, we are offering a unified solution 
that can harness loosely coupled swarms, always 
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guaranteeing their global-goal-driven behavior, 
where the watershed between loose swarming and 
strict hierarchical control may be situation 
dependent and changing over time (as programmed  
in Section 8.2). 

These new doctrine trends will inevitably 
influence the role and sense of communications on 
battlefields, as with the planned drastic reduction of 
centralized C2 much more emphasis will be paid to 
intelligent tactical communications, where the 
scenario mobility in networked systems, offered by 
the approach proposed, may constitute an effective 
solution, with the key points (as in Sapaty, 2009b): 
• Dramatic shift of global organization to 

intelligent tactical communications; 
• Self-spreading and self-recovering mission 

scenarios and emergent command and control; 
• Embedding intelligent protocol module into 

existing communication equipment; 
• Situation-dependent watershed between global 

control and local communications. 
 

In relation to the said above, different (including 
new) types of commands and control strategies for 
distributed robotized systems were investigated in 
DSL (Sapaty, Morozov, Sugisaka, Finkelstein, 
Lambert, 2008). 

10 THE FIRST COMPUTERS 

The approach offered may be compared with the 
invention of the first world computers (Rojas, 1997) 
and first high-level programming languages (Zuse, 
1948/49). In our case, this computer may not only 
operate with data stored in a localized memory, but 
can cover, grasp, and manage any distributed system, 
the whole world including, and can work not only 
with information but with physical matter or objects 
too.  

If compared with the Turing computational 
model, instead of the head moving through tape in 
performing calculations, we have a recursive 
formula that unwraps, replicates, covers and matches 
the distributed world in parallel, scanning it forth 
and back, bringing operations and data directly to 
the points of their consumption, automatically 
setting distributed command and control 
infrastructures, and organizing local and global 
behaviors needed. 

The term "computer" first referred to the people 
who did scientific calculations by hand (Grier, 2005). 
In the end, they were rewarded by a new electronic 
machine that took the place and the name of those 

who were, once, the computers.  
We can draw the following symbolic parallel 

with this. Despite the overwhelming automation of 
human activity (in both information and matter 
processing) the world as a whole may still be 
considered as remaining a human machine, as main 
decisions and global management still remain the 
human prerogative.  

With the approach offered, we can effectively 
automate this top-level human supervision, actually 
converting the whole world into a universal 
programmable machine spatially executing global 
scenarios in DSL or a similar language. Despite 
certain science fiction flavor of this comparison, we 
can find numerous applications for such a global 
approach, some mentioned above, where top level 
decision automation could withstand unwanted 
events and save lives, and where timely human 
reaction may not be possible, even in principle.   

11 CONCLUSIONS 

We have developed and tested a novel system 
approach, which can describe what the system 
should do and how to behave on a higher level, 
while delegating traditional management details 
(like partitioning into components, their distribution, 
interaction and synchronization) to the effective 
automatic layer.  

A DSL scenario is not a usual program -- it is 
rather a recursive active spatial pattern dynamically 
matching structures of distributed worlds. It has a 
hierarchical organization, which is grasping, by 
means of spreading parallel waves, the whole of the 
system to be comprehended and impacted. 

The DSL scenarios can also create, in a parallel 
and fully distributed way, active distributed worlds, 
which become persistent and operate independently. 
They may spatially intervene into operation of these 
and other worlds and systems, changing their 
structures and behaviors in the way required, also 
self-recover from indiscriminate failures and 
damages, as well as repair and recover the systems 
managed. 

Prospective applications of this work can also be 
linked with economy, ecology and weather 
prediction—by using the whole networked world as 
a spatial supercomputer, self-optimizing its 
performance. Also, for terrorism and piracy fight, 
where the powerful parallel ability of analyzing 
distributed systems and finding strong and weak 
patterns in them, as well as any structures (as shown 
in Section 7.2) may be the key to global solutions. 

MEETING THE WORLD CHALLENGES - FROM PHILOSOPHY TO INFORMATION TECHNOLOGY TO
APPLICATIONS

IS-41



 

Crises may spark anywhere and anytime like, say, 
birds or swine flu or the current global economic 
disaster. We must be ready to react on them quickly 
and asymmetrically, withstanding and eradicating 
them -- in a “pandemic” way too, highly organized 
and intelligent, however. 

 

 We already have technical capabilities for this, as 
for example, the number of mobile phone owners in 
the world is approaching 3bn, and installing DSL 
interpreter in at least a fraction of them, can allow us 
to organize collective runtime (and ahead of it) 
response to any world events. 
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Abstract: In this paper we are presenting the information-theoretic explanation of Bodé Sensitivity Integral, a funda-
mental limitation of control theory, controllability grammian and the issues of control under communication
constraints. As resource-economic use of information is of prime concern in communication-constrained
control problems, we need to emphasize more on informational aspect which has got direct relation with un-
certainties in terms of Shannon Entropy and Mutual Information. Bode Integral which is directly related to the
disturbances can be correlated with the difference of entropies between the disturbance-input and measurable
output of the system. These disturbances due to communication channel-induced noises and limited bandwidth
are causing the information packet-loss and delays resulting in degradation of control performances.

1 INTRODUCTION

In recent years, there has been an increased interest
for the fundamental limitations in feedback control.
Bode’s sensitivity integral ( Bode Integral, in short ) is
a well-known formula that quantifies some of the lim-
itations in feedback control for linear time-invariant
systems. In (Sandberg and Bernhardsson, 2005), it is
shown that there is a similar formula for linear time-
periodic systems.
In this paper, we focus on Bode integral of control
theory and Shannon Entropy of information theory
because the latter is a stronger metric for uncertainty
which hinders control of a system.
It has been known that control theory and informa-
tion theory share a common background as both the-
ories study signals and dynamical systems in general.
One way to describe their difference is that the fo-
cal point of information theory is the signals involved
in systems while control theory focuses more on sys-
tems which represent the relation between the input
and output signals. Thus, in a certain sense, we may
expect that they have a complementary relation. For
this reason, many researchers have consecrated stud-
ies on the interactions of the two theories : Control
Theory and Information Theory.

In networked control systems, there are issues related
to both control and communication since communica-
tion channels with data losses, time delays, and quan-
tization errors are employed between the plants and
controllers (Antsaklis and Baillieul, 2007). To guar-
antee the overall control performance in such systems,
it is important to evaluate the quantity of information
that the channels can transfer. Thus, for the analysis
of networked control systems, information theoretic
approaches are especially useful, and notions and re-
sults from this theory can be applied. The results
in (Nair and Evans, 2004) and (Tatikonda and Mit-
ter, 2004) show the limitation in the communication
rate for the existence of controllers, encoders, and de-
coders to stabilize discrete-time linear feedback sys-
tems.
The focus of information theory is more on the signals
and not on their input-output relation. Thus, based on
information theoretic approaches, we may expect to
extend prior results in control theory. One such result
can be found in (Martins et al., 2007), where a sen-
sitivity property is analyzed and Bode’s integral for-
mula (Bode H., 1945) is extended to a more general
class of systems. A fundamental limitation of sensi-
tivity functions is presented in relation to the unstable
poles of the plants.
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2 PROBLEM FORMULATION

Networked control systems suffer from the drawbacks
of packet losses, delays and quantization in particular.
These cause degradation of control performances and
under some conditions instability. Uncertainties due
to packet losses, delays, quantization, communication
channel induced noises etc. have a great influence on
the system systems performance. If we consider only
the uncertainties induced by channel noise and quan-
tization we may write:

ẋ(t) = Ax(t)+Bu(t)+w(t); (1)
y(t) = Cx(t)+Du(t)+ v(t);

where A ∈ Rn×n is the system or plant matrix and
B ∈ Rn×q is the control or input matrix. Also, x(t)
is the state, u(t) is the control input, y(t) is the out-
put, C is the output or measurement matrix, D is the
Direct Feed matrix, w(t) and v(t) are the external dis-
turbances and noises of Gaussian nature respectively.
Our aim is to achieve better control perfor-
mance of system by tackling these uncertainties
using Shannon’s Mutual-Information, Information-
Theoretic Entropy and Bode Sensitivity. We present
the information-theoretic model of such uncertainties
and their possible reduction using information mea-
sures.

3 PRELIMINARIES

By means of the connection between Bode integral
and the entropy cost function, paper (Iglesias, 2001)
provided a time-domain characterization of Bode in-
tegral. The traditional frequency domain interpreta-
tion is that, if the sensitivity of a closed-loop system is
decreased over a particular frequency range typically
the low frequencies the designer ”pays” for this in in-
creased sensitivity outside this frequency range. This
interpretation is also valid for the time-domain char-
acterization presented in (Iglesias, 2001) provided
one deals with time horizons rather than frequency
ranges. Time-domain characterization of Bode’s in-
tegral shows how the frequency domain trade-offs
translate into the time-domain. Under the usual con-
nection between the time and frequency domains:
low (high) frequency signals are associated with long
(short) time horizons. In Bode’s result, it is important
to differentiate between the stable poles, which do not
contribute to the Bode sensitivity integral and the un-
stable poles, which do. Time-varying systems which
can be decomposed into stable and unstable compo-
nents are said to possess an exponential dichotomy.
What the exponential dichotomy says is that the norm

of the projection onto the stable subspace of any orbit
in the system decays exponentially as t → ∞ and the
norm of the projection onto the unstable subspace of
any orbit decays exponentially as t → −∞, and fur-
thermore that the stable and unstable subspaces are
conjugate. The existence of an exponential dichotomy
allows us to define a stability preserving state space
transformation (a Lyapunov transformation) that sep-
arates the stable and unstable parts of the system.

3.1 Mutual Information

Shannon’s Mutual information is just the information
carried by one random variable about the other. It is
a quantity in the time domain. Mutual Information
I(X ;Y ), between X as the input variable and Y as the
output variable, has the lower and upper bounds given
by the following:

R(D) = RateDistortion = MinI(X ;Y ) (2)

C = CommunicationChannelCapacity = MaxI(X ;Y )
(3)

where D is the distortion which happens when infor-
mation is compressed (i.e. fewer bits are used to rep-
resent or code more frequent or redundant informa-
tions) and entropy is the limit to this compression i.e.
if one compresses the information beyond the entropy
limit there is a high probability that the information
will be distorted or erroneous. This is as per Shan-
non’s Source Coding Theorem. We code more fre-
quently used symbols with fewer number of bits and
vice-versa.
Mutual information is also the difference of entropies,
where entropy is nothing but the measure of uncer-
tainty. Just as entropy (Middleton, 1960) in physical
systems tends to increase in the course of time, the
reverse is true for information about an information
source : as information about the source is processed,
it tends to decrease with time, becoming more cor-
rupt or noisy until it is evidently destroyed unless ad-
ditional information is made available. Here, infor-
mation refers to the case of desired messages.

3.2 Shannon Entropy

Shannon proposed a measure of uncertainty in a dis-
crete distribution based on the Boltzmann entropy of
classical statistical mechanics. He called it the en-
tropy and defined as follows.
We have to take into account the statistics of the al-
ternatives by replacing our original measure of the
number of alternatives by the more general expression
defining the entropy as follows:

H =−∑
i

pi log2 (pi) (4)
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where pi is the probability of the alternative i. The
above quantity is known as the binary entropy in bits
as we use logarithmic base of 2 (with logarithmic base
e the entropy is in nats), and was shown by Shannon
to correspond to the minimum average number of bits
needed to encode a probabilistic source of N states
distributed with probability pi. Intuitively, H can also
be considered as a measure of uncertainty : it is min-
imum, and is equal to zero, when one of the alterna-
tives appears with probability one, whereas it is max-
imum and equals to log2 N when all the alternatives
are equiprobable so that pi = 1

N for all i.
The term entropy is associated with the uncertainty
or randomness whereas information is used to reduce
this uncertainty. Uncertainty is the main hindrance
to control and if we can reduce the uncertainty by
getting the relevant information and utilizing the in-
formation properly so as to achieve the desired con-
trol performance of the system. Many researchers
have posed the same question: How much informa-
tion is required for controlling the system based on
observed informations in the case where these infor-
mations are passed through communication channels
in a networked based system?
Mutual Information I(X ;Y ) and Entropies H(X),
H(Y ) and joint entropy H(X ,Y ) are related as :
I(X ;Y ) = H(X)+H(Y )−H(X ,Y )
where H(X) is the uncertainty that X has about Y ,
H(Y ) is the uncertainty that Y has about X , and
H(X ,Y ) is the uncertainty that X and Y hold in com-
mon. Information value degrades over time and en-
tropy value increases over time in general. The con-
ditional version of the chain rule (Cover and Thomas,
2006) :
I(X ;Y ) = H(X)−H(X |Y ) = H(Y )−H(Y |X) ; valid
for any random variables X and Y .
Mutual information I(X ;Y ) is the amount of uncer-
tainty in X , minus the amount of uncertainty in X
which remains after Y is known”, which is equivalent
to ”the amount of uncertainty in X which is removed
by knowing Y ”. This corroborates the intuitive mean-
ing of mutual information as the amount of informa-
tion (that is, reduction in uncertainty) that each vari-
able is having about the other.
The conditional entropy H(X |Y ) or read as condi-
tional entropy of X knowing Y or conditioned on Y ,
is often interpreted in communication theory as rep-
resenting an information-loss (the so-called equivo-
cation of Shannon (Shannon, 1948)), which results
from subtracting the maximum noiseless capacity
I(X ;X) = H(X) of a communication channel with in-
put X and output Y from the actual capacity of that
channel as measured by I(X ;Y ).

3.3 Bode Integral

Physically an intrinsically stable system needs no in-
formation on its internal state or the environment to
assure its stability. So, if we consider a well de-
signed stable feedback control system with distur-
bances or/and noises as inputs and performance sig-
nals as outputs then it not needed to have extra feed-
back loop to assure its stability. We may say the same
thing for systems which are intrinsically open-loop
stable. For example, a pendulum with non-zero fric-
tion coefficient subject to a perturbation will return
back to the equilibrium position after a transient pe-
riod without any need of extra information. For unsta-
ble systems the mutual information between the initial
state and the output of the system is related to its un-
stable poles.
The simplest (and perhaps the best known) result is
that, for an open loop stable plant, the integral of the
logarithm of the closed loop sensitivity is zero; i.e.∫

∞

0
ln |S0 ( jω)|dω = 0

Where, S0 and ω being the sensitivity function and
frequency respectively.
Now, we know that the logarithm function has the
property that it is negative if |S0|< 1 and it is positive
if |S0| > 1. The above result implies that set of fre-
quencies over which sensitivity reduction occurs (i.e.
where |S0|< 1) must be matched by a set of frequen-
cies over which sensitivity magnification occurs (i.e.
where |S0|> 1). For a stable rational transfer function
L( jω), sensitivity is defined as S ( jω) = 1

1+L( jω) . This
has been given a nice interpretation as thinking of sen-
sitivity as a pile of dirt. If we remove dirt from one
set of frequencies, then it piles up at other frequencies.
Hence, if one designs a controller to have low sensi-
tivity in a particular frequency range, then the sensi-
tivity will necessarily increase at other frequencies -
a consequence of the weighted integral always being
a constant; this phenomenon has also been called the
Water-Bed Effect (pushing down on the water bed in
one area, raises it somewhere else).
For linear systems Bode Integral is the difference in
the entropy rates between the input and output of the
systems which is an information-theoretic interpreta-
tion. For nonlinear system (if the open loop system
is globally exponentially stable and has fading mem-
ory) this difference is zero. Fading Memory Require-
ment is used to limit the contributions of the past val-
ues of the input on the output. Entropy of the signals
in the feedback loop help provide another interpreta-
tion of the Bode integral formula (Zang and Iglesias,
2003)(Mehta et al., 2006) as follows. Shannon En-
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Figure 1: (a) Feedback loop and (b) Sensitivity function.

tropy - Bode Integral Relation can be rewritten as :

Hc (x)−Hc (d) =
1

2π

∫
π

−π

ln
∣∣S(e jω)∣∣dω = ∑

k
log(pk)

(5)
Where S

(
e jω
)

is the transfer function of the feedback
loop from the disturbance d to output x and pk ’s are
unstable poles (|pk| > 1) of the open-loop plant; S is
referred to as the sensitivity function for an open-loop
plant gain P and a stabilizing feedback controller
gain C, S is given by S = 1

1+PC . Sensitivity shows
how much sensitive is the observable output state to
input disturbance. Here, Hc (x) and Hc (d) denote the
conditional entropy of the random processes associ-
ated with the output x and disturbance d respectively
as per Figure1(Mehta et al., 2006).
Consider a random variable x ∈ ℜm of continuous
type with entropy associated with this is given by

H(x) :=−
∫

ℜm p(x) ln p(x)dx;

where p(x) being the probability density func-
tion of x and the conditional entropy of order n is
defined as
H(xk|xk−1, . . . ,xk−n) :=−

∫
ℜm p(.) ln p(.)dx

where p(.) = (xk|xk−1, . . . ,xk−n).

This conditional entropy is a measure of the un-
certainty about the value of x at time k under the
assumption that its n most recent values have been
observed. By letting n going to infinity, the condi-
tional entropy of xk is defined as

Hc(xk) := limn→∞ H(xk|xk−1, . . . ,xk−n) assuming
the limit exists. Thus the conditional entropy is
a measure of the uncertainty about the value of x

at time k under the assumption that its entire past
is observed. Difference of conditional entropies
between the output and input is nothing but the Bode
sensitivity integral which equals the summation of
logarithms of unstable poles.
For a stationary Markov process, conditional entropy
(Cover and Thomas, 2006) is given by
H(xk|xk−1, . . . ,xk−n) = H(xk|xk−1).

4 RELATED WORK

It is well known that the sensitivity and complemen-
tary sensitivity functions represent basic properties
of feedback systems such as disturbance attenuation,
sensor-noise reduction, and robustness against uncer-
tainties in the plant model. Researchers have worked
earlier on the issues of relating the entropy and the
Bode Integral and complementary sensitivity. Refer
to work in (Sandberg and Bernhardsson, 2005), (Mar-
tins et al., 2007), (Bode H., 1945), (Freudenberg and
Looze, 1988), (Zang, 2004), (Iglesias, 2002), (Igle-
sias, 2001), (Zang and Iglesias, 2003), (Mehta et
al., 2006), (Sung and Hara, 1989), (Sung and Hara,
1988), (Okano et al., 2008), (Jialing Liu, 2006). In
(Iglesias, 2002) the sensitivity integral is interpreted
as an entropy integral in the time domain, i.e., no
frequency-domain representation is used.
One has to gather relevant information, transmit the
information to the relevant agent, process the infor-
mation, if needed, and then use the information to
control the system. The fundamental limitation in
information transmission is the achievable informa-
tion rate (i.e. a fundamental parameter of Information
Theory), the fundamental limitation in information
processing is the Cramer-Rao Bound (CRB) which
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deals with Fisher Information Matrix (FIM) in Esti-
mation Theory, and the fundamental limitation in in-
formation utilization is the Bode Integral (i.e. a funda-
mental parameter of Control Theory), seemingly dif-
ferent and usually separately treated, are in fact three
sides of the same entity as per the paper (Liu and Elia,
2006). Even Kalman et al. in their paper (Kalman et
al., 1963) have stated that Controllability Grammian
Matrix W-matrix is analogous to FIM and the deter-
minant detW is analogous to Shannon Information.
These research work motivated us to investigate some
important correlations amongst mutual information,
entropy and design control parameters of practical im-
portance rather than just concentrating on stability is-
sues.

5 INFORMATION INDUCED BY
CONTROLLABILITY
GRAMMIAN

In general, from the viewpoint of the open-loop sys-
tem, when the system is unstable, the system ampli-
fies the initial state at a level depending on the size
of the unstable poles (Okano et al., 2008). Hence, we
can say that in systems having more unstable dynam-
ics, the signals contain more information about the
initial state. Using this extra information (in terms of
mutual information between the control input and the
initial state) we can reduce the entropy (uncertainty)
and thus rendering more easy the observation of ini-
tial state.
Suppose that we have a feedback control system in
which control signal is sent through a network with
limited bandwidth. We will consider the case where
the state of the system is measurable and the con-
troller can send the state of the system without error.
Under these conditions we may write:

ẋ(t) = Ax(t)+Bu∗(t); (6)
u∗(t) = −Kcx(t)+ue(t);

where Kc, u∗(t) and ue(t), represent, respectively, the
feedback controller gain, the applied control input
and control error due to quantization noise of limited
bandwidth network. In the sequel we are supposing
that the control signal errors are caused by Gaussian
White Noise which may be given by ue

i (t) =
√

Diδ(t).
So we may write :

ẋ(t) = (A−BKc)x(t)+Bue(t); (7)
u∗(t) = −Kcx(t)+ue(t);

or more compactly:

ẋ(t) = Acx(t)+Bue(t); (8)
where,A−BKc = Ac.

u∗(t) = −Kcx(t)+ue(t);

The feedback system (8) is a stable one which is
perturbed by quantization errors or noises due to the
bandwidth limitation.

Lemma : The controllability grammian matrix
W of system (8) is related with the information-
theoretic entropy H as follows (Mitra, 1969):

H(x, t) =
1
2

ln{detW(D, t)}+ n
2
(1+ ln2π) (9)

(Where D being the Diagonal Matrix (positive defi-
nite symmetric matrix) with Di being the ith diagonal
element. Here unit impulse inputs are considered.)

= Average apriori uncertainty of the state x at
time t for an order n of the system.

where

W(D,τ) =
∫

τ

0
eActBDBT eAc

T tdt

for a system modeled as (8).

Proof of Eqn.(9): Referring to (Cover and Thomas,
2006) we are providing the proof. The input of
(8) being Gaussian White Noise, the state of the
system is with probability density having mean-value
x̄(t) = eActx(0) and Covariance Matrix Σ at time t is
given by

Σ = E
{
(x− x̄)(x− x̄)T

}
= W(D, t).

In a more detailed form :

x(t) = eActx(0)+
∫ t

0
eActBu(t)dt

E {x(t)}= E
{

eActx(0)+
∫ t

0
eActBu(t)dt

}
T here f ore, x̄(t) = eActx(0)

where x̄(t) denotes the mean value of x(t) and Covari-
ance Matrix

Σ = E
{
(x− x̄)(x− x̄)T}

⇒ Σ = E[
{

eActx(0)+
∫

τ

0
eActBu(t)dt− eActx(0)

}
{

eActx(0)+
∫

τ

0
eActBu(t)dt− eActx(0)

}T

]
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Therefore, Σ =
∫

τ

0 eActBDBT eAc
T tdt = W(D,τ).

where, ui(t) =
√

Diδ(t) i.e. weighted impulses
and D being the Diagonal Matrix (positive definite
symmetric matrix) with Di being the ith diagonal
element. Here unit impulse inputs are considered.

p(x, t) =
1

(2π)n/2 {detW(D, t)}1/2 e[−1/2
{

(x−x̄)T W−1(D,t)(x−x̄)
}
]

(10)
Now, for multidimensional continuous case, entropy
(precisely differential entropy) of a continuous ran-
dom variable X with probability density function f (x)
( if

∫
∞

−∞
f (x)dx = 1 ) is defined (Cover and Thomas,

2006) as
Differential Entropy h(X) =−

∫
S f (x) ln f (x)dx;

where the set S for which f (x) > 0 is called the sup-
port set of X .
As in discrete case, the differential entropy depends
only on the probability density of the random variable
and therefore the differential entropy is sometimes
written as h( f ) rather than h(X). Here, we call dif-
ferential entropy as H(x, t) and f (x) as p(x, t) which
are correlated as

H(x, t) =−
∫

p(x, t) ln p(x, t)dx (11)

Using equation (10) in equation (11) we get

H(x, t) =−
∫

p(x, t)[− 1
2 (x− x̄)T W−1(D, t)(x− x̄)

− ln
{

(2π)n/2 {detW(D, t)}1/2
}

]dx

H(x, t) = 1
2 E
[

∑
i, j

{
(Xi− X̄i)(W−1(D, t))i j(X j− X̄ j)

}]
+ 1

2 ln [{(2π)n {detW(D, t)}]

= 1
2 E
[

∑
i, j

{
(Xi− X̄i)(X j− X̄ j)(W−1(D, t))i j

}]
+ 1

2 ln [{(2π)n {detW(D, t)}]

= 1
2 ∑

i, j

[
E
{
(X j− X̄ j)(Xi− X̄i)

}
(W−1(D, t))i j

]
+ 1

2 ln [{(2π)n {detW(D, t)}]

= 1
2 ∑

j
∑
i
(W(D, t)) ji(W−1(D, t))i j

+ 1
2 ln [{(2π)n {detW(D, t)}]

= 1
2 ∑

j

{
(W(D, t))(W−1(D, t))

}
j j

+ 1
2 ln [{(2π)n {detW(D, t)}]

= 1
2 ∑

j
I j j + 1

2 ln [{(2π)n}{detW(D, t)}]

(Where I j j is the Identity Matrix )

= n
2 + 1

2 ln [{(2π)n}{detW(D, t)}]

= n
2 + 1

2 ln{(2π)n}+ 1
2 ln{detW(D, t)}

= n
2 + n

2 ln{(2π)}+ 1
2 ln{detW(D, t)}

H(x, t) = 1
2 ln{detW(D, t)}+ n

2 (1+ ln2π)

Since Controllability Grammian is independent
of co-ordinate system and so is the Mutual Informa-
tion, we try to draw the analogy between the two.
Based on the equation (9) we can write the entropy
reduction as

∆H(x, t) = 1
2 ∆[ln{detW(D, t)}]

This shows that the entropy reduction which is
same as uncertainty reduction is dependent on
Controllability Grammian only. Other term being
constant for constant n, gets canceled.
Therefore, ∆H(x, t) = H(x(t1), t1)−H(x(t2), t2)

= 1
2 ln{detW1(D1, t1)}− 1

2 ln{detW2(D2, t2)}

⇒ ∆H(x, t) =
1
2

ln
{

detW1(D1, t1)
detW2(D2, t2)

}
(12)

For simplicity we denote ∆H(x, t) by ∆H, W1(D1, t1)
by W1 and W2(D2, t2) by W2.

Therefore, ∆H = 1
2 ln
{

det(W1
W2

)
}

⇒ det(W1
W2

) = e2(∆H)

Using the above expression along with the con-
cept of mutual information being the difference of
the entropy and the residual conditional entropy i.e.
I(X ;U) = H(X)−H(X |U) (gain in information is
reduction in entropy), we can conclude that Mutual
Information I(X ;U) between the state X and control
input U denoted simply by Shannon Information Ish
is given by this ∆H which can be expressed further as

Finally,

det(
W1

W2
) = e2(∆H) = e2Ish (13)

We may conclude that the uncertainty reduction
which is directly related to the ∆H(x, t) will reduce
the variance of the state with respect to the steady-
state if ∆H(x, t) converges to zero. The only influence
we have on the control signal is related to that of feed-
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back gain, to be chosen such that the norm of grammi-
ans, represented by det(W (Di, t)) converge rapidly to
their norm to infinity det(W (D∞,∞)). We will detail
the related approach in a future paper.

6 CONCLUSIONS

This paper has addressed some new ideas concerning
the relation between control design and information
theory. Since the networked control system has com-
munication constraints due to limited bandwidth or
noises, we must have to adopt a policy of resource al-
location which enhances the information transmitted.
This may be done possible if we know the character-
istics of the networks, the bandwidth constraints and
that of the dynamical system under study.
As demonstrated the grammian of controllability con-
stitute a metric of information theoretic entropy with
respect to the noises induced by quantization. Reduc-
tion of these noises is equivalent to the design meth-
ods proposing a reduction of the controllability gram-
mian norm. In the case of bandwidth constraints it
takes its full interest which will be demonstrated in
a future paper. Future work in this direction would
be also to propose an information-theoretic analysis
for enhancing the zooming algorithm proposed (Ben
Gaid and Çela, 2006) and optimal allocation of com-
munication bandwidth which maximizes the systems’
performances based on Controllability Grammians.
Illustration of these results by simulation and / or ex-
perimental verification of the theoretical approaches
is the objective of our work.

REFERENCES

Sandberg H. and Bernhardsson B.(2005), A Bode Sensitiv-
ity Integral for Linear Time-Periodic Systems, IEEE
Trans. Autom. Control, Vol. 50, No. 12, December.

Antsaklis P. and Baillieul J. (2007), Special Issue on the
Technology of Networked Control Systems, Proc. of
the IEEE, Vol. 95, No. 1.

Nair G. and Evans R.(2004), Stabilizability of stochastic
linear systems with finite feedback data rates, SIAM
J. Control Optim., Vol. 43, No. 2, p. 413-436.

Tatikonda S. and Mitter S.(2004), Control under communi-
cation constraints, IEEE Trans. Autom. Control, Vol.
49, No. 7, p. 1056-1068.

Martins N., Dahleh M., and Doyle J.(2007), Fundamental
limitations of disturbance attenuation in the presence
of side information, IEEE Trans. Autom. Control, Vol.
52, No. 1, p. 56-66.

Bode H.(1945), Network Analysis and Feedback Amplifier
Design, D. Van Nostrand, 1945.

Iglesias P.(2001), Trade-offs in linear time-varying systems
: An analogue of Bode’s sensitivity integral, Auto-
matica, Vol. 37, No. 10, p. 1541-1550.

Middleton D.(1960), An Introduction to Statistical Commu-
nication Theory, McGraw-Hill Pub., p. 315.

Cover and Thomas(2006), Elements of Information Theory,
2nd Ed., John Wiley and Sons.

Shannon C.(1948), The Mathematical Theory of Commu-
nication, Bell Systems Tech. J. Vol. 27, p. 379-423, p.
623-656, July, October.

Zang G. and Iglesias P.(2003), Nonlinear extension of
Bode’s integral based on an information theoretic in-
terpretation, Systems and Control Letters, Vol. 50, p.
1129.

Mehta P., Vaidya U. and Banaszuk A.(2006), Markov
Chains, Entropy, and Fundamental Limitations in
Nonlinear Stabilization, Proc. of the 45th IEEE Con-
ference on Decision & Control, San Diego, USA, De-
cember 13-15.

Freudenberg J. and Looze D.(1988), Frequency Domain
Properties of Scalar and Multivariable Feedback Sys-
tems, Lecture Notes in Control and Information Sci-
ences, Vol. 104, Springer-Verlag, New York.

Zang G.(2004), Bode’s integral extensions in linear time-
varying and nonlinear systems, Ph.D. Dissertation,
Dept. Elect. Comput. Eng., Johns Hopkins Univ.,
USA.

Iglesias P.(2002), Logarithmic integrals and system dy-
namics : An analogue of Bode’s sensitivity integral
for continuous-time time-varying systems, Linear Alg.
Appl., Vol. 343-344, p. 451-471.

Sung H. and Hara S.(1989), Properties of complementary
sensitivity function in SISO digital control systems,
Int. J. Control, Vol.50, No. 4, p. 1283-1295.

Sung H. and Hara S.(1988), Properties of sensitivity and
complementary sensitivity functions in single-input
single-output digital control systems, Int. J. Control,
Vol. 48, No. 6, p. 2429-2439.

Okano K, Hara S. and Ishii H.(2008), Characterization of a
complementary sensitivity property in feedback con-
trol: An information theoretic approach, Proc. of the
17th IFAC-World Congress, Seoul, Korea, July 6-11,
p. 5185-5190.

Jialing L.(2006), Fundamental Limits in Gaussian Channels
with Feedback: Confluence of Communication, Esti-
mation and Control, Ph.D. Thesis, Iowa State Univer-
sity.

Liu J. and Elia N. (2006), Convergence of Fundamental
Limitations in Information, Estimation, and Control,
Proceedings of the 45th IEEE Conference on Decision
& Control, San Diego, USA, December.

Kalman R., Ho Y. and Narendra K.(1963), Controllability
of linear dynamical systems, Contributions to Differ-
ential Equations, Vol. 1, No. 2, p. 189-213.

Mitra D.(1969), W-matrix and the Geometry of Model
Equivalence and Reduction, Proc. of the IEE, Vol.
116, No.6, June, p. 1101-1106.

INFORMATION-THEORETIC VIEW OF CONTROL

11
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Abstract: This paper investigates the roundoff noise effect in the digital controller on the closed-loop output for a
discrete-time feedback control system. Based on a polynomial parametrization approach, a sparse controller
structure is derived. The performance of the proposed structure is analyzed by deriving the corresponding ex-
pression of closed-loop roundoff noise gain and the problem of finding optimized sparse structures is solved.
A numerical example is presented to illustrate the design procedure and the performance of the proposed
structure compared with those of some existing well-known structures.

1 INTRODUCTION

Finite word length (FWL) effects have been a well
studied field in the design of digital filers for more
than three decades (Mullis and Roberts, 1976),
(Hwang, 1977), (Roberts and Mullis, 1987), (Gevers
and Li, 1993). However, they have received less at-
tention in the area of digital control. Nowadays, many
researchers have recognized the importance of the nu-
merical problems caused by FWL effects in digital
controller implementation. The optimal FWL con-
troller structure design (Fialho and Georgiou, 1994),
(Li, 1998), (Wu et al., 2001), (Yu and Ko, 2003) has
been considered as one of the most effective methods
to minimize the effects of FWL errors on the perfor-
mance of closed-loop control systems. The basic idea
behind this approach is that for a given digital con-
troller, there exist different structures which have dif-
ferent numerical properties, and the optimal structure
problem is to identify those structures that optimize a
certain FWL performance criterion.

Generally speaking, there are two types of FWL
errors in the digital controller. The first one is the per-
turbation of the controller parameters implemented
with FWL, and the second one is the rounding er-
rors that occur in arithmetic operations, which are
usually measured with the so-called roundoff noise
gain. The effects of roundoff noise have been well
studied in digital signal processing, particularly in
digital filter implementation (Wong and Ng, 2000),
(Wong and Ng, 2001). However, it was not un-

til the late 1980s that the problem of optimal con-
troller realizations minimizing the roundoff noise gain
was addressed. The roundoff noise gain was de-
rived for a control system with a state-estimate feed-
back controller and the corresponding optimal real-
ization problem was solved in (Li and Gevers, 1990),
while the roundoff error effect on the linear quadratic
regulation (LQG) performance was investigated in
(Williamson and Kadiman, 1989) and the optimal so-
lution was obtained by Liuet al(Liu et al., 1992). The
problem of finding the optimum roundoff noise struc-
tures of digital controllers in a sampled-data system
has been investigated in (Li et al., 2002).

It has been noted that the optimal controller real-
izations obtained with the above design methods are
usually fully parametrized, which increase the com-
plexity for real-time implementations. From a prac-
tical point of view, it is desired that the actually im-
plemented controller have a nice performance against
the FWL effects as well as a sparse structure that
possesses many trivial parameters1 which produce no
FWL errors. As far as we know, a few results have
been published on the sparseness issue for the con-
troller structure design (Li, 1998), (Wu et al., 2003),
however, it is noted that in these approaches, sophisti-
cated numerical algorithms were utilized and the po-
sitions of trivial parameters were not predictable. In
(Hao et al., 2006), we proposed two sparse structures

1By trivial parameters we mean those that are 0 and±1,
other parameters are, therefore, referred to as nontrivial pa-
rameters.
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for digital controllers, which have some degrees of
freedom that can be used to enhance the closed-loop
stability robustness against the FWL effects.

In this paper, a new sparse controller structure is
derived by adopting the polynomial parametrization
approach in (Hao et al., 2006) and using thel2-scaling
scheme. This structure can be considered as al2-
scaled generalized DFIIt (direct-form II transposed)
structure. The expression of the roundoff noise gain
is derived for a closed-loop feedback control system,
in which the digital controller is implemented with the
proposed structure. The problem of finding optimized
sparse structures is solved by minimizing the corre-
sponding closed-loop roundoff noise gain. A numeri-
cal example is given to illustrate the design procedure,
which shows that the proposed structure beats the tra-
ditional DFIIt structures greatly in terms of roundoff
noise performance, and furthermore, outperforms the
fully parametrized optimal realization (Li et al., 2002)
in terms of both roundoff noise gain and computation
efficiency.

2 A SPARSE CONTROLLER
STRUCTURE

Consider a discrete-time feedback control system de-
picted in Fig. 1, wherePd(z) is the discrete-time plant
andCd(z) is a well-designed digital controller. The
controller can be represented by its transfer function
which is parametrized with{ξk,ζk} in the shift oper-
atorz:

Cd(z) =
∑K

k=0 ζkzK−k

zK + ∑K
k=1 ξkzK−k

. (1)

This controller can be implemented with many differ-
ent structures, such as the direct forms or the follow-
ing state-space equations:

{

x(n+1) = Ax(n)+Bu(n)

y(n) = Cx(n)+du(n)
(2)

wherex(n) ∈ R K×1 is the state variable vector and
u(n), y(n) are the input and output of the controller
Cd(z), respectively, whiler(n) is the input signal of
the closed-loop system.R , (A,B,C,d) is called a
realization ofCd(z) with A ∈ R K×K

,B ∈ R K×1
,C ∈

R 1×K andd ∈ R , satisfying

Cd(z) = d+C(zI−A)−1B.

DenoteSC as the set of all the realizations:SC ,

{(A,B,C,d) : Cd(z) = d +C(zI−A)−1B}. Let R0 ,

(A0,B0,C0,d) ∈ SC be an initial realization. It can be
shown thatSC is characterized by

A = T−1A0T, B = T−1B0, C = C0T (3)

whereT ∈ R K×K is any nonsingular matrix. Such a
matrixT is usually called a similarity transformation.
Once an initial realizationR0 is given, different con-
troller realizations correspond to different similarity
transformationsT.

-r(n) �
��
∑ -

Cd(z)
y(n)

u(n)

6

Pd(z) - -

�

Figure 1: A discrete-time feedback control system.

2.1 A Generalized DFIIt Structure

Based on the approach in (Hao et al., 2006), we define

ρk(z) ,
z− γk

∆k
, k = 1,2, ...,K, (4)

where{γk} and{∆k > 0} are two sets of constants to
be discussed later. Let

pk(z) ,

K

∏
m=k+1

ρm(z), ∀k∈ {0,1, · · · ,K−1},

pK(z) , 1. (5)

It can be shown that (1) can be rewritten as

Cd(z) =
β0p0(z)+ β1p1(z)+ . . .+ βK pK(z)
p0(z)+ α1p1(z)+ . . .+ αK pK(z)

, (6)

where

ᾱ , [1 α1 · · · αK ]T

= κT̄−T
p [1 ξ1 · · · ξK ]T

β̄ , [β0 β1 · · · βK ]T

= κT̄−T
p [ζ0 ζ1 · · · ζK ]T

with κ = ∏K
k=1 ∆−1

k such that̄α(1)= 1 andT̄p an upper
triangular matrix whosekth row is formed with the
coefficients ofpk−1(z) defined above. Equation (6)
implies that the controller transfer functionCd(z) is
reparametrized with{αk} and{βk} in the new set of
polynomial operators{pk(z)}.

It follows from (5) and (6) that the output of the
controller can be computed with the following equa-
tions

y(n) = β0u(n)+w1(n)

wk(n) = ρ−1
k [βku(n)−αky(n)+wk+1(n)]

wK(n) = ρ−1
K [βKu(n)−αKy(n)] (7)
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wherewk(n) is the output ofρ−1
k (z) and can be com-

puted with the structure depicted in Fig. 2. Fig. 3
shows the corresponding structure to (7). For conve-
nience, a structure defined by Fig.s 2 and 3 is called a
generalized DFIIt structure, denoted asρDFIIt. This
structure possesses{αk, βk, ∆k} and a set of free pa-
rameters{γk}. For a given digital controllerCd(z),
there exists a class of such structures, depending on
the space within which{γk} take values. Clearly,
whenγk = 0, ∆k = 1, ∀k, Fig. 3 is the conventional
direct-form II transposed (DFIIt) structure.

direct-form II transposed (DFIIt) structure.

- l+ -z
−1

-∆k - wk(n)
xk(n)

�γk6

1

Figure 2: A realization ofρ−1
k (z) defined in (4).

u(n) βK?

?- -ρ−1Kf+
−αK
6

6

βK−1?

?- -ρ−1K−1f+
−αK−1
6

6

βK−2?

?

· · ·

- · · ·f+
−αK−2
6

6

· · ·

-

β2?

? -- ρ−12f+
−α2
6

6

β1?

? -- ρ−11f+
−α1
6

6

β0?

?f+

?
y(n)

Figure 3: Block diagram of the ρDFIIt structure.

with

sion. Then

Figure 3: Block diagram of theρDFIIt structure.

With {xk(n)} indicated in Fig. 2 as the state vari-
ables andx(n) denoting the state vector, one can
find the equivalent state-space realization, denoted as
(Aρ,Bρ,Cρ,β0), of the proposedρDFIIt structure:

Cd(z) = β0 +Cρ(zI−Aρ)
−1Bρ (8)

with Bρ = V̄β −β0V̄α, whereV̄x , [x1 · · · xk · · · xK ]T

for x = α,β, Cρ = [∆1 0 · · · 0 0], and

Aρ ,













a11 ∆2 0 · · · 0 0
a21 γ2 ∆3 · · · 0 0

...
a(K−1)1 0 0 · · · γK−1 ∆K

aK1 0 0 · · · 0 γK













with a11 = γ1 − ∆1α1 and ak1 = −∆1αk, k ∈
{2,3, · · · ,K}.

2.2 Scaling Scheme

It is well known that in an implementation system, all
the signals should be sustained within a certain dy-
namic range in order to avoid overflow. Under the as-
sumption that the inputr(n) and the outputu(n) of the
closed-loop system are properly pre-scaled, the only
signals which may have overflow are the elements of
the controller state vectorx(n), which, therefore, have
to be scaled.

There exist different scaling schemes for prevent-
ing variables from overflow. The popularly used ones
are thel2- and l∞-scalings. In what follows, we will
concentrate on thel2-scaling scheme. Thel2-scaling
means that each element of the controller state vec-
tor x(n) should have a unit variance when the input
r(n) is a white noise with a unit variance. This can be
achieved if

K̄ (l , l) = 1, l = N+1,N+2, ...,N+K (9)

whereK̄ is the controllability Gramian of the closed-
loop system of orderN + K. Assuming thatPd(z) is
strictly proper and has a realization(Az,Bz,Cz,0), let
(Acl ,Bcl ,Ccl ,0) be the closed-loop realization, where

Acl =

[

Az+dBzCz BzC
BCz A

]

Bcl =

[

Bz
0

]

Ccl = [Cz 0 ] (10)

with 0 denoting the zero vector of appropriate dimen-
sion. ThenK̄ is given by

K̄ =
+∞

∑
k=0

Ak
clBclB

T
cl (A
T
cl )

k (11)

satisfying

K̄ = AclK̄ ATcl +BclB
T
cl .

Let (Acl ,Bcl ,Ccl) and (A0
cl ,B

0
cl ,C

0
cl) be two real-

izations of the closed-loop system withAcl ,Bcl and
Ccl defined in (10), corresponding to the two digi-
tal controller realizationsR , (A,B,C,d) and R0 ,

(A0,B0,C0,d) which are related with (3), respectively.
It can be shown that

Acl =

[

I 0
0 T

]−1

A0
cl

[

I 0
0 T

]

Bcl =

[

I 0
0 T

]−1

B0
cl

Ccl = C0
cl

[

I 0
0 T

]

. (12)

It then follows from (12) that

K̄ =

[

I 0
0 T

]−1

K̄ 0

[

I 0
0 T

]−T

whereK̄ 0 is the closed-loop controllability Gramian
corresponding toR0. Let

K̄ ,

[

K 11 K 12
K 21 K

]

, K̄ 0
,

[

K 0
11 K

0
12

K 0
21 K 0

]

(13)
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have the same partition as

[

I 0
0 T

]

, then

K = T−1K 0T−T (14)

whereK 0 is a positive-definite matrix independent of
T.

It is easy to see from above equations that thel2-
scaling constraint (9) can be satisfied if the diagonal
elements ofK are all equal to one, that is

K (k,k) = 1,∀k. (15)

When theρDFIIt structure is used to implement a
digital controller, it has to bel2-scaled in order to pre-
vent the signals in the controller from overflow, which
can be achieved by choosing{∆k} properly. It is in-
teresting to note that

pk(z) = [
K

∏
l=k+1

∆−1
l ]p̄k(z), ∀k (16)

where allp̄k(z) are obtained using (5) with∆k = 1, ∀k.
Let (A0

ρ,B
0
ρ,C

0
ρ,β0) be the equivalent state-space

realization corresponding to∆k = 1, ∀k. With (16), it
can be shown that

Aρ = TscA
0
ρT−1

sc , Bρ = TscB
0
ρ, Cρ = C0

ρT−1
sc

whereT−1
sc is a diagonal scaling similarity transfor-

mation, and

Tsc = diag(d1,d2, · · · ,dK), dk =
k

∏
l=1

∆−1
l , ∀k.

DenoteK̄ ρ and K̄ 0
ρ as the closed-loop controlla-

bility Gramians, corresponding to the controller real-
izations(Aρ,Bρ,Cρ,β0) and (A0

ρ,B
0
ρ,C

0
ρ,β0), respec-

tively. Let K ρ be the sub-matrix ofK̄ ρ with the
partition defined in (13), then (14) becomesK ρ =

TscK
0

ρ TTsc with K 0
ρ the corresponding sub-matrix of

K̄ 0
ρ . It is easy to see that thel2-scaling can be

achieved ifK ρ(k,k) = 1,∀k, or equivalently,

d2
kK

0
ρ (k,k) = 1, k = 1,2, ...,K

which leads to

∆1 =
√

K 0
ρ (1,1), ∆k =

√

K 0
ρ (k,k)

K 0
ρ (k−1,k−1)

, (17)

k = 2,3, ...,K.

In the sequel, all the structures under discussion,
including theρDFIIt structure, are assumed to have
beenl2-scaled. Here we should note that thel2-scaled
ρDFIIt structure to be analyzed in this paper is differ-
ent from the structure in (Hao et al., 2006) where{∆k}
are free parameters used for maximizing the stability
robustness measure.

3 PERFORMANCE ANALYSIS
AND OPTIMIZED STRUCTURE

In this section, we will analyze the performance of
the ρDFIIt structure in terms of closed-loop round-
off noise gain. The problem of finding the optimized
structure will then be formulated and solved.

One notes that for a given digital controllerCd(z),
there exists a class ofl2-scaledρDFIIt structures,
which are determined by a space, denoted asSγ, from
which the free parameters{γk} take values. It is easy
to see that{γk} are the parameters to be implemented
directly in the structure. Since we are confined to
fixed-point implementation for which the FWL ef-
fects are more serious, it is desired thatγk be abso-
lutely not bigger than one and of FWL format. For a
fixed-point implementation ofBp bits, define

SFWL , {−1,1}∪{±
Bp

∑
l=1

bl 2
−l

, bl = 0,1, ∀l} (18)

which is a discrete space, containing 2Bp+1 + 1 ele-
ments. Therefore, one can chooseSγ ⊂ SFWL, which
means that allγk are of exactBγ-bit format withBγ ≤
Bp.

3.1 Closed-loop Roundoff Noise Gain

In practice, a designed digital controller has to be im-
plemented with finite precision and a rounding oper-
ation has to be applied if less-than-double precision
fixed-point arithmetic is utilized. Assuming round-
ing occurs after multiplication (RAM), a variable, say
x, computed with a multiplication, has to be replaced
by its quantized version, denoted asQ[x], in the ideal
computation model. The differenceQ[x]− x is the
corresponding roundoff noise, which is usually mod-
elled as a white noise sequence and statistically inde-
pendent of those produced by other sources.

Let µ be a parameter in a controller structure and
Q[µs(n)] the quantized version of the productµs(n).
The roundoff noise due to the parameterµ can be de-
fined as

ψ(µ)εµ(n) , Q[µs(n)]−µs(n)

whereψ(µ)= 1 if µ is nontrivial, otherwise,ψ(µ)= 0.
In fact, the functionψ(µ) is used for indicating the
fact thatµ produces no roundoff noise when it is triv-
ial. Denote∆u(n) as the corresponding output de-
viation of the closed-loop system toψ(µ)εµ(n) and
F(z) as the transfer function betweenψ(µ)εµ(n) and
∆u(n). It is well known (see, e.g., (Gevers and Li,
1993)) that∆u(n) is a stationary process and the vari-
anceE[(∆u(n))2] = ψ(µ)‖F(z)‖2

2E[ε2
µ(n)]. Then the
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roundoff noise gain forµ is defined as

Gµ ,
E[(∆u(n))2]

E[ε2
µ(n)]

= ψ(µ)‖F(z)‖2
2 (19)

where||.||2 is theL2-norm:

‖ F(z) ‖2 ,

{

1
2π

∫ 2π

0

l

∑
i=1

m

∑
k=1

| fik(e
jω)|2dω

}1/2

=

{

tr[
1

j2π

∮

|z|=1
F(z)FH (z)z−1dz]

}1/2

(20)

with F(z) = { fik(z)} ∈ R l×m, andH , tr[.] denoting
the conjugate-transpose and trace operators, respec-
tively. Let F(z) = D+L(zI−Φ)−1J. It can be shown
that

‖F(z)‖2
2 = tr[DDT +LWcL

T ] = tr[DT D+JTWoJ]
(21)

whereWc,Wo are the controllability and observability
Gramians of the realization(Φ,J,L,D), respectively.

Consider a digital controller implemented with a
ρDFIIt structure. We note that the parameters in a
ρDFIIt structure are{αk},{βk}, {∆k}, and{γk}. It
follows from (6) that

y(n) = β0u(n)+
K

∑
l=1

[
pl (z)
p0(z)

βl u(n)−
pl (z)
p0(z)

αl y(n)].

(22)
Let us first look at the effect of roundoff noise
ψ(β0)εβ0

(n) due toβ0 on the closed-loop output. Let
u∗(n) and y∗(n) be the corresponding output of the
closed-loop system and the controller, respectively.
Clearly, they obey (22) withβ0u∗(n) replaced by
β0u∗(n)+ψ(β0)εβ0

(n). Denote∆y(n) , y∗(n)−y(n).
Then one can show that

∆y(n) = [β0∆u(n)+ ψ(β0)εβ0
(n)]

+
K

∑
l=1

pl (z)
p0(z)

βl ∆u(n)−
K

∑
l=1

pl (z)
p0(z)

αl ∆y(n) (23)

where∆u(n) , u∗(n)−u(n), satisfying

∆u(n) = Pd(z)∆y(n). (24)

Let Hcl(z) be the transfer function of the closed-
loop system, which is given by

Hcl(z) =
Pd(z)

1−Pd(z)Cd(z)

wherePd(z) is the transfer function of plant andCd(z)
the polynomial parametrized controller transfer func-
tion given by (6). It is easy to see that

Hcl(z) = Dcl +Ccl(zI−Acl)
−1Bcl (25)

with (Acl ,Bcl ,Ccl ,Dcl) the realization of closed-loop
system. It then follows from (23) and (24) that

∆u(n) = S0(z)ψ(β0)εβ0
(n)

where S0(z) is the transfer function between
ψ(β0)εβ0

(n) and∆u(n), which is given by

S0(z) = Hcl(z)V0(z)

with

V0(z) ,
p0(z)

p0(z)+ ∑K
l=1 αl pl (z)

.

ComparingV0(z) with (6), it follows from (8) that

V0(z) = [β0 +Cρ(zI−Aρ)
−1Bρ]|β0=1,V̄β=0

= 1−Cρ(zI−Aρ)
−1V̄α.

One observes thatS0(z) is of the formS0(z) =
[D2 + C2(zI2 − A2)

−1B2][D1 + C1(zI1 − A1)
−1B1],

where A1 = Aρ,B1 = −V̄α,C1 = Cρ,D1 = 1, A2 =
Acl ,B2 = Bcl ,C2 = Ccl ,D2 = Dcl , andIk,k = 1,2 de-
notes the identity matrix of a proper dimension. It is
easy to verify that

S0(z) , D̃+C̃(zĨ − Ã)−1B̃

where

D̃ = D2D1, C̃ = [D2C1 C2 ]

Ĩ =

[

I1 0
0 I2

]

Ã =

[

A1 0
B2C1 A2

]

, B̃ =

[

B1
B2D1

]

.

According to (19) and (21), the roundoff noise gain
due to parameterβ0 is given by

Gβ0
= ψ(β0)||S0(z)||

2
2 = ψ(β0)tr(D̃

T D̃+ B̃T W̃B̃)

, ψ(β0)G0

whereW̃ is the observability Gramian of the realiza-
tion (Ã, B̃,C̃,D̃).

Using the same procedure, one can analyze the
roundoff noise gain due to the parameterβk. Let
ψ(βk)εβk

(n) be the corresponding roundoff noise.
It can be shown that the transfer function from
ψ(βk)εβk

(n) to ∆u(n), denoted asSk(z), is

Sk(z) = Hcl(z)Vk(z)

with Hcl(z) given by (25) and

Vk(z) =
pk(z)

p0(z)+ ∑K
l=1 αl pl (z)

= Cρ(zI−Aρ)
−1ek

for k= 1,2, · · · ,K, whereek is thekth elementary vec-
tor whose elements are all zero except thekth one
which is 1. Therefore,

Gβk
= ψ(βk)||Sk(z)||

2
2 , ψ(βk)Gk, ∀k
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with
Gk = tr(D̃Tk D̃k + B̃Tk W̃kB̃k)

where(Ãk, B̃k,C̃k,D̃k) is the realization ofSk(z) and
W̃k is the corresponding observability Gramian.

Comparing the positions ofαk,γk and∆k+1 with
that ofβk in Fig. 3, one can see easily that

Gαk = ψ(αk)Gk, Gγk = ψ(γk)Gk, G∆k = ψ(∆k)Gk−1

for k = 1,2, · · · ,K.
Therefore, the total closed-loop roundoff noise

gain of theρDFIIt structure is

Gρ ,

K

∑
k=1

[Gαk +Gγk +G∆k]+
K

∑
k=0

Gβk
,

K

∑
k=0

υkGk (26)

where the coefficientsυk can be specified easily with
the expressions, obtained above, of roundoff noise
gain for all the parameters.

3.2 Structure Optimization

For a given digital controllerCd(z) and any given free
parameters{γk}, one can obtain thel2-scaledρDFIIt
structure with the procedure presented in Section II.
The roundoff noise gainGρ can then be evaluated
with (26). Since different sets of{γk} yield different
ρDFIIt structures and hence lead to different roundoff
noise gainGρ, an interesting problem is to minimize
Gρ with respect to these free parameters, which leads
to the following optimalρDFIIt structure problem:

min
γk∈Sγ

Gρ. (27)

It seems impossible to obtain analytical solutions
to the problem (27) due to the high nonlinearity ofGρ
in {γk}. However, noting thatSγ is of finite number
of elements, the problem can be well solved using the
exhaustive searching method.

4 A DESIGN EXAMPLE

In this section, we illustrate our design procedure
and the performance of the proposed structure with
a numerical example, in whichSγ = {±1,±(2−1 +

2−2),±2−1
,±2−2

,0}. The elements in the setSγ are
of exact 3-bit fixed-point format (including one bit for
the sign). Using more bits or floating-point formats
will lead to a further improved performance, which
can also confirm the effectiveness of our design pro-
cedure.

Consider a discrete-time control sys-
tem, where the digital plant Pd(z) =

10−1 × 0.0181z4+0.0033z3−0.1628z2+0.0111z+0.0163
z5−3.7174z4+5.7458z3−4.6673z2+2.0336z−0.3953

Table 1: Comparison of Different Structures.

zDFIIt δDFIIt Rf ρDFIIt
G 1.5191×104 7.1763 4.9919 1.0085
Np 19 19 49 24

and controller Cd(z) = 0.0577 +
0.2258z5−0.6588z4+0.8195z3−0.5320z2+0.1814z−0.0234

z6−3.6172z5+5.9513z4−5.6335z3+3.2509z2−1.0895z+0.1690
.

The corresponding poles of the closed-
loop system are {0.4523± j0.5315,0.4837±
j0.4556,0.6055 ± j0.4108,0.7814 ±
j0.3099,0.8886± j0.3326,0.9113}.

Applying exhaustive searching to (27), one gets
the optimalρDFIIt structure, denoted asρDFIIt, for
which γ1 = 1, γ5 = 0.5, γk = 0.75, k ∈ {2,3,4,6}.
For comparison, an optimal fully parametrized state-
space realization, denoted byRf , is obtained using
the procedure in (Li et al., 2002).zDFIIt andδDFIIt
are the traditional DFIIt structures in the shift- andδ-
operators, corresponding toγk = 0, ∀k andγk = 1, ∀k,
respectively.

The comparative results of different structures are
presented in Table I, whereG is the roundoff noise
gain andNp is the number of nontrivial parameters in
each structure.

From this example, one can see thatzDFIIt yields
a very large roundoff noise gain, though it has only 19
parameters to implement, whileδDFIIt has a much
better performance. The fully parametrized optimal
realizationRf yields a further better performance,
however, all the 49 parameters inRf are nontrivial.
It is interesting to see thatρDFIIt beatsRf in terms
of the roundoff noise performance. Moreover,ρDFIIt
is very sparse and has only 24 nontrivial parameters,
which is less than half of those inRf .

5 CONCLUSIONS

In this paper, we have addressed the optimal con-
troller structure problem in a discrete-time control
system with roundoff noise consideration. Our ma-
jor contribution is twofold. Firstly, a sparse controller
structure, which is al2-scaled generalized DFIIt struc-
ture, has been derived. Secondly, the performance
of the proposed structure has been analyzed by de-
riving the corresponding expression of closed-loop
roundoff noise gain and the problem of finding op-
timized sparse structures has been solved. Finally,
a numerical example has been given, which shows
that the proposed structure can achieve much bet-
ter performance than some well-known structures and
particularly, outperforms the traditional optimal fully
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parametrized realization greatly in terms of reducing
roundoff noise and implementation complexity. This
optimal controller design strategy with high precision
arithmetic can be utilized to develop suitable con-
trol systems for robotic platforms performing com-
plex movements, where efficiency, accuracy and fast
speed are essential.
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Abstract: This study explores the interconnection between vector autoregressive (VAR) structures and state–space mod-
els and results in a compact framework for the representation of multivariate time–series, as well as the esti-
mation of structural information. The corresponding methodology that is developed, applies the fact that every
VAR process of ordern may be described by an equivalent (non–unique) VAR model of first order, which is
identical to a state–space realization. The latter uncovers many ”hidden” information of the initial model, it
is more easy to manipulate and maintains significant second moments’ information that can be reflected back
to the original structure with no effort. The performance of the proposed framework is validated using vector
time–series signatures from a structural system with two degrees of freedom, which retains a pair of closely
spaced vibration modes and has been reported in the relevant literature.

1 INTRODUCTION

The analysis of vector time–series, generally referring
to the determination of the dynamics that govern the
performance of a system under unobservable excita-
tions, has been a subject of constant development for
more than two decades, as part of the broader system
identification framework. Relative applications are
extended from econometrics (Clements and Henry,
1998; Lütkepohl, 2005), to dynamics (Ljung, 1999;
Koulocheris et al., 2008), vibration (Papakos and Fas-
sois, 2003), modal analysis (Huang, 2001) and fault
diagnosis (Dertimanis, 2006).

The study of vector time–series can be assessed
from a variety of viewpoints, with respect to the ap-
plication of interest. These include simulation, pre-
diction and extraction of structural information. Yet,
while in the first two areas the interrelation of the cor-
responding time–series structures, such as the VAR
one (or the VARX and the VARMAX, under the
availability of input information), to equivalent state–
space models has been studied extensively (Hannan,
1976; Brockwell and Davis, 2002; Lütkepohl, 2005),
not much have been done in the third (Lardies, 2008),
from where it appears that state–space realizations
may provide significant advantages, regarding struc-

tural estimation, with respect to other approaches (He
and Fu, 2001).

This paper attempts to provide a unified frame-
work for the representation of vector time–series, by
means of VAR structures and their corresponding
state–space realizations. Based on the fact that ev-
ery VAR structure of ordern (referred to from now on
as VAR(n) structure) can be expressed as an equiva-
lent (and non–unique) VAR(1) one, a corresponding
state–space model is developed. This specific model
qualifies, over other possible realizations, for having
a transition matrix that coincides with the VAR(n)
polynomial matrix. It turns out that the spectrum of
this transition matrix has all the structural information
about the system that generates the time–series ”hid-
den” in its spectrum. Consequently, by taking advan-
tage standard results of matrix algebra, closed form
expressions for the Green function and the covariance
matrix are derived. The latter, unlike other estimation
schemes, such as the Burg and the forward–backward
methods (Brockwell and Davis, 2002), is by definition
closely related to the energy distribution of the vec-
tor time–series. Thus, the corresponding expression
that is assessed, quantifies the impact of each specific
structural mode in the total energy of the system, a
technique that has been recorded in the literature as

20



dispersion analysis(Lee and Fassois, 1993).
The paper is organized as follows: in Sec. 2 the

VAR(n) structure is presented and the reduction to the
state–space realization is performed. Section 3 illus-
trates the properties of the state–space model, includ-
ing the development of closed form representations
for the Green function and the covariance matrix, and
how these are reflected to the original VAR(n) struc-
ture. Section 4 contains the least–squares estimation
of the state equation and Sec. 5 the validation of the
estimated model, as well as the extraction of the struc-
tural information that is ”hidden” in the transition ma-
trix. Section 6 displays an application of the proposed
framework to a simulated vibrating system that has
been already used in the past (Lee and Fassois, 1993;
Fassois and Lee, 1993) and in Sec. 7 the method is
concluded and some remarks for further research are
outlined.

2 THE VAR(n) STRUCTURE

2.1 The Model

Let Y[t] =
[

y1[t] y2[t] ... ys[t]
]T

denote a s–

dimensional vector time–series of zero mean random
variables1. Under the stationarity assumption (Box
et al., 2008),Y[t] can be described by a finite order
VAR model of the following form:

Y[t]+A1·Y[t −1]+ ...+An·Y[t −n] = Z[t] (1)

In the above equationn is the order of the VAR pro-
cess,A j designate the[s×s] AR matrices andZ[t] de-
scribes a vector white noise process with zero mean,

µµµZ ≡ E
{

Z[t]
}

= 0 (2)

and covariance function,

ΓΓΓZ [h] ≡ E
{

Z[t +h]·ZT [t]
}

=

{

ΣΣΣZ h = 0
0 h 6= 0

(3)

where ΣΣΣ is a non–singular (and generally non–
diagonal) matrix.

Taking advantage of the backshift operatorq, de-
fined such thatq−k·Y[t] = Y[t −k], the VAR(n) struc-
ture can be compactly written as,

A(q)·Y[t] = Z[t] (4)

whereA(q) is the[s×s] AR polynomial matrix:

A(q) = Is+A1·q
−1 + ...+An·q

−n (5)

1Throughout the paper, quantities in the brackets shall
notate discrete–time units (or time lags, in the case of co-
variance functions) and hats shall notate estimators / esti-
mates.E{·} shall notate expectation.

2.2 Reduction to State–space

Any VAR(n) process of Eq. 1 can be transformed to an
equivalent VAR(1) structure (Lütkepohl, 2005). De-
fine the[n·s×1] vectors,

ΞΞΞ[t] =













Y[t −n+1]
Y[t −n+2]

...
Y[t −1]

Y[t]













NNN[t] =













0
0
...
0

Z[t]













(6)

and the[n·s×n·s] and[s×n·s] matrices,

F =













Os Is . . . Os
Os Os . . . Os

. . . . . .
. . .

...
Os Os . . . Is
−An −An−1 . . . −A1













(7)

C =
[

Os Os . . . Is
]

(8)

respectively, Eq. 1 can take the following form:

ΞΞΞ[t] = F·ΞΞΞ[t −1]+NNN[t] (9)

YYY[t] = C·ΞΞΞ[t] (10)

Equations 9–10 illustrate the state–space realization
of the VAR(n) structure of Eq. 1. Naturally, the state–
space model consists of a state equation (Eq. 9), in
which F is the state transition matrix, and an obser-
vation equation (Eq. 10) that relates the original s–
variate time–seriesY[t] to the state vector,ΞΞΞ[t], by
means of the output matrixC. Obviously, the state
equation can be viewed as a VAR(1) model, in which
ΞΞΞ[t] is a well–defined stationary stochastic process
and N[t] has properties similar to that ofZ[t], as it
will become clear at the following.

It must be noted that the state–space realization
of Eq. 1 is not unique (Lardies, 2008). In fact they
exist infinitely many pairs{F,C} that can describe
Y[t] in terms of Eqs. 9–10, since any transformation
of the state vector by a non–singular[n·s×n·s] ma-
trix T leads to new state equation, in which the transi-
tion matrixT·F·T−1 is similar toF and preserves its
eigenvalues (Meyer, 2000). Yet, Eq. 1 has a very im-
portant property: the transition matrixF, as defined
in Eq. 7, is the block companion matrix of the poly-
nomial matrixA(q) described by Eq. 5 and includes
all the structural information of interest, regarding the
process that generates the s–variate time–seriesY[t].
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3 PROPERTIES OF THE
STATE–SPACE REALIZATION

3.1 Noise

From Eqs. 6, 8, it holds that,

N[t] = CT ·Z[t] (11)

so the mean value and the covariance matrix ofN[t]
are given by,

µµµN ≡ E
{

N[t]
}

= CT ·E
{

Z[t]
}

= 0 (12)

and,

ΓΓΓN[h] ≡ E
{

N[t +h]·NT [t]
}

= E
{

CT ·Z[t +h]·ZT [t]·C
}

= CT ·E
{

Z[t +h]·ZT [t]
}

·C

= CT ·ΓΓΓZ [h]·C (13)

leading to,

ΓΓΓN[h] =

{

ΣΣΣN h = 0
0 h 6= 0

(14)

whereΣΣΣN = CT ·ΣΣΣZ ·C.

3.2 State Vector

Since the state transition equation reflects the prop-
erties of an observed dynamic system, the output of
which is the available s–variate time–seriesY[t], it
is desirable to obtain corresponding mathematical ex-
pressions that assess and quantify the relative infor-
mation. Conventional time–series analysis usually is
led to infinite, or recursive expressions for the repre-
sentation / calculation of valuable quantities, such as
the weighting function (referred to also asGreen func-
tion, process generating function, or transfer func-
tion) and the covariance matrix. The analysis that
follows leads to closed form representations, which
reveal the spectral characteristics of the transition ma-
trix F.

3.2.1 The Green Function

Starting from the VAR(1) state equation,

ΞΞΞ[t] = F·ΞΞΞ[t −1]+NNN[t] (15)

it can be written as an infinite vector moving average,

ΞΞΞ[t] =
∞

∑
k=0

Fk·NNN[t −k] (16)

which is a multivariate generalization of Wold’s the-
orem (Box et al., 2008). Without loss of generality,
assuming thatF has a complete set of eigenvalues
{

λ1,λ2, ...,λn·s
}

, it can be expressed as,

F =
n·s

∑
j=1

G j ·λ j (17)

whereGk are the spectral projectors ofF (refer to
the Appendix for a brief introduction to the spectral
properties of square matrices). The substitution of
Eq. 17 to Eq. 16, using the fact thatGk

j = G j and
Gi ·G j = 0, i 6= j, yields,

ΞΞΞ[t] =
∞

∑
k=0

[ n·s

∑
j=1

G j ·λ j

]k
·NNN[t −k]

=
∞

∑
k=0

n·s

∑
j=1

G j ·λk
j ·NNN[t −k]

=
∞

∑
k=0

HΞΞΞ[k]·NNN[t −k] (18)

so that the coefficients of the weighting (Green) func-
tion can be expressed in a closed form as,

HΞΞΞ[k] ≡ Fk =
n·s

∑
j=1

G j ·λk
j (19)

in terms of the spectrum ofF. Notice that by defi-
nition (Eq. 16),HΞΞΞ[k] can be viewed as the impulse
response of the state difference equation, which gen-
erally has a decaying performance, characterized by
a mixture of damped exponentials and cosines, as for
example in vibrating systems, where the eigenvalues
λk often appear in complex conjugate pairs. Further-
more it holds that (see Appendix):

HΞΞΞ[0] =
n·s

∑
j=1

G j = I (20)

3.2.2 The Covariance Matrix

The covariance matrix related to the Wold decompo-
sition of the state equation is (Brockwell and Davis,
2002):

ΓΓΓΞΞΞ[h] =
∞

∑
k=0

Fk+h·ΣΣΣN·
[

Fk]T
(21)

Using Eq. 17, the following apply:
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ΓΓΓΞΞΞ[h] =

=
∞

∑
k=0

{

[ n·s

∑
j=1

G j ·λ j

]k+h
·ΣΣΣN·

{[ n·s

∑
m=1

Gm·λm

]k}T
}

=
∞

∑
k=0

{

n·s

∑
j=1

G j ·λk+h
j ·ΣΣΣN·

n·s

∑
m=1

GT
m·λ

k
m

}

=∑
j
∑
m

G j ·ΣΣΣN·GT
m·λ

h
j ·

∞

∑
k=0

λk
j ·λ

k
m

=∑
j
∑
m

G j ·ΣΣΣN·GT
m·λ

h
j ·

1
1−λ j ·λm

=
n·s

∑
j=1

G j ·ΣΣΣN·
n·s

∑
m=1

GT
m·

1−λ j·λm
·λh

j (22)

Setting,

D j = G j ·ΣΣΣN·
n·s

∑
m=1

GT
m·

1−λ j ·λm
(23)

the covariance matrix can be expressed as:

ΓΓΓΞΞΞ[h] =
n·s

∑
j=1

D j ·λh
j (24)

Equation 24 has some important features. First, as
become directly evident, it has the same form as the
Green function. Second, it describes the covariance
matrix in terms of the spectral properties of the tran-
sition matrix (plus the noise covariance), which, as
already mentioned, contains all the information about
the dynamics that produce the state vector and, thus,
Y[t]. This fact leads to a third crucial feature: for
h = 0, Eq. 24 yields:

ΓΓΓΞΞΞ[0] = D1 +D2 + · · ·+Dn·s (25)

Recalling thatΓΓΓΞΞΞ[0] can be treated as the multivari-
ate equivalent of the variance (in fact its diagonal ele-
ments are the variances of each entry ofΞΞΞ[t]), Eq. 25
can be used as a direct measure of the significance that
every eigenvalue has, in thetotal energyof the vector
time–series. This leads to the notion ofdispersion
analysis, originated in the work of (Lee and Fassois,
1993), in which the estimated modal characteristics
of a vibrating system are qualified against some pre-
defined thresholds. In the next section, a more practi-
cal version of Eq. 25 is presented, with respect to the
estimation problem.

In the case that the correlation matrix is of interest,
it can be calculated from (Box et al., 2008),

RΞΞΞ[h] = V−1/2
ΞΞΞ ·ΓΓΓΞΞΞ[h] ·V−1/2

ΞΞΞ (26)

whereVΞΞΞ is a diagonal matrix that contains the auto-
correlations at zero lag:

V−1/2
ΞΞΞ = diag

{

γ−1/2
11 [0], . . . ,γ−1/2

n·s [0]
}

(27)

3.3 Output Time–series

The previous analysis explored the advantages of the
state equation and led to closed form representations
for the coefficients of the Green function and the co-
variance matrix, which are exclusively depend on the
spectrum of the transition matrixF. Naturally, there
exist strong connections between these quantities and
the corresponding ones of the s–variate time–series
Y[t]. The link is just the output equation of the state–
space model. The substitution of Eq. 16 to Eq. 10,
under the result of Eq. 19, yields,

Y[t] = C ·ΞΞΞ[t] = C ·
∞

∑
k=1

Fk·NNN[t −k]

=
∞

∑
k=0

C ·HΞΞΞ[k]·CT ·ZZZ[t −k]

=
∞

∑
k=0

HY [k] ·ZZZ[t −k] (28)

where:

HY [k] = C ·HΞΞΞ[k]·CT

=
n·s

∑
j=1

C ·G j ·CT ·λk
j

=
n·s

∑
j=1

ΩΩΩ j ·λk
j (29)

The covariance matrix ofY[t] is:

ΓΓΓY [h] ≡ E
{

Y[t +h]·YT [t]
}

=

=
∞

∑
k=0

HY [k+h] ·ΣΣΣZ ·HT
Y [k] (30)

Recalling that,

ΣΣΣN = CT ·ΣΣΣZ ·C (31)

and

HY [k] = C ·HΞΞΞ[k]·CT (32)

the following apply:

ΓΓΓY [h] =
∞

∑
k=0

C ·HΞΞΞ[k+h]·CT ·ΣΣΣZ ·C ·HT
ΞΞΞ[k]·CT

= C·

{

∞

∑
k=0

HΞΞΞ[k+h]·ΣΣΣN ·HT
ΞΞΞ[k]

}

·CT

= C·ΓΓΓΞΞΞ[h] ·CT (33)

Thus, from Eq. 24,

ΓΓΓY [h] =
n·s

∑
j=1

Q j ·λh
j (34)
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where,

Q j = C·D j ·CT (35)

while if the correlation matrixRY [h] is needed, corre-
sponding versions of Eqs. 26– 27 apply to Eq. 34 as
well.

Equations 29 and 34 show how the properties of
the s–variate time–seriesY[t] are related to the transi-
tion matrix. It is important to observe that the above
analysis is strictly depended on the spectrum ofF. In-
deed, when the VAR(n) structure described by Eq. 1
is available, all the information about the dynamics
of the system that producesY[t] can be assessed by
the eigenvalue problem ofF, the state transition ma-
trix of the state–space realization, which is identical to
the block companion matrix of the polynomial matrix
A(q). Of course, no VAR structure exists a–priori for
an available data set and it rather has to be estimated.
This is the topic of the next Section.

4 ESTIMATION

The estimation of VAR(n) structures pertains to the
identification of the polynomial matrix order and co-
efficients, as well as the covariance matrix of the vec-
tor noise sequence, given observations of a s–variate
times–seriesY[t], t = 1, ...,N, that has been sampled
at a periodTs. To this, the state–space realization may
again be utilized, noting that, regardless the selected
ordern of the original VAR structure, the state equa-
tion retains the first order VAR form. In addition,
Eq. 15 can be written as a linear regression,

ΞΞΞ[t] = ΦΦΦ[t]· fff +N[t] (36)

with,

ΦΦΦ[t] = −ΞΞΞT [t −1]⊗ In·s [n·s×n·s2] (37)

fff = vec
{

F
}

[n·s2×1] (38)

where⊗ denotes Kronecker’s product andvec{·} the
vector that is produced by stacking the columns of the
relative matrix, one underneath the other. Introduc-
ing,

ΞΞΞ =
[

ΞΞΞT [1] . . . ΞΞΞT [N]
]T

[N·n·s×1] (39)

ΦΦΦ =
[

ΦΦΦ[1] . . . ΦΦΦ[N]
]T

[N·n·s×n·s2] (40)

N =
[

NT [1] . . . NT [N]
]T

[N·n·s×1] (41)

the minimization of the quadratic norm,

V( fff ) =
1
2
·NT ·ΛΛΛ·N (42)

where N = ΞΞΞ − ΦΦΦ· fff and ΛΛΛ any arbitrary weight-
ing matrix (the covariance of the residual vectorN

is presently utilized, calculated asIN ⊗ ̂ΣΣΣ
−1
N ), leads

to the well-known normal equations for the least–
squares estimation offff ,

ΦΦΦT ·ΦΦΦ·̂fff = ΦΦΦT ·ΞΞΞ (43)

whereas the covariance matrix associated with the es-
timate of Eq. 43 is:

P =
[

ΦΦΦT ·ΛΛΛ·ΦΦΦ
]−1

(44)

The diagonal entries ofP are the variances of the pa-
rameter vectorfff . Thus, assuming normality (pro-
vided thatN ≫ n·s2), the 95% confidence limits are
derived from f̂ j ± 1.96·σ j for j = 1, . . . ,n·s2. Note
that if the zero value is contained in this interval, the
relative parameter can be regarded as zero.

Having the state equation estimated, the transition
to the original VAR(n) structure is designated by the
matrixC of the state–space realization’s output equa-
tion. To this, the transformation methods that were
implied in Sec. 3 are applied.

5 VALIDATION

The vector time–series fitting strategy consists of
finding an appropriate estimate of the ordern, as
well as of exploring the properties of the innovations,
Z[t]. Both may be qualified via minimization of the
Bayesian Information Criterion (BIC), defined as,

BIC = ln det |̂ΣΣΣZ |+n·s2 ln N
N

(45)

while the innovations can be further tested for white-
ness, using standard hypothesis tests. See (Papakos
and Fassois, 2003) for details.

Once the final model has been available, com-
plete structural information can be assessed in terms
of the estimated transition matrix. Towards this, the
spectrum of̂F is calculated, namely the eigenvalues
and the eigenvectors, while using Eq. 34, the relative
importance of each structural mode, within the total
energy of the system is evaluated. With respect to
the discussion that took place in Sec. 3.2.2, regarding
the notion of the dispersion analysis, settingh = 0 in
Eq. 34 yields:

ΓΓΓY [0] = Q1 +Q2+ · · ·+Qn·s (46)

Let γi j be the[i, j] element ofΓΓΓY [0]. Then,

γi j = q1 i j +q2 i j + · · ·+qn·s i j (47)

and since the eigenvalues of the transition matrix usu-
ally come as a mixture of real and complex conjugate
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Figure 1: A structural system with two degrees of free-
dom: m1 = m2 = 4.5 kg, c1 = 45 Ns/m, c2 = 35 Ns/m,
c3 = 15Ns/m, k1 = k3 = 17500N/m, k2 = 100N/m

numbers, the structural dispersions within the content
of the[i, j] covariance estimate are defined as:
Real mode:

δi j k = qi j k (48)

Complex mode:

δi j k = qi j k +q∗i j k (49)

Thus, the relative importance of each dispersion in the
[i, j] covariance estimate is:

∆i j k =
δi j k

γi j
×100% (50)

This procedure allows the determination of the contri-
bution of thekth identified mode in every element of
the covariance matrix, by building corresponding∆∆∆k,
which store the relative normalized dispersions∆i j k .

6 EXPERIMENTAL VALIDATION

The method’s performance was examined through the
structural identification problem of a vibrating system
with two degrees of freedom, presented in Fig. 1. The
system is characterized by a pair of closely spaced
modes, as indicated in Tab. and the vector time–series
used for the identification tasks was the vibration dis-
placement of the masses. The statistical consistency
of the method was investigated via Monte Carlo anal-
ysis that consisted of 20 data records of vibration dis-
placement time–series (with each such record having
1000 samples, see Fig. 2 for a single realization and
Fig. 3 for its covariance matrix), obtained with dif-
ferent white excitations and noise–corrupted at 5%
noise to signal (N/S) ratio. Regarding the simula-
tion, the continuous system was discretized using the
impulse–invariant transformation, at a sampling pe-
riod Ts = 0.025s.
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Figure 2: A realization of the noise corrupted (at 5% N/S
ratio) vibration displacement time–series.
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Figure 3: The correlation matrix of the series in Fig. 2 for
50 lags. TS1:x1[t], TS2:x2[t], ACF: autocorrelation, CCF:
cross–correlation.

Following the estimation procedure described in
Sec. 5, a VAR(2) structure was found adequate to de-
scribe system dynamics. Table 1 illustrates the esti-
mates of the natural frequencies and the damping ra-
tios (in fact the corresponding mean values and the
standard deviations of the Monte Carlo simulation),
together with the theoretical ones, from where it is
clear that the method performed satisfactory and iden-
tified the relative quantities, even in the absence of the
input excitations. Table 1 further displays the percent-
age dispersion matrices for each mode of vibration,
showing that the second mode is a heavier contributor
in the total energy of the system. This result coincides
with the previous assessment of the specific simulated
system, reported in (Fassois and Lee, 1993).

For further validation of the results, Figs. 4–5 dis-
play the theoretical correlation matrix of the estimated
model for the vector time–series of Fig. 1 and the
sample correlation matrix of the innovations, for the
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Table 1: Theoretical / identified natural frequencies (Hz) and damping ratios and dispersions of the identified VAR(n) struc-
ture.

Dispersion matrices (%)

Theoretical Identified 1stMode 2ndMode

wn 9.9793 9.9903±0.1446
[

37.68±5.06 −32.95±8.82
−37.01±10.18 9.58±2.73

] [

62.32±5.06 132.95±8.82
137.01±10.18 90.42±2.73

]

9.9274 9.9307±0.0636
ζ 0.1826 0.1848±0.0174

0.0480 0.0477±0.0073
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Figure 4: Theoretical correlation matrix: estimated model
for the series in Fig. 2 (50 lags). Notation is the same as in
Fig. 3.
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Figure 5: Sample correlation matrix: innovations of the es-
timated model for the series in Fig. 2 (50 lags). Notation is
the same as in Fig. 3.

same model. The estimated theoretical correlation is
very accurate, it follows its sample counterpart and
exhibits a damped sinusoidal behavior, as a result of
the identified complex conjugate eigenvalues of the
transition matrix. In addition, the sample correlations
of the innovations satisfy the whiteness hypothesis
test, at a 95% level of significance, since they are kept
within the 1.96/

√
N thresholds (Fig. 5, dash lines).

7 CONCLUSIONS

A novel method for the representation of vector time–
series, by means of VAR(n) structures, was presented
in this paper. Focusing on the estimation of struc-
tural information, the method takes advantage of the
fact that every VAR(n) structure can be turn into a
VAR(1) counterpart and is led to a state–space realiza-
tion, whose transition matrix coincides with the block
companion matrix of the VAR polynomial. Conse-
quently, it is shown how important quantities of the
original VAR(n) structure, such as the Green function
and the covariance matrix, can be qualified and as-
sessed only in terms of the spectrum of the transition
matrix. This fact provides the user with the ability
to accurately evaluate the significance of every struc-
tural mode in the total vector time–series energy (a
technique referred to as dispersion analysis). Of the
advantages of the method is the avoidance of itera-
tive iteration schemes and the estimation of a unique
structure for a given data set.

The encouraging results (reduced data acquisition,
statistical consistency, accurate structural identifica-
tion, no overdetermination, unique estimate) suggest
the further research into this field. Extension of the
method to vector time–series with structural indices
governed by multiple eigenvalues, probably by means
of Jordan canonical forms, as well as the investiga-
tion of VARMA models, ensues straightly. Of main
interest is also the application of the method under
the availability of input excitation and the expansion
of its framework to non–stationary vector time–series,
to closed–loop operations, as well as to fault diagno-
sis schemes.
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APPENDIX: MATRIX SPECTRUM

Every[n×n] matrixA with spectrum,

σ(A) = {λ1,λ2, ...,λk}, k≤ n (51)

has the following properties (Meyer, 2000):

- It is similar to a diagonal matrix.

- It retains a complete linearly independent set of
eigenvectors.

- Everyλ j is semi–simple.

Any such matrix can be written as,

A = λ1·G1 + λ2·G2 + ...+ λk·Gk (52)

where theG j ’s are the, so called, spectral projectors,
for which the following properties hold:

⊲ G1 +G2 + ...+Gk = I

⊲ Gi ·G j = 0, i 6= j

⊲ Gm
i = Gi

There are various ways to calculate the spectral pro-
jectors. Among them, the one that is presently utilized
uses only the matrixA and its eigenvaluesλ j to com-
puteG j :

G j =

k
∏
i=1
i6= j

(

A −λi·I
)

k
∏
i=1
i6= j

(

λ j −λi
)

(53)
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MEASUREMENTS ACQUIRED BY THE AUTOMATIC THEODOROS
SYSTEM

Giuseppe Nunnari, Alessandro Spata
Dipartimento di Ingegneria Elettrica, Elettronica e dei Sistemi, Universitá degli Studi di Catania
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Abstract: In this paper we treat two important aspects concerning the automatic monitoring of the ground deformation
at the Sciara del Fuoco (SdF), the Stromboli volcano (Italy) steep flank subjects to dangerous landslide events:
the developments of suitable software procedures to process observations and the evaluation of both 3D motion
maps and 3D strain tensor over the whole investigated area. Ground deformation measured by the monitoring
system known as THEODOROS (THEOdolite and Distancemeter Robot Observatory of Stromboli) is often
affected by offsets and spikes, due to both malfunctioning and periodical maintenances of the system, and other
noise sources making very difficult the interpretation of the ground deformation dynamics. To this purpose a
suitable software tool able to reduce these drawbacks was developed. Furthermore, both 3D motion maps and
3D strain tensor are computed in order to provide new useful information aimed to better understanding the
complex dynamic of the SdF.

1 INTRODUCTION

Stromboli is an active volcano, about 2500 m high
above the sea floor. Roughly only the last kilometre of
this volcano emerges from the sea, forming an island
whose diameter ranges from 2.4 to 5 km. It belongs
to the Aeolian Islands and represents the most active
volcano of this archipelago. Its conic shape is evi-
dently characterized by a big depression that marks
the northwestern flank of the edifice: the Sciara del
Fuoco (SdF). On December 28th, 2002, lava flows
outpoured from the northern wall of the NE crater and
descended into the Sciara del Fuoco, a deep depres-
sion marking the NW flank of the volcano edifice.
On December 30th, 2002, two landslides occurred
on the northern part of the Sciara del Fuoco; they
moved a mass in the order of tens of millions of cu-
bic meters both above and below sea level. The land-
slide produced a tsunami causing significant damage
to the eastern coast of the island, reaching the other
Aeolian Islands and the Sicilian and southern Italian

coasts. This event led to the upgrading of the ground
deformation monitoring system, already existing on
the island; the new requirement was the real-time de-
tection of the deformations related to potential slope
failures of the SdF. To this purpose the chosen in-
strument was the Leica TCA 2003 Total Station (TS)
equipped with GeoMos software ((Leica, 2002) that
allows remote sensor control. The acronym of this
system is THEODOROS (THEOdolite and Distance-
meter Robot Observatory of Stromboli) (Puglisi et al.,
2004). The rest of this paper is organized in the fol-
lowing way. In Sec. II a brief description of the cur-
rent THEODOROS configuration is given, the inter-
ested reader can found more detailed information and
a general map of the island with the position of the
reflectors in (Puglisi et al., 2004) and (Nunnari et al.,
2008). Sec. III reports the approach adopted to pre-
processing data; Sec. IV shows the methodology used
to compute the strain field; Sec. V reports the case
study; finally Sec. VI draws the conclusions of this
study.
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2 BRIEF INTRODUCTION TO
THE THEODOROS SYSTEM

The THEODOROS system consists of a remote-
controlled Total Station that can be programmed to
measure slope distances and angles between the sen-
sor and benchmarks appropriately installed in the
SDF area at a specific sampling rate. To ensure a
continuous stream of data from the instrument, it re-
quires a constant power supply and a continuous link
with the PC controlling the Total Station’s activities,
installed on the S. Vincenzo Observatory, where the
National Department of Civil Protection (DPC) con-
trol room is located. The Stromboli volcano eruption
of the 27 February 2007 destroyed the THEODOROS
benchmarks inside the SDF. A new configuration was
designed and new benchmarks were installed on the
new fan produced by the lava flow entering the sea.
This new topology consists of six reflectors installed
outside the SdF, around the Total Station, for the ref-
erence system and atmospheric corrections (SENT,
BORD, SEMF, SPLB2, CIST and ELIS), nine reflec-
tors for monitoring movements of the lava fan inside
the SdF (SDF18, SDF19, SDF20, SDF21, SDF22,
SDF23, SDF24, SDF25 and SDF26), two reflectors
to monitor the northern border of the SdF (400 and
BASTI) and two further reflectors on stable sites to
check the stability of the measurements both on short
and very long distance measurements (CURV and
CRV). Currently the reflectors SDF20 and SDF21 are
not working. The sample time indicated astc here-
after is set to betc = 10 minutes. Each measure-
ment for each target or reference point provides the
instantaneous values of three relevant pieces of infor-
mation: the slope distance (sd), the horizontal (hz)
angle and the vertical angle (ve). Starting from this
information, the GeoMos system is able to transform
the TS measurement vectors (whose components are
sd, hz, ve) into an equivalent vector whose compo-
nents are expressed in terms of North (N), South (S)
and Up (U) with respect to the assumed reference sys-
tem. In this computation, GeoMos is able to take into
account the constraints imposed by the assumption
of the reference system. Despite the availability of
real-time information, this is not enough to automat-
ically evaluate the state of ground deformation. In-
deed the acquired measures are affected by offsets,
spikes and noise sources that strongly compromised
their interpretation. These drawbacks must be neces-
sary overcome before that suitable quantities related
to the ground deformation dynamic can be efficiently
computed. In particular in this paper we focus our at-
tention on the problems of offsets and spikes removal,
smoothing noisy data and strain tensor evaluation.

3 PRE-PROCESSING DATA

The algorithm we propose to remove both spikes and
offsets consists of two steps. First the spikes are re-
moved, then attention is focused on offsets. Since the
single displacement components (North, East, Up) of
each benchmark in the period June 2006 - Decem-
ber 2008 are characterized by a normal distribution,
the problem to remove the spikes affecting observa-
tions, i.e. the sharp variations of the time series which
are generally due to either periodical maintenance
or instrument malfunctions, is well solved adopting
the standard deviation of observations as reference.
Indeed letTSDFx(t) be a generic component of the
benchmarkSDFx at time t, let ∆TSDFx(t) be the dif-
ference between two subsequent measures and denot-
ing asσ its standard deviation, the experience gained
through the daily monitoring of the SdF suggest us to
consider as spikes the∆TSDFx(t) values falling outside
the range covered by oneσ.

The offsets affecting observations are essentially
due to the maintenances of the THEODORO system.
Here it is necessary to distinguish two types of main-
tenances: periodical maintenance usually carried out
every six months, and extra maintenance due to un-
expected crash of the system. The offsets related to
the periodical maintenance are simply adjusted taking
into account the marked sharp variation (jump) visi-
ble when the system begins to work. This approach is
also suitable for offset due to the crash of the system if
the normal functioning of the system is promptly re-
stored. Instead, if the extra maintenance is performed
after a sufficiently long time the system crashed, then
the offsets removal is not trivial. Indeed, in this case,
in order to perform a reliable offsets correction the
estimation of the trend of each ground deformation
component during the period in which the system was
crashed is needed. In order to adjust these kinds of
offsets we use the linear trend as shown in figure 2.
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Figure 1: Offsets correction approach based on linear trend.

Although both spikes and offsets removal makes

STRAIN FIELD INTERPOLATION OVER THE SCIARA DEL FUOCO (STROMBOLI VOLCANO) FROM
GEODETIC MEASUREMENTS ACQUIRED BY THE AUTOMATIC THEODOROS SYSTEM

29



ground deformations more readable, further process-
ing is needed to reduce noise source affecting data,
in particular the thermoelastic effects on ground de-
formation due to the temperature. To this purpose we
have smoothed noisy data with spline functions fol-
lowing the suggestion of the literature (Biloti et al.,
2008), (Ge et al., 2003). A spline functions(t) is
a function defined piecewise by polynomials. This
function takes values from an interval[a,b] and maps
them toR, the set of real numbers. The interval[a,b]
is divided into k disjoint subintervals[ti ,ti+1] with
0≤ i ≤ k−1 such that[a,b] = [t0,t1]U...U [tk−2,tk−1].
The givenk points ti are called knots. The vector
t = (t0, ..,tk−1) is called a knot vector for the spline.
If the knots are equidistantly distributed in the inter-
val [a,b] the spline is uniform, otherwise it is non-
uniform. On each of this subintervals a nth polyno-
mial is defined and joined with others polynomials at
the knot points in such a way that all derivatives up
to the(n−1)th degree are continuous. Within these
constraints, the functions(t) is selected which mini-
mizes:

∑(s(ti)−xi)
2 + p

∫

(s( n+1
2 )(t))2dt (1)

where(ti ,xi) are the raw data samples ands(k) de-
notes thekth derivative ofs(t). The weight factorp
is the smoothing parameter whose value must be op-
portunely chosen to obtain a good compromise be-
tween good fit and the smoothness. In figure 2 are
shown, respectively, the raw data of the benchmark
SdF26 (North component), the data after removing
spikes and offsets and finally the spline-smoothing.
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Figure 2: (a) Original SDF26 North component; (b) Spikes
and offset removed; (c) Smoothing noise.

4 STRAIN INTERPOLATION

In order to compute both 3D displacements map
and strain tensor in the area of SdF covered by the

THEODOROS system we use the modified least-
square approach introduced by (Shen et al., 1996)
and also used by (Pesci and Teza, 2007) and (Teza
et al., 2008). Given a pointP having position
x0 = (x10,x20,x30) surrounded byN experimental
points (EPs) whose positions and displacements are
respectivelyx(n) = (x1(n),x2(n),x3(n)) and u(n) =
(u1(n),u2(n),u3(n)) wheren = 1..N, the problem of es-
timating both the displacements gradient tensorH and
the displacement componentsUi(i = 1..3) of the point
P, according to the infinitesimal strain theory, can be
modelled in terms of the following strain interpolation
equations:

ui(n)(x) = Hi j ∆x j(n) +Ui (i, j = 1..3) (2)

where∆x j(n) = x j(n)−x j0 are the relative positions
of the nth EP experimental points and the arbitrary
point P and Hi j = ∂ui

∂xj
are the elements of the dis-

placement gradient tensor. It can be decomposed in a
symmetric and an anti-symmetric part asH = E+ Ω,
whereE is the strain tensor defined as:

E =
1
2
(Hi j +H ji )ei ⊕ej (3)

andΩ is the rigid body rotation tensor defined as:

Ω =
1
2
(Hi j −H ji )ei ⊕ej (4)

Here ei is the base vector of the Cartesian ref-
erence system and⊕ is the tensor product. In
a compact form the undetermined system of equa-
tions (2) can be written asAl = u where A is
the design matrix simply derivable from equation
(2), l = [U1 U2 U3 ε11 ε12 ε13 ε22 ε23 ε33 ω1 ω2 ω3]
is the vector of unknown parameters andu =
[u(1) u(2) u(n)]T is the observation vector. Assum-
ing a uniform strain field and re-writing the previous
linear equation (4) asAl = u+e, wheree is the resid-
ual vector which model the stochastic nature of the
estimation problem, a suitable method to solve the
system is the Weighted Least Squares (WLS) which
gives the expression (5) as a suitable formula to esti-
mate the unknown vectorl

l̂ = (ATWA)−1ATWu (5)

In (5)W is the data covariance matrix. UsuallyW
is assumed to be diagonal (uncorrelated data), i.e. of
the form

W = diag(σ−2
1(1),σ

−2
2(1),σ

−2
3(1), ...,σ

−2
1(n),σ

−2
2(n),σ

−2
3(n))

(6)
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Figure 3: In the frames (a), (b), and (c) are reported the calculated East, North and Up components of displacements respec-
tively. Frames (d) and (e) report the maximum shear strain and the volume variation. Finally, in the frame (f) the displacement
vectors of the benchmarks are shown.

where the quantitiesσ j(n)’s are the standard devia-
tions of the measurements. According to the modi-
fied least squares (MLS) approach proposed by (Shen
et al., 1996), based on the adjustment of the covari-
ance matrixW, we use the matrixW′ which is a
weighted version of the matrixW of experimental
data. Following the suggestion given by (Shen et al.,
1996) and (Teza et al., 2008) the weight function con-
sidered here is:

W′ = We
−

d(n)
d0 (7)

whered(n) is the distance between the nth EP and the
arbitrary pointP, andd0 is a distance-decaying con-
stant defining the ”level of locality” of the estimation.

This method, likewise most previous methods
(Frank, 1966) and (Prescott, 1976) is used to inter-
polate the strain among benchmarks of geodetic net-
works where ground deformations are measured by
comparing geodetic surveys.

5 AN APPLICATION TO THE
SCIARA DEL FUOCO

The benchmarks placed on the lava fan show a gen-
eral NW-ward motion following the maximum slope
of the SdF, with an increasing magnitude from NE
to SW (Fig. 3f). This kind of deformation is in
good agreement with a seawards motion of the new
lava fan, driven by a mainly gravitational dynamics.
However, the ground motion is not uniform above the
investigated area, showing significant differences in
the displacements measured on different benchmarks.
In order to analyze the ground deformation pattern

recorded from December 14, 2008 to January 3, 2009
above the deforming lava body, we performed a strain
interpolation. Unfortunatly the corresponding lin-
ear system is undetermined since it implies more un-
knows (n = 9) that equations (m= 7). Therefore the
solution is never unique. To this reason we have cal-
culated a basic solution with almostm non zero com-
ponents by using the QR factorization with column
pivoting. Results are reported in Fig. 3, where the
decrease of the horizontal motion (Fig. 3a and b) is
evident from benchmark SDF25, that is located on the
upper and central area of the fan, towards the coast-
line and towards North, reaching the minimum values
at SDF18 benchmark, located close to the SdF north-
ern rim. The vertical motion (Fig. 3c) shows a more
uniform gradient, from a maximum down-lift of about
50 mm at the S-Westernmost benchmark (SDF22) to
near 0 at SDF18. A deeper analysis of the overall
deformation of the lava fan is allowed by the interpo-
lation of the strain tensor. In Fig. 3d, the distribu-
tion of the maximum 3D shear strain is reported, con-
firming the strongest deformation on the upper area of
the lava fan; this is mainly due to the stronger magni-
tude of horizontal displacements of the southernmost
SDF22, SDF25 and SDF26 benchmarks with respect
to the northern half of the fan, but also to the relative
vertical motion of the two halves of the body. On the
upper area, also the volumetric dilatation evidences
a maximum expansion (Fig. 3e), mainly imputable
to the divergent directions of the displacements af-
fecting SDF25 and SDF26 benchmarks. In addition,
a contracting area is detected on the southern coast-
line of the fan, due to the smaller displacements of
the SDF23 and SDF24 benchmarks with respect to
the upper ones, while all the northern half of the lava
body shows no significant volumetric strain variation

STRAIN FIELD INTERPOLATION OVER THE SCIARA DEL FUOCO (STROMBOLI VOLCANO) FROM
GEODETIC MEASUREMENTS ACQUIRED BY THE AUTOMATIC THEODOROS SYSTEM
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confirming the higher stability of this portion of the
fan that is buttressed by the stable northern wall of
the SdF.

6 CONCLUSIONS

In this paper we have first shown the pre-processing
techniques adopted to reduce noise sources affecting
ground deformation measures acquired at the Sciara
del Fuoco by the automatic monitoring system re-
ferred to as THEODOROS. In particular, due to the
gaussian distribution of acquisitions, the problem of
spikes removal was simply solved taking into account
their standard deviations. The offsets due to the crash
of the system have been adjusted based on the evalua-
tion of the linear trend of observations. Finally spline
functions have been used to reduce the thermoelas-
tic effects. After these pre-processing steps we have
shown the based on infinitesimal strain theory method
used to compute both displacements maps and strain
field over the area covered by the THEODOROS sys-
tem. Finally a case study related to the ground mo-
tion observed in the period December 2008 - January
2009 was carried out in order to test the proposed
methodology. Preliminary results show that the dis-
tribution of the maximum 3D shear strain emphasizes
the strongest deformation on the upper area of the lava
fan. Furthermore the volume variation highlights a
contracting area on the southern coastline of the fan.
Finally all the northern half of the lava body shows
no significant volumetric strain variation confirming
the higher stability of this portion of the fan that is
buttressed by the stable northern wall of the SdF.
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Abstract: New anti-windup scheme is presented in application to pole-placement control, with a complete analysis of
its behaviour for a class of second-order minimumphase stable plants of oscillatory and aperiodic character-
istics with different dead-times. The classical generalised conditioning technique anti-windup compensator
performance is compared with its three proposed modifications, arising in a new GCT compensation scheme.
A critical discussion of the necessity of compensation is also given.

1 INTRODUCTION

Constraints are ubiquitous in real-world environment.
As the result of their presence or the presence of
some nonlinearities in the control loops, arises the
difference in between computed and applied (i.e. con-
strained) control signal. In such a case, the perfor-
mance of the closed-loop system degrades in com-
parison with the performance of the linear system,
when constraints are not active. Such a degradation
is defined as windup phenomenon (Rundqwist, 1991;
Walgama and Sternby, 1990; Walgama and Sternby,
1993).

This can be also viewed from the point of discrep-
ancy in between internal controller states and its out-
put. When there is no correspondence in between
controller’s output and its internal controller states,
the controller does not have any information what the
current value of the constrained control signal is, and
windup phenomenon arises.

The windup phenomenon has been, at first, de-
fined for controllers comprising integral terms, as the
so-called integrator windup (Rundqwist, 1991). For
such controllers, control constraints may cause ex-
cessive integration of the error signal, giving rise to
longer settling of the output signal and overshoots.
There are two strands in compensating windup phe-
nomenon (in AWC, anti-windup compensation) – tak-
ing constraints into account during the design proce-
dure of the controller or assuming the system is linear,
designing the controller for the linear case, and, sub-
sequently, imposing constraints and applying AWCs
(Horla, 2007; Horla and Krolikowski, 2003a; Horla

and Krolikowski, 2003b).
The simplest anti-windup compensators have been

based on the idea of integrator clamping, i.e. they
referred to the controllers comprising integral terms
only (Visioli, 2003). The proposed AWCs avoided
integration of the error signal whenever some condi-
tions were met, e.g., the control signal saturated, or
error exceeded some predefined threshold, etc.

Such an approach was simple enough to be easily
implemented, but as it has been already said, applica-
ble to some controllers only.

The advanced anti-windup compensators have
been designed for the case of general controller,
which input-output equation is written in the RST
form. Among the proposed AWCs one can find in the
literature deadbeat, generalised, conditioning tech-
nique, modified conditioning technique and gener-
alised conditioning technique anti-windup compen-
sators (Horla and Krolikowski, 2003a; Horla and Kro-
likowski, 2003b). The three latter AWCs are based on
the idea of back-calculation, i.e. modification of the
signal that the output signal of the plant is to track,
with respect to current saturation level.

The paper focuses on the generalised conditioning
technique AWC (GCT-AWC), being a compromise
solution in between the simplicity of the advanced
AWC and compensation capabilities of the condition-
ing algorithm, what will be explained later.

The main idea of the paper is to present a modifi-
cation of the GCT-AWC that can arise from the idea of
integrator clamping methods, and to show that it can
result in better control performance than performance
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of the system with original GCT-AWC. The presented
results refer to the research carried for a set of stable
minimumphase second-order discrete-time plants and
different constraint levels.

There are no remarks in the literature how to
improve the performance of the GCT-AWC, apart
from (Horla and Krolikowski, 2003a). The proposed
method limits the number of modifications, with the
same excess. By introducing the proposed modifica-
tions one can improve the performance of the most
appealing AWC technique.

2 PLANT MODEL

Let the discrete-time CARMA model be given
A(q−1)yt = B(q−1)ut−d , (1)

whereyt is the plant output,ut is the constrained con-
trol input,d ≥ 1 is a dead-time and:

A(q−1) = 1+ a1q−1 + a2q−2
, (2)

B(q−1) = b0 + b1q−1 (3)

are relatively prime. The control signalut = sat(vt ;α)
is the computed control signal after saturation by
symmetrical cut-off function at level±α.

3 CONTROLLER

The plant is controlled by the pole-placement con-
troller that ensures tracking of a given reference signal
rt by the plant outputyt with given dynamics,

vt = kRrt − kPyt + kI
q−1

1−q−1 (rt − yt)−

−kD
1−q−1

1− γq−1 yt , (4)

wherekR = rkP,r > 0. The above controller equa-
tion can be obtained by discretisation of a continuous-
time PID controller (Rundqwist, 1991), and it can
be rewritten into the RST structure (Horla and Kro-
likowski, 2003b)

R(q−1)vt = −S(q−1)yt + T(q−1)rt . (5)

Coefficients of polynomialsR(q−1), S(q−1), T (q−1)
can be determined by solving the following Diophan-
tine equation

A(q−1)R(q−1)+ q−dB(q−1)S(q−1) =

= AM(q−1)Ao(q
−1) , (6)

where polynomialsAo(q−1) andAM(q−1) are stable,
and given polynomialAM(q−1) is of second order in
the chapter.

Controller polynomialsR(q−1), S(q−1), T (q−1)
are of orderd + nB, nA, nAo, respectively, and have
forms as follows:

R(q−1) = (1−q−1)R′(q−1) ,

S(q−1) = s0 + s1q−1+ s2q−2
, (7)

T (q−1) = kRAo(q
−1) .

From the controller equation (5), given structure
R(q−1), S(q−1), T (q−1) (7) and (4) it follows that:

s0 = kP + kD ,

s1 = kI −2kD− kP(1+ γ) , (8)

s2 = kD − γ(kI − kP) ,

Ao(q
−1) =

(

1−γq−1)
(

1−q−1
(

1−
kI

kR

))

=

= 1+ ao1q−1+ ao2q−2
, (9)

whereγ = − b1
b0

,kR = rkP, ao1 = kI
kR

− (1+ γ),ao2 =

γ
(

1− kI
kR

)

. As the polynomialAo(q−1) has to be sta-

ble, 0<
kI
kR

< 2 must hold what can be ensured by
a proper choice ofr.

The controller algorithm is assumed to be altered
by anti-windup compensator presented in the next
Section, in order to assure better control performance
of the closed-loop system subject to constraints. It is
to be borne in mind that the compensation is based on
back-calculation, i.e., it does not require the controller
to have integral terms in general.

4 GENERALISED
CONDITIONING TECHNIQUE
AWC

In GCT, the filtered set-point signal is conditioned,
instead of the set-pointrt , and given as

r f ,t =
Q(q−1)T1(q−1)

L(q−1)
rt , (10)

with

T (q−1) = T2(q
−1)T1(q

−1) ,

Q(q−1) = q0+ q1q−1 + · · ·+ qnQq−nQ
, (11)

L(q−1) = 1+ l1q−1+ · · ·+ lnLq−nL

andT2(0) = t2,0.
Similarly to the conditioning method (see (Horla

and Krolikowski, 2003a)), the modified filtered refer-
ence signal is given by

rr
f ,t = r f ,t +

q0(ut − vt)

t2,0
, (12)
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and the control signal is defined as

vt = (1−Q ′(q−1)R(q−1))ut +
t2,0

q0
r f ,t +

+
1
q0

((T2(q
−1)L(q−1)− t2,0)r

r
f ,t −

−Q ′(q−1)S(q−1)yt , (13)

whereQ ′(q−1) = Q(q−1)
q0

.
The GCT method enables additional tuning of the

performance by reference signal filter design. Be-
cause its parameters should correspond to model pa-
rameters, saturation level and set-point values, a spe-
cial choice of parameters of the filter (10) for min-
imumphase second-order model is proposed (Horla
and Krolikowski, 2003a). Letρ1 andρ2 denote poles
of stableA(z−1), then

ρ = max(|ρ1|, |ρ2|) , (14)

Q(q−1) = 1+
(

(1−ρ)ξ−1
)

q−1
, (15)

L(q−1) = 1− (1−ρ)ξq−1
, (16)

where 0< ξ ≤ 1 is the damping factor obtained from
classical root locus theory for the second-order sys-
tems. The suggested filter (14–16) takes into consid-
eration model parameters and set-point values only,
forcing the initial values of the filtered reference sig-
nal for slow models and reducing the amplitude and
rate of transients for oscillatory ones.

The inherent property of the conditioning tech-
nique is the so-called short sightedness phenomenon,
resulting in consecutive resaturations of the control
signal because of excessive modification of the refer-
ence signal. In order to improve the performance of
the compensation three modifications will be consid-
ered as in the next Section.

5 MODIFIED GENERALISED
CONDITIONING AWCS

In order to combine classical conditional integration
methods that work for controllers comprising inte-
grators with back-calculation AWC presented in the
previous Section, the following three back-calculation
modifications have been proposed – the modification
of the filtered reference input is applied when:

M1 |et | > e1 ,

M2 ut−1 6= vt−1 ,

M3 ut−1 6= vt−1 andetut−1 > 0,

wheree1 is a threshold value for reference modifica-
tion clamping.

By applying the modifications to the GCT-AWC
one assures that modification of the filtered reference
signal is performed only when necessary.

6 SIMULATED PLANTS

The simulations have been performed for a set
of stable, second-order, minimumphase plants with
B(q−1) = 1+0.5q−1 and:

• P1 type

A(q−1) = (1−q−1(σ+ ωi))(1−q−1(σ−ωi)) ,

where: −1 < σ < 1,

−1 < ω < 1,

|σ±ωi| < 1,

what corresponds to oscillatory behaviour of the
plant,

• P2 type

A(q−1) = (1−q−1z1)(1−q−1z2) ,

where: 0 < z1 < 1,

0 < z2 < 1,

what corresponds to aperiodic behaviour of the
plant.

The simulations have been run for square wave ref-
erence signal of period 40 samples and symmetrical
amplitude±3 with kI

kR
= 0.5,AM(q−1) = 1−0.5q−1+

0.06q−2 ande1 = 3.
In order to evaluate the quality of regulation pro-

cess, the performance index is introduced

J =
1
N

∑N
t=0 (rt − yt)

2
, (17)

whereN = 150 denotes the simulation horizon.
The simulations have been performed for the same

constraint hardness for each of the plants, denoted by
relative constraint levelαr (i.e., the multiplicity of
the minimum constraint levelαmin = 3 |A(1)|

|B(1)|
allow-

ing asymptotic tracking). The absolute value of the
constraint isα = αrαmin and changes as the plants
change.

7 PERFORMANCE SURFACES

The results of the simulation tests are shown as per-
formance surfaces. Each of the axes has been divided
into 101 values, thus all simulation results refer to a
grid of 101×101 different plants. The idea of such
surfaces is as follows – letJ0 denote the value of the
performance index of the control system with some
plant and givenαr and no AWC. LetJ1 denote the
value of the performance index of the same control
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system with the same plant but with classical GCT-
AWC. Let J2 denote the value of the performance in-
dex of, again, the same control system with the same
plant but with modified GCT-AWC (M1, M2 or M3).

For each of the plants and constraints level the fol-
lowing face is plotted:

� (magenta)J0 = J1 = J2,

� (red) modification is of the worst performance,
J0 < J1 < J2 or J1 < J0 < J2, the intensity of the
red level is proportional toJ2− J0 or J2− J1,

� (white) modification improves the performance of
the GCT-AWC,J0 < J2 < J1,

� (black) it is not worth to modify GCT,J1 < J2 <

J0, the intensity of the black level is proportional
to J2− J1,

� (blue) modification improves the performance
where GCT fails to,J2 < J0 < J1, the intensity of
the blue level is proportional toJ0− J2,

� (green) modification is of the best performance,
the intensity of the green level is proportional to
J0− J2 or J1− J2.

8 SHOULD ONE MODIFY GCT?

The performance surfaces have been obtained for P1
and P2 type plants with different dead-times and pre-
sented in Figs 1 and 2, where consecutive rows for
different dead-times refer to M1, M2 and M3.

In all the cases of P1 andd = 1 it is visible that
all modifications can improve the performance of the
GCT for slow plants, i.e., with small natural fre-
quency, whereas in the case of M1 and M3 there is
an improvement visible for such plants near stability
border. In the case of M1 and M3, one can see re-
gion of the best improvement (green). By comparing
the given surfaces one can say that M3 is of the best
AWC performance, because of the green regions and
brighter red regions than in other cases, what refers to
less performance degradation.

It is not advisable to modify the GCT algorithm
when the region is red, it is advisable to improve
where it is white and definitely advisable when green.

In the case ofd = 3 one can see that red regions
have almost disappeared and the improvement is best
in the case of M3.

For P2 type plants a performance improvement
can be observed for slow plants (green) with M1 and
M3. Because of the size of white and green regions
one can say that the best performance is assured by
M1, mainly because of theαr > 1, that is visibility of
green regions for greaterαrs. The vast areas of red

color suggest that it is inadvisable to modify the orig-
inal GCT when plant is moderately slow (expressed
by absolute values of its poles).

In the case ofd = 3 because of the area of white
region and brightness of the red region, it can be said
that M1 is the best choice, then M2 and M3.

9 SUMMARY

It has been shown that it can be advantageous to mod-
ify the algorithm of well-known GCT-AWC in order
to obtain high control performance. Such a modifica-
tion can be implemented with the use of lookup table,
where the information is stored what GCT algorithm
should be used when plant parameters vary in time,
e.g. due to aging or set-point change. A similar ap-
proach has been presented for continuous system, PID
controllers and integrator clamping (Visioli, 2003).
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Figure 1: Performance surfaces for P1.

ON MODIFICATION OF THE GENERALISED CONDITIONING TECHNIQUE ANTI-WINDUP COMPENSATOR

37



αr = 1 αr = 2 αr = 3 αr = 4 αr = 5

d = 1

d = 3

Figure 2: Performance surfaces for P2.
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Abstract: The problem of abstracting computational relevant properties from sophisticated mathematical models of
physical environments has become crucial for cyber-physical systems. We approach this problem using
Hilbertean formal methods, a semantic framework that offers intermediate levels of abstractions between the
physical world described in terms of differential equations and the formal methods associated with theories
of computation. Although, Hilbertean formal methods consider both deterministic and stochastic physical
environments, in this paper, we focus on the stochastic case. The abstraction method can be used for verifi-
cation, but also to improve the controller design and to investigate complex interactions between computation
and physics. We define also a computational equivalence relation called adaptive model reduction, because
it considers the co-evolution between a computation device environment and its physical environment during
abstraction.

1 INTRODUCTION

The interaction between physics and computation can
be very subtle. The research experience from ar-
eas like nanoscience (Hornyak e.a. 2008) and quan-
tum computing (Accardi e.a. 2006), or from smart
dust, shows that common principles can be distilled
from these different worlds. At a larger scale, the
general system theory provides a systematic reper-
toire of common properties of the physical and digital
dynamical systems. This experiences give hope for
a sound semantic framework forcyber-physical sys-
tems(CPS). The manifestos on CPS - see, for exam-
ple(Tabuada 2006) - emphasize the need for a funda-
mentally new theoretical foundation. This foundation
should be interdisciplinary and at the right level of ab-
straction: it should offer analytical tools to investigate
physical models, and, at the same time, to be abstract
enough to give semantics for models of computation.

In this paper, we considerHilbertian For-
mal Methods(HFM) (Bujorianu, Bujorianu 2007a,
2007b) as a semantic framework for CPS model-
ing. HFM represent a logical framework that uses
functional and stochastic analysis to construct logics
for reasoning about qualitative properties of physi-
cal phenomena. These logics can be easily integrated

with specification logics for automata. In this work,
we focus more on the method part of HFM, and less
on the formal aspects. In the HFM framework, we
use hybrid systems to design an abstraction method
that simplifies the physical models whilst the com-
putational properties are simulated. Intuitively, the
computational discrete steps are preserved, while the
mathematical models of the continuous phenomena in
the environment are drastically simplified.

The qualitative model reductions method we pro-
pose is a fundamental step towardsstochastic model
checking(SMC) (Bujorianu, Bujorianu 2006) for un-
certain CPS. Stochastic model checking coincides
with probabilistic model checking(Bujorianu, Katoen
2008) for Markov chains. In the case of continuous
or hybrid stochastic dynamical systems, the SMC is
a specialization of thestochastic reachability analy-
sis (Bujorianu 2004) by means of computer science
inspiredabstraction(Bujorianu, Lygeros, Bujorianu
2005a) orbisimulation methods(Bujorianu, Lygeros,
Bujorianu 2005b) , (Bujorianu, Bujorianu 2008b).

In the context of uncertain cyber-physical sys-
tems, we introduce a new concept of behavior equiv-
alence calledadaptive bisimulation. In the theory
of concurrent discrete processes, bisimulation is a
method for reducing the state space, while the tran-
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sitions are preserved. Using category theory the con-
cept of bisimulation was defined for continuous and
hybrid dynamical systems (Haghverdi, Tabuada, Pap-
pas 2005). Based on the same categorical machin-
ery, in (Bujorianu, Lygeros, Bujorianu 2005b), bisim-
ulation has been defined for stochastic hybrid sys-
tems. However, in the context of uncertain CPS,
the classical concept of bisimulation seems to be too
strong (i.e., systems that are considered equivalent
by a designer or by an observer, fail to be bisimi-
lar). More appropriate concepts of behavioral equiv-
alence, like approximate bisimulation and behavioral
bisimulation have been proposed in (Bujorianu, Bu-
jorianu, Blom 2008) and (Bujorianu, Lygeros, Bujo-
rianu 2005a). Underapproximate bisimulation, the
trajectories of two randomized hybrid systems differ
with a small distance, the measurement being done
according with a suitable metric. For thebehavioral
bisimulation, two equivalent systems have the same
probabilities of reaching some specific state sets. Al-
though these bisimulation concepts are better in de-
scribing properties of systems that operate in physical
environments, they do not imply the preservation of
the interaction between computation and physics. The
key point in defining such a bisimulation consists in
modeling this interaction. In this paper, we model this
interaction using an abstract measure calledenergy,
which is a basic concept of HFM. The energy char-
acterizes globally the cyber physical process, but also
it can discriminate continuous (physical) evolutions,
discrete (computational) transitions and control (the
process killing, in order to start another one). This
last aspect makes the difference between a CPS and
a classical automaton: a computation device has the
capability to influence its physical environment (and
achievingco-evolutionin this way). Naturally, the
CPS bisimulation should be related to energy preser-
vation. An intuitive illustration of adaptive bisimu-
lation is given by the following scenario. During its
evolution, a CPS may produce a change of its envi-
ronment. Suppose that for the new dynamical system
modeling the environment is classically bisimilar with
the former one. Then, for an adaptive bisimilar CPS
the computational component will exhibit a equiva-
lent behavior.

The paper road map can be described as follows.
The following section contains the mathematical set-
ting. In Section 3 we formulate the stochastic model
checking problem and we prove two results that make
the problem solvable. In Section 4 we investigate the
qualitative model reductions and bisimulations. The
final section contains some short conclusions.

2 THE MATHEMATICAL
FRAMEWORK

2.1 Uncertain Cyber-physical Systems

The theory of hybrid systems is a well-established
modeling paradigm for embedded systems. Similarly,
the theory of concurrent embedded hybrid systems
(Bujorianu, Lygeros, Bujorianu 2005a) constitutes a
suitable modeling framework for CPS. In the follow-
ing an uncertain cyber-physical system is modeled as
a randomized embedded hybrid system.

There are two major ways to randomize a contin-
uous or hybrid dynamical system: In one approach,
the concept of noise is used to model small random
perturbations. The randomized system has trajecto-
ries that closely resemble those of the deterministic
initial system. The noise based randomization is car-
ried out using stochastic differential equations. When
the influence of the random perturbation changes dra-
matically the system evolution, the randomization is
carried out using stochastic kernels that replace the
concept of reset maps from deterministic hybrid sys-
tem models.
A UcpsU = (Q,X ,F,R,λ) consists of
• a finite set of discrete variablesQ;
• a mapX : Q → Rd(.) that sends eachq ∈ Q into a
mode (an open subset)Xq of Rd(q), whered(q) is the
Euclidean dimension of the corresponding mode;
• a mapF : Q → 2FSDE which specifies the continu-
ous evolution of the automaton in terms of stochastic
differential equations (SDE) over the continuous state
xq for each mode;
• a family of stochastic kernelsR= (Rq)q∈Q,

Rq : X
q
× (∪B (X j)| j ∈ Q\{q}) → [0,1];

• a transition rate function

λ : (∪X
j
| j ∈ Q) → R+

, (1)

which gives the distributions of the jump times.
The executions of a Ucps can be described as fol-

lows: start with an initial pointx0 ∈ Xq, follow a
solution of the SDE associated toXq, jump when
this trajectory hits the boundary or according with
the transition rateλ (the jump time is the minimum
of the boundary hitting time and the time, which is
exponentially distributed with the transition rateλ).
Under standard assumptions, for each initial condi-
tion x ∈ j ∈ Q∪X j , the possible trajectories starting
from x, form a stochastic process. Moreover, for all
initial conditionsx, the executions of a Ucps form
the semantics, which can be thought of as a Markov
process in a general setting. Let us considerM =
(Ω,F ,F t ,xt ,Px) be the semantics ofU . Under mild
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assumptions on the parameters ofU , M can be viewed
as a family of Markov processes with the state space
(X,B ), whereX is the union of modes andB is its
Borel σ-algebra. LetB b(X) be the lattice of bounded
positive measurable functions onX. The meaning of
the elements ofM can be found in any source treat-
ing continuous-parameter Markov processes (see, for
example, (Davis 1993)). Suppose we have given aσ-
finite measureµ on (X,B ).

In the following we give some operator character-
izations of stochastic processes, which are employed
in this paper to define a qualitative model reduction
for Ucps.

2.2 Hilbertean Formal Methods

The HFM abstract away the analytical properties of
deterministic and stochastic differential operators us-
ing the so called kernel operator (defined in the fol-
lowing). Using methods of functional analysis HFM
elegantly generalize both deterministic and stochas-
tic systems. In this work we focus on the stochastic
case. Let us describe briefly the mathematical appara-
tus that is usually employed to study continuous time
continuous space Markov processes.
The transition probability function is pt(x,A) =
Px(xt ∈ A), A ∈ B . This is the probability that, if
x0 = x, xt will lie in the setA.
Theoperator semigroupP is defined by

Pt f (x) =

∫

f (y)pt (x,dy) = Ex f (xt),∀x∈ X,

whereEx is the expectation w.r.t.Px.
Theoperator resolventV = (Vα)α≥0 associated with
P is

Vα f (x) =

∫ ∞

0
e−αtPt f (x)dt,

x ∈ X. Let denote byV the initial operatorV0 of V ,
which is known as thekernel operatorof the Markov
processM. The operator resolvent(Vα)α≥0 is the
Laplace transform of the semigroup.
Thestrong generatorL is the derivative ofPt att = 0.
Let D(L )⊂ Bb(X) be the set of functionsf for which
the following limit exists (denoted byL f ):

lim
tց0

1
t
(Pt f − f ).

In the HFM, there is developed a semantic frame-
work for concurrent embedded systems constructed
using energy forms. We specialize this theory for
function spaces, reaching in this way the theory of
Dirichlet forms (Ma, Rockner 1990).

A quadratic formE can be associated to the gen-
erator of a Markov process in a natural way.

Let L2(X,µ) be the space of square integrable
µ-measurable extended real valued functions on
X, w.r.t. the natural inner product< f ,g >µ=
∫

f (x)g(x)dµ(x).
The quadratic formE :

E ( f ,g) =−< L f ,g>µ, f ∈D(L ),g∈ L2(X,µ) (2)

defines a closed form. This leads to another way of
parameterizing Markov processes. Instead of writing
down a generator one starts with a quadratic form. As
in the case of a generator it is typically not easy to
fully characterize the domain of the quadratic form.
For this reason one starts by defining a quadratic form
on a smaller space and showing that it can be extended
to a closed form in subset ofL2(µ). When the Markov
process can be initialized to be stationary, the measure
µ is typically this stationary distribution (see (Davis
1993) p.111). More generally,µ does not have to be a
finite measure.

A coercive closed formis a quadratic form
(E ,D(E )) with D(E ) dense inL2(X,µ), which sat-
isfies the: (i) closeness axiom, i.e. its symmetric part
is positive definite and closed inL2(X,µ), (ii) con-
tinuity axiom. E is called bilinear functional en-
ergy (BLFE) if, in addition, it satisfies the third ax-
iom: (iii) contraction condition, i.e. ∀u ∈ D(E ),
u∗ = u+∧1∈ D(E ) andE (u±u∗,u∓u∗) ≥ 0.
For a the general theory of closed forms associated
with Markov processes see (Ma, Rockner 1990).

Let (L ,D(L )) be the generator of a coercive form
(E ,D(E )) on L2(X,µ), i.e. the unique closed linear
operator onL2(X,µ) such that 1−L is onto,D(L ) ⊂
D(E ) and E (u,v) =< −L u,v > for all u ∈ D(L )
andv ∈ D(E ). Let (Tt)t>0 be the strongly continu-
ous contraction semigroup onL2(X,µ) generated by
L and (Gα)α>0 the corresponding strongly continu-
ous contraction semigroup (which exist according to
the Hille-Yosida theorem).

A right processM with the state spaceX is as-
sociatedwith a BLFE (E ,D(E )) on L2(X,µ) if the
semigroup(Pt) of the processM is a µ-version1 of
the form semigroup(Tt). It has been proved (Al-
beverio, Ma, Rockner 1993) and (Ma, Rockner 1990)
that only those BLFEs, which satisfy some regularity
conditions can be associated with some right Markov
processes and viceversa (Th.1.9 of (Albeverio, Ma,
Rockner 1993)).

Prop. 4.2 from (Albeverio, Ma, Rockner 1993)
states that two right Markov processesM andM′ with
state spaceX associated with a common quasi-regular
BLFE (E ,D(E )) are stochastically equivalent (Ma,
Rockner 1990). That means a quasi-regular BLFE

1I.e., for all f ∈ L2(X,µ) the functionPt f is aµ-version
(differs on a set ofµ-measure zero) ofTt f for all t > 0.
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characterizes a class of stochastically equivalent right
Markov processes.
Let M = (Ω,F ,F t ,xt ,Px) be a right Markov process
with the state spaceX. Now assume thatX is a Lusin
space (i.e. it is homeomorphic to a Borel subset of
a compact metric space) andB (X) or B is its Borel
σ-algebra. Assume also thatµ is a σ-finite measure
on (X,B ) andµ is a stationary measure of the process
M. Let X# another Lusin space (withB # its Borel
σ-algebra) andF : X → X# be a measurable function.
Let σ(F) be the sub-σ-algebra ofB generated byF . If
µ is a probability measure then the projection operator
betweenL2(X,B ,µ) andL2(X,σ(F),µ) is the condi-
tional expectationEµ[·|F ]. Recall thatEµ is the expec-
tation defined w.r.t.Pµ and thatPµ(A) =

∫

Px(A)dµ,
A ∈ F . We denote byµ# the image ofµ underF,
i.e. µ#(A#) = µ(F−1(A#)), for all A# ∈ B #. In gen-
eral, anything associated withX# will carry the #-
superscript symbol in this section.

Let E be the BLFE onL2(X,µ) associated toM.
F induces a formE # onL2(X#

,µ#) by

E #(u#
,v#) = E (u#◦F,v#◦F); (3)

for u#
,v# ∈ D[E #], where

D[E #] = {u# ∈ L2(X#
,µ#)|u# ◦F ∈ D[E ]}. (4)

It can be shown (see Prop.1.4 in (Iscoe, McDonald
1990)), under a mild condition on the conditional ex-
pectation operatorEµ[·|F ] that E # is a BLFE. If, in
addition,E # is quasi-regular then we can associate it
a right Markov processM# = (Ω,F ,F t ,x#

t ,P
#
x ) with

the state spaceX#. The processM# is called thein-
duced Markov processw.r.t. to the proper mapF . If
the image ofM underF is a right Markov process
thenx#

t = F(xt). The processM# might have some
different interpretations like a refinement of discrete
transitions structure, or an approximation of continu-
ous dynamics or an abstraction of the entire process.
It is difficult to find a practical condition to impose
on F , which would guarantee thatE #, as defined by
(3) and (4), is also quasi-regular. To circumvent this
problem, it is possible to restrict the original domain
D[E #] and impose some regularity conditions onF
(for more details, see (Iscoe, McDonald 1990)).

Assumption 1. Suppose thatE # is a quasi-regular
BLFE.

3 THE STOCHASTIC MODEL
CHECKING PROBLEM

Let us considerM = (Ω,F ,F t ,xt ,Px) a strong
Markov process, which is the semantics of a UCPS.

For this strong Markov process we address a verifica-
tion problem consisting of thestochastic reachability
problemdefined as follows. Given a setA ∈ B (X)
and a time horizonT > 0, let us to define (Bujorianu
2004):

ReachT(A) = {ω ∈ Ω | ∃t ∈ [0,T] : xt(ω) ∈ A}

Reach∞(A) = {ω ∈ Ω | ∃t ≥ 0 : xt(ω) ∈ A}. (5)

These two sets are the sets of trajectories ofM, which
reach the setA (the flow that entersA) in the interval
of time [0,T] or [0,∞).
The reachability problem consists of determining the
probabilities of such sets. The reachability problem
is well-defined, i.e. ReachT(A), Reach∞(A) are in-
deed measurable sets. Then the probabilities of reach
events are

P(TA < T) or P(TA < ∞) (6)

whereTA = inf{t > 0|xt ∈A} andP is a probability on
the measurable space(Ω,F ) of the elementary events
associated toM. P can be chosen to bePx (if we want
to consider the trajectories, which start inx) or Pµ (if
we want to consider the trajectories, which start inx0
given by the distributionµ).

Usually a target setA in the state space is a level
set for a given functionF : X → R, i.e. A = {x ∈
X|F(x) > l} (F can be chosen as the Euclidean norm
or as the distance to the boundary ofE). The proba-
bility of the set of trajectories, which hitA until time
horizonT > 0 can be expressed as

P(supF(xt)|t ∈ [0,T]) > l . (7)

Our goal is todefine a new stochastic process M# such
that the probabilities (6) are preserved.

Ideally, since (6) can be written as (7),F(xt)
would represent the best candidate for defining a pos-
sible qualitative model reduction forM, which pre-
serves the reach set probabilities. The main difficulty
is that F(xt) is a Markov process only for special
choices ofF (Rogers, Pitman 1981). The problem
is how to chooseF well.

Note, if A# is open inX# andA = F−1(A#), then
we consider the two first hitting timesTA (w.r.t. M)
andT#

A# (w.r.t. M#) of A andA#, respectively. Recall
thatTA = inf{t > 0|xt ∈ A}.

The following results show that the stochastic
model checking problem is solvable for uncertain cps.

Proposition 1. Under the assumption.1, if µ is a
probability measure andξ = +∞ (M has no killing),
then

Eµexp(−TA) ≤ Eµ# exp(−T#
A#) (8)

where Eµ (resp. Eµ#) is the expectation defined w.r.t.
Pµ (resp. Pµ#).
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If M is the semantics of a UCPSU , given a tar-
get state setA ∈ B (X), then the goal in the stochas-
tic reachability analysis is to compute the probability
Pµ(TA ≤ T) for a finite horizon timeT > 0. We now
translate the relation (8) in terms of probability of the
reachable sets.

Proposition 2. Under the assumption.1, if µ is a
probability measure, then

Pµ(TA ≤ T) ≤ eKmin{TE #(u#
,u#)+ (9)

< u#
,u#

>µ# |u# ∈ D(E #), u# ≥ 1, (10)

µ#−a.e. on A#} (11)

where K> 0 is the sector constant ofE .

4 ADAPTING VERIFICATION TO
CO-EVOLUTION

The idea is to apply a “state space reduction” tech-
nique based on the general ‘induced BLFEs’ method
to achieve qualitative model reductions for Ucps.
With this technique, the semantics of Ucps are ‘ap-
proximated’ by a one-dimensional stochastic process
with a much smaller state space.

4.1 Qualitative Model Reduction

The stochastic reachability definition gives the idea to
introduce the following concept of qualitative model
reduction for Ucps.

Definition 1. Given a right Markov process M de-
fined on the Lusin state space(X,B ), and F :
X → R a measurable weight function, suppose that
assumption.1 is fulfilled. The process M# associated
to the induced BLFEE # under function F is called a
qualitative model reduction of M.

Let U be a UCPS andM its semantics. Suppose
thatM is a right Markov process defined on the Lusin
state space(X,B ).

Definition 2. Any UCPS U# whose semantics is a
qualitative model reduction of M is called a qualita-
tive model reduction of U.

Let U be a Ucps andM its semantics (that is a
right Markov process, with the state spaceX).

Proposition 3. If M is a diffusion then any qualitative
model reduction M# of M is a diffusion.

Proposition 4. If M is a jump process then any qual-
itative model reduction M# of M is again a jump pro-
cess.

Proof. This statement can be obtained as a conse-
quence of the abstract version of theKolmogorov
backward equations(Davis 1993)

∂
∂t

Pt f (x) = LPt f (x), P0 f = f , f ∈ D(L ) (12)

and the equality (14). If the equations (12) are as-
sociated to an initial diffusion process (resp. jump
process) then the relation (14) allow to obtain the fact
that the transition probabilities of the induced process
satisfy a similar equation, such that the induced pro-
cess is still a diffusion process (resp. jump process).
The same conclusion can be obtain using the stochas-
tic calculus of BLFEs (Iscoe, McDonald 1990).�

Since the semantics of a Ucps is, in most cases, a
stochastic process, which can be viewed an interleav-
ing between some diffusion processes and a jump pro-
cess (see (Bujorianu, Lygeros 2004) for a very gen-
eral model for Ucps and its semantics as a Markov
string), we can write the following result as a corol-
lary of Prop.3.

Proposition 5. Any qualitative model reduction of a
Ucps is again a Ucps.

Let (L ,D(L )) and(L #
,D(L #)) be the generators

of E andE #, respectively. For the following results
we suppose that the Ass.1 is fulfilled.

Proposition 6. The generatorsL andL # are related
as follows

L (u#◦F) = L #u#◦F,∀u# ∈ D(L #) (13)

Theorem 7. For all A# ∈ B #(X#) and for all t> 0 we
have

p#
t (Fx,A#) = pt(x,F

−1(A#)) (14)
where(p#

t ) and(pt) are the transition functions of M#

and M, respectively.

Proof. Let F# be defined asF# : B b(X#) → B b(X);
F#u# = u# ◦ F . Then (13) becomes(L ◦ F#)u# =
(F# ◦L #)u#

,∀u# ∈ D(L #) (∗∗). For a strong Markov
process, the opus of the kernel operator is the inverse
operator of the infinitesimal generator of the process.
Now, from (∗∗) we get a similar relation between the
kernel operatorsV andV# of the processesM andM#,
i.e. F#◦V# = V ◦F# onB b(X#), or

V#u#◦F = V(u#◦F),∀u# ∈ B b(X#) (15)

since ifu# ∈B b(X#) thenV#u# ∈D(L #). Foru# = 1A#

(the indicator function ofA#), by the kernel operator
integral definition, we obtain (14).�

Relation (15) implies the following corollary:

Corollary 8. The semigroups(P#
t ) and(Pt) of M# and

M are related by

P#
t u#◦F = Pt(u

# ◦F),∀u# ∈ B b(X#). (16)
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4.2 Adaptive Bisimulation

In this subsection we define a new concept of adap-
tive bisimulation for cps. This concept is defined as
measurable relation, which induces equivalent BLFEs
on the quotient spaces. In defining adaptive bisimula-
tion, we do not impose the equivalence of the quotient
processes, which might not have Markovian proper-
ties (Rogers, Pitman 1981), but we impose the equiv-
alence of the qualitative model reductions (that can
differ from the quotient processes) associated with the
induced BLFEs, with respect to the projection maps.

Let (X,B (X)) and(Y,B (Y)) be Lusin spaces and
let R ⊂ X ×Y be a relation such thatΠ1(R ) = X
andΠ2(R ) = Y. We define the equivalence relation
on X that is induced by the relationR ⊂ X ×Y, as
the transitive closure of{(x,x′)|∃y s.t. (x,y) ∈ R and
(x′,y) ∈ R }. Analogously, the induced (byR ) equiv-
alence relation onY can be defined. We writeX/R

andY/R for the sets of equivalence classes ofX and
Y induced byR . We denote the equivalence class of
x∈ X by [x]. Let

B #(X) = B (X)∩{A⊂ X| if x∈ A and[x] = [x′] then
x′ ∈ A}

be the collection of all Borel sets, in which any equiv-
alence class ofX is either totally contained or totally
not contained. It can be checked thatB #(X) is a σ-
algebra. LetπX : X → X/R be the mapping that maps
eachx∈ X to its equivalence class and let

B (X/R ) = {A⊂ X/R |π−1
X (A) ∈ B #(X)}.

Then(X/R ,B (X/R )), which is a measurable space,
is called the quotient space ofX w.r.t. R . The quo-
tient space ofY w.r.t. R is defined in a similar way.
We define a bijective mappingψ : X/R →Y/R as

ψ([x]) = [y] if (x,y) ∈ R for somex∈ [x] and some
y∈ [y].

We say that the relationR is measurableif X andY
if for all A ∈ B (X/R ) we haveψ(A) ∈ B (Y/R ) and
vice versa, i.e.ψ is a homeomorphism. Then the real
measurable functions defined onX/R can be identi-
fied with those defined onY/R through the homeo-

morphismψ. We can writeB b(X/R )
ψ
∼= B b(Y/R ).

Moreover, these functions can be thought of as real
functions defined onX or Y measurable w.r.t.B #(X)
or B #(Y).

Assumption 2. Suppose that X/R and Y/R with the
topologies induced by projection mappings are Lusin
spaces.

Suppose we have given two right Markov processes
M andW with the state spacesX andY. Assume
that µ (resp. ν) is a stationary measure of the pro-
cessM (resp.W). Let µ/R (resp.ν/R ) the image of
µ (resp.ν) underπX (resp.πY). Let E (resp.F ) the
quasi-regular BLFE corresponding toM (resp. W).
The equivalence between the induced processes can
be used to define a new bisimulation between Markov
processes, as follows.

Definition 3. Under assumptions 1 and 2, a measur-
able relationR ⊂ X ×Y is a bisimulation between
M and W if the mappingsπX andπY define the same
induced BLFE on L2(X/R ,µ/R ) and L2(Y/R ,ν/R ),
respectively.

This definition states thatM andW are bisimilar if
E /R = F /R . Here,E /R (resp.F /R ) is the induced
BLFE of E (resp. F ) under the mappingπX (resp.
πY). Clearly, this can be possible iffµ/R = ν/R .

Assumption 3. Suppose thatE /R and F /R are
quasi-regular BLFE.

Denote the Markov process associated toE /R

(resp.F /R ) by M/R (resp.W/R ).

Proposition 9. Under assumptions 1, 2 and 3, M and
W are stochastic bisimilar underR iff their qualita-
tive model reductions M/R and W/R with respect to
πX and, respectivelyπY are µ/R -equivalent.

LetU andU ′ be two UCPSs, with the semanticsM
andW, strong Markov processes defined on the state
spaces(X,B (X)) and(Y,B (Y)), respectively.

Definition 4. U and U′ are called bisimilar if there
exist a bisimulation relation under which their seman-
tics M and W are bisimilar

4.3 An Example

Let us recall the chemically reacting system case
study from (Singh, Hespanha 2005), where it is in-
vestigated using the theory of polynomial stochastic
hybrid systems. Consider a system ofn speciesXj ,
j = 1, ..,n, inside a fixed volumeV involved inK re-
actions of the form

(Ri)uaiAi+ui1X1+...+uinXn
ci−→ νi1X1+...+ νinXn,∀i ∈ {1, ...,K}

where the speciesAi have a constant number of
molecules. The meaning and the assumptions about
the coefficients of the reaction equation are given in
(Singh, Hespanha 2005).ci is a reaction parameter
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which is used in defining the probability that a par-
ticular reaction takes place on(t,t + dt). The sys-
tem is characterized by the trivial dynamics

.
x= 0, x=

[x1,x2, ...,xn]
T , a family of K reset maps x= φi(x

−),
φi : Rn → Rn, and a corresponding family oftran-
sition intensitiesλi : Rn → [0,∞), ∀i = 1, ..,K. For
eachi = 1, ..,K, the reset mapφi and the correspond-
ing λi is uniquely defined by theith reaction equation
and given byx 7→ φi(x), φi(x) = x+ [νi1 − ui1,νi2 −
ui2, ...,νin−uin]

T ; λi(x) = cihi(x), whereUi represents
the number of distinct molecular reactant combina-
tions present inV at time t for the reactionRi . The
executions of such a system are defined in (Singh,
Hespanha 2005).

Now we apply the method of qualitative model re-
duction to this process. We can show that executions
of this cps form a particular kind of right Markov
process called jump process (Davis 1993). The ex-
tended generator (Th.1 (Singh, Hespanha 2005)) is
(Lψ)(x) = ∑K

i=1(ψ(φi(x))−ψ(x))λi(x), ψ ∈ D(L).

Let us consider a proper mapF : Rn →R and write
the generator of the induced process for
ψ# ◦F, ψ# ∈ D(L#):
L(ψ#◦F)(x) = ∑K

i=1(ψ#(F(φi(x)))−ψ#(F(x)))λi(x)

Define φ#
i : ImF → R by φ#

i (Fx) = F(φi(x)) and
λ#

i : ImF → R by λ#
i (Fx) = λi(x). In order to have

these two function well-defined we need to impose
some compatibility conditions betweenF and reset
mapsφi and their corresponding transition intensities
λi as follows:Fx = Fx′ ⇒ F(φi(x)) = F(φi(x

′)) and
λi(x) = λi(x′). This means thatF preserves the jumps
(reset maps and transition intensities), i.e. the pre-
jump locations have the same image underF then the
intensities of transition should be equal and the post-
jump locations have the same image underF. Using
(13), the generator of the induced process is

L#ψ#(x#) =
K

∑
i=1

(ψ#(φ#
i (x

#))−ψ#(x#))λ#
i (x

#);

x# = Fx; x∈ X.

For simplicity, we suppose that the reactionsRi are
reversible in time. Then the generator is self-adjoint
(or Hermitian). The (symmetric) quasi-regular energy
bilinear form onL2(Rn

,µ) associated to the given pro-
cess (withµ a stationary distribution) can be written

E (ψ,ϕ) = ∑K
i=1

∫

Rn(ψ(φi(x))−ψ(x))(ϕ(φi(x))−
ϕ(x))λi(x)µ(dx)

Then the induced energy bilinear formE # on
L2(R,µ#) (whereµ# is the image ofµ underF) w.r.t.

F is

E #(ψ#
,ϕ#) =

K

∑
i=1

∫

Rn
[ψ#(φ#

i (Fx))−ψ#(Fx)]

[ϕ#(φ#
i (Fx))−ϕ#(Fx)]λ#

i (Fx)

µ(dx)

=
K

∑
i=1

∫

R

[ψ#(φ#
i (x

#))−ψ#(x#)][ϕ#

(φ#
i (x

#))−ϕ#(x#)]λ#
i (x

#)µ#(dx#).

Clearly,E # is associated to a jump process - thequal-
itative model reduction of the given process. In this
particular case, the induced process is exactly the im-
age underF of the initial jump process.

5 CONCLUSIONS

In this paper, we have used the concept of energy,
which is a key ingredient of Hilbertean formal meth-
ods, to define qua;itative model reduction and behav-
ioral equivalence for cyber-physical systems operat-
ing in random environments. Energy is a versatile an-
alytical concept that characterizes in a subtle way the
interaction between computation and physics, as well
as their co-evolution.

Adaptive bisimulation means the energy preser-
vation of the stochastic processes generated by the
cyber-physical system evolutions. The energy con-
cept can be also used to define qualitative model re-
ductions for cyber-physical systems. Given an quali-
tative model reduction function that reduces the state
space, we have defined a standard construction that
associates a qualitative model reduction (called stan-
dard) on the reduced state space. The mathemati-
cal results from Section 4.1 show that the qualitative
model reduction method preserves important analytic
properties (related to HFM). Two uncertain CPS are
adaptive bisimilar if they have the same energy. The
theorem from Section 4.2 shows that two uncertain
CPS are adaptive bisimilar iff their standard qualita-
tive model reductions are equivalent as Markov pro-
cesses.

We have formulated the stochastic model check-
ing problem (a subproblem of stochastic reachabil-
ity analysis, corresponding to the probabilistic model
checking of Markov chains). We proved two results
that show that the problem is solvable for uncertain
cyber-physical systems. The mathematical results
from Section 3 provide a upper bound for the reach
set probabilities. In this way, one can prove that the
probability of reaching a state in a certain set can be
small enough.
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The most closely related model is that ofstochas-
tic hybrid automata(Bujorianu 2004). These au-
tomata are not necessarily embedded systems and
their hybrid behavior is often an internal feature (as
for cars, aircraft, mobile robots and so on) rather than
the interaction with a physical environment (a feature
of embedded systems). Cyber-physical systems are
also networked.

In following work we will refine the formal
framework presented in this paper to be used for
nanoscience.

ACKNOWLEDGEMENTS

This work was funded by the EPSRC project
EP/E050441/1 CICADA.

REFERENCES

Accardi L., Ohya M., Watanabe N., 2006.Quantum Infor-
mation and ComputingWorld Scientific.

Albeverio, S., Ma, Z.M., Rockner, M., 1993. Quasi-regular
Dirichlet Forms and Markov Processes.J. of Func-
tional Analysis111: 118-154.

Bujorianu, M.C., Bujorianu M.L., 2007a. Towards
Hilbertean Formal MethodsProc. of the 7th Interna-
tional Conference on Application of Concurrency to
System Design ACSDIEEE Press.

Bujorianu, M.C., Bujorianu, M.L., 2007b. An integrated
specification framework for embedded systems,Proc.
of SEFM, IEEE Press.

Bujorianu, M.C., Bujorianu M.L., 2008a. A Randomized
Model for Communicating Embedded Systems.Pro-
ceedings of the 16th Mediterranean Conference on
Control and Automation, IEEE Press.

Bujorianu, M.L., Bujorianu, M.C., 2008b. Bisimulation,
Logic and Mobility for Markovian Systems, In:Proc
of 18th International Symposium on Mathematical
Theory of Networks and Systems (MTNS08), SIAM.

Bujorianu, M.L., Bujorianu, M.C., Blom H., 2008. Ap-
proximate Abstractions of Stochastic Hybrid Systems,
Proc. of the 17th IFAC World Congress, Elsevier.

Bujorianu, M.L., Katoen J., 2008. Symmetry reduction for
stochastic hybrid systems. In:Proc. of IEEE 47th
Conference on Decision and Control, IEEE press.

Bujorianu, M.L., Bujorianu, M.C. 2006. A Model Checking
Strategy for a Performance Measure of Fluid Stochas-
tic Models, In: European Performance Engineering
Workshop (EPEW), Springer LNCS 4054, pp. 93-107.

Bujorianu, M.L., Lygeros, J., 2004. General Stochastic Hy-
brid Systems: Modelling and Optimal Control.Proc.
43th Conference in Decision and Control, IEEE Press:
182-187.

Bujorianu, M.L. 2004. Extended Stochastic Hybrid Systems
and their Reachability Problem. InHybrid Systems:

Computation and Control, Springer LNCS 2993: 234-
249.

Bujorianu, M.L., Lygeros, J., Bujorianu, M.C., 2005a. Ab-
stractions of Stochastic Hybrid System.Proc. 44th
Conference in Decision and Control. IEEE Press.

Bujorianu, M.L., Lygeros, J., Bujorianu, M.C., 2005b.
Bisimulation for General Stochastic Hybrid Systems.
In Proc. Hybrid Systems: Computation and Control,
Springer LNCS 3414: 198-216.

Davis, M.H.A. 1993.Markov Models and Optimization
Chapman & Hall.

Ethier, S.N., Kurtz, T.G., 1986.Markov Processes: Char-
acterization and Convergence. John Wiley and Sons.

Haghverdi, E., Tabuada, P., Pappas, G.J., 2005. Bisimu-
lation Relations for Dynamical, Control and Hybrid
Systems.Theor. Comput. Science, 342(2-3):229-261.

Hornyak, G., Dutta, J., Tibbals H.J., Rao A.K. 2008.Intro-
duction to NanoscienceCRC Press.

Iscoe, I., McDonald, D., 1990. Induced Dirichlet Forms
and Capacitary Inequalities.Ann. Prob.18 (3): 1195-
1221.

Ma, M., Rockner, M., 1990.The Theory of (Non-
Symmetric) Dirichlet Forms and Markov Processes
Springer Verlag.

Rogers, L.C.G., Pitman, J.W., 1981. Markov Functions.
Ann. Prob., 9 (4): 573-582.

Singh, A., Hespanha, J.P., 2005. Models for Multi-Specie
Chemical Reactions Using Polynomial Stochastic Hy-
brid Systems.Proc. of 44th Conference in Decision
and Control, IEEE Press.

Tabuada P. 2006.Cyber-Physical Systems: Position Paper
presented at NSF Workshop on Cyber-Physical Sys-
tems.

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

46



SHORT PAPERS





SUBOPTIMAL DUAL CONTROL ALGORITHMS FOR
DISCRETE-TIME STOCHASTIC SYSTEMS UNDER INPUT

CONSTRAINT

Andrzej Krolikowski
Poznan University of Technology, Institute of Control and Information Engineering, Poland

Andrzej.Krolikowski@put.poznan.pl

Dariusz Horla
Poznan University of Technology, Institute of Control and Information Engineering, Poland

Dariusz.Horla@put.poznan.pl

Keywords: Input constraint, Suboptimal dual control.

Abstract: The paper considers a suboptimal solution to the dual control problem for discrete-time stochastic systems un-
der the amplitude-constrained control signal. The objective of the control is to minimize the two-step quadratic
cost function for the problem of tracking the given reference sequence. The presented approach is based on
the MIDC (Modified Innovation Dual Controller) derived from an IDC (Innovation Dual Controller) and the
TSDSC (Two-stage Dual Suboptimal Control. As a result, a new algorithm, i.e. the two-stage innovation
dual control (TSIDC) algorithm is proposed. The standard Kalman filter equations are applied for estimation
of the unknown system parameters. Example of second order system is simulated in order to compare the
performance of proposed control algorithms. Conclusions yielded from simulation study are given.

1 INTRODUCTION

The problem of the optimal control of stochastic sys-
tems with uncertain parameters is inherently related
with the dual control problem where the learning
and control processes should be considered simulta-
neously in order to minimize the cost function. In
general, learning and controlling have contradictory
goals, particularly for the finite horizon control prob-
lems. The concept of duality has inspired the devel-
opment of many control techniques which involve the
dual effect of the control signal. They can be sepa-
rated in two classes: explicit dual and implicit dual
(Bayard and Eslami, 1985). Unfortunately, the dual
approach does not result in computationally feasible
optimal algorithms. A variety of suboptimal solutions
has been proposed, for example: the innovation dual
controller (IDC) (R. Milito and Cadorin, 1982) and its
modification (MIDC) (Królikowski and Horla, 2007),
the two-stage dual suboptimal controller (TSDSC)
(Maitelli and Yoneyama, 1994) or the pole-placement
(PP) dual control (N.M. Filatov and Keuchel, 1993).

Other controllers like minimax controllers (Se-
bald, 1979), Bayes controllers (Sworder, 1966),
MRAC (Model Reference Adaptive Controller)

(Åström and Wittenmark, 1989), LQG controller
where unknown system parameters belong to a finite
set (D. Li and Fu, ) or Iteration in Policy Space (IPS)
(Bayard, 1991) are also possible.

The IPS algorithm and its reduced complexity
version were proposed by Bayard (Bayard, 1991)
for a general nonlinear system. In this algorithm
the stochastic dynamic programming equations are
solved forward in time ,using a nested stochastic ap-
proximation technique. The method is based on a spe-
cific computational architecture denoted as a H block.
The method needs a filter propagating the state and
parameter estimates with associated covariance ma-
trices.

In (Królikowski, 2000), some modifications in-
cluding input constraint have been introduced into the
original version of the IPS algorithm and its perfor-
mance has been compared with MIDC algorithm.

In this paper, a new algorithm, i.e. the two-stage
innovation dual control (TSIDC) algorithm is pro-
posed which is the combination of the IDC approach
and the TSDSC approach. Additionally, the ampli-
tude constraint of control input is taken into consider-
ation for algorithm derivation.

Performance of the considered algorithms is il-
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lustrated by simulation study of second-order system
with control signal constrained in amplitude.

2 CONTROL PROBLEM
FORMULATION

Consider a discrete-time linear single-input single-
output system described by ARX model

A(q−1)yk = B(q−1)uk + wk, (1)

where A(q−1) = 1 + a1,kq−1 + · · · + ana,kq−na,
B(q−1) = b1,kq−1 + · · ·+ bnb,kq−nb, yk is the output
available for measurement,uk is the control sig-
nal, {wk} is a sequence of independent identically
distributed gaussian variables with zero mean and
varianceσ2

w. Process noisewk is statistically inde-
pendent of the initial conditiony0. The system (1)
is parametrized by a vectorθk containingna + nb
unknown parameters{ai,k} and {bi,k} which in
general can be assumed to vary according to the
equation

θk+1 = Φθk + ek (2)

whereΦ is a known matrix and{ek} is a sequence
of independent identically distributed gaussian vector
variables with zero mean and variance matrixRe. Par-
ticularly, for the constant parameters we have

θk+1 = θk = θ = (b1, · · · ,bnb,a1, · · ·ana)
T
, (3)

and thenΦ = I, ek = 0 in (2).
The control signal is subjected to an amplitude

constraint
| uk |≤ α (4)

and the information stateIk at time k is defined by

Ik = [yk, ...,y1,uk−1, ...,u0, I0] (5)

whereI0 denotes the initial conditions.
An admissible control policyΠ is defined by a se-

quence of controlsΠ = [u0, ...,uN−1] where each con-
trol uk is a function ofIk and satisfies the constraint
(4). The control objective is to find a control policy
Π which minimizes the following expected cost func-
tion

J = E[
N−1

∑
k=0

(yk+1− rk+1)
2] (6)

where{rk} is a given reference sequence. An admis-
sible control policy minimizing (6) can be labelled by
CCLO (Constrained Closed-Loop Optimal) in keep-
ing with the standard nomenclature, i.e.ΠCCLO =
[uCCLO

0 , ...,uCCLO
N−1 ]. This control policy has no closed

form, and control policies presented in the following
section can be viewed as a suboptimal approach to the
ΠCCLO.

3 SUBOPTIMAL DUAL
CONTROL ALGORITHMS

In this section, we shall briefly describe algorithms
being an approximate solution to the problem formu-
lated in Section 2. To this end, the method for estima-
tion of system parametersθk is needed.

3.1 Estimation Method

The system (1) can be expressed as

yk+1 = sT
k θk+1 + wk+1 (7)

where

sk = (uk,uk−1, . . . ,uk−nb+1,−yk, . . . ,−yk−na+1)
T =

= (uk,s
∗T

k )T
. (8)

The estimateŝθk needed to implement dual control
algorithms can be obtained in many ways. A common
way is to use the standard Kalman filter in a form of
suitable recursive procedure for parameter estimation,
i.e.

θ̂k+1 = Φθ̂k + kkεk (9)

kk = ΦPksk−1[s
T
k−1Pksk−1 + σ2

w]−1 (10)

Pk+1 = [Φ− kksT
k−1]PkΦT + Re, (11)

εk = yk− sT
k−1θ̂k, (12)

whereεk+1 is the innovation which will be used later
on to construct the suboptimal dual control algorithm.

The following partitioning is introduced for pa-
rameter covariance matrixPk

Pk =

[

pb1,k pT
b1θ∗,k

p
b1θ∗,k Pθ∗,k

]

(13)

corresponding to the partition ofθk

θk = (b1,k,θ∗Tk )T (14)

with

θ∗k = (b2,k, . . . ,bnb,k,a1,k, . . . ,ana,k)
T
. (15)

3.2 Two-stage Dual Suboptimal Control
(TSDSC) Algorithm

The TSDSC method proposed in (Maitelli and
Yoneyama, 1994) has been derived for system (1)
with stochastic parameters (2). Below this method
is extended for the input-constrained case. The cost
function considered for TSDSC is given by

J =
1
2

E[(yk+1− r)2 +(yk+2− r)2|Ik] (16)
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and according to (Maitelli and Yoneyama, 1994) can
be obtained as a quadratic form inuk anduk+1, i.e.

J =
1
2
[auk + buk+1+ cukuk+1 + du2

k + eu2
k+1] (17)

wherea,b,c,d,e are expressions depending on cur-
rent datas∗k , reference signalr and parameter esti-
matesθ̂k (Maitelli and Yoneyama, 1994). Solving a
necessary optimality condition the unconstrained con-
trol signal is

uTSDSC,un
k =

bc−2ae
4de− c2 . (18)

This control law has been taken for simulation anal-
ysis in (Maitelli and Yoneyama, 1994). Imposing the
cutoff the constrained control signal is

uTSDSC,co
k = sat(uTSDSC,un

k ;α). (19)

The cost function (27) can be represented as a
quadratic form

J =
1
2
[uT

k Auk + bT uk] (20)

whereuk = (uk,uk+1)
T , and

A =

[

d 1
2c

1
2c e

]

,b =

[

a
b

]

. (21)

The condition 4de− c2
> 0 together withd > 0 im-

plies positive definitness and guarantees convexity.
Minimization of (30) under constraint (4) is a stan-
dard QP problem resulting inuTSDSC,qp

k . The con-

strained controluTSDSC,qp
k is then applied to the sys-

tem in receding horizon framework.

3.3 Two-stage Innovation Dual
Suboptimal Control (TSIDSC)
Algorithm

A modified version of the TSDSC algorithm is given
below where innovation term is included to the cost
function

J =
1
2

E[(yk+1− r)2 +(yk+2− r)2−λk+1ε2
k+1|Ik]

(22)
where λk+1 ≥ 0 is the learning weight, andεk+1
is the innovation, see (16). Incorporating the term
−λk+1ε2

k+1 in the cost function makes the parameter
estimation process to accelerate and consequently to
improve the future control performance. Taking (2)
and (7) into account it can be seen that

εk+1 = sT
k [Φ(θk− θ̂k)+ (Φ− I)θ̂k]+ sT

k ek + wk+1,

(23)

and consequently

E[ε2
k+1|Ik] = sT

k ΦPkΦT sk + sT
k (Φ− I)θ̂kθ̂T

k (Φ− I)T +

+sT
k Resk + σ2

w =

= sT
k [ΦPkΦT +(Φ− I)θ̂kθ̂T

k (Φ− I)T + Re]sk + σ2
w =

= sT
k Σksk + σ2

w. (24)

Introducing the partitioning for matrixΣk

Σk =

[

σ11,k σT
1,k

σ1,k Σk
∗

]

. (25)

Keeping (8) in mind we have

E[ε2
k+1|Ik] = f u2

k + guk + h, (26)

where f = σ11,k, g = σT
1,ks∗k , h = s∗Tk Σk

∗s∗k + σ2
w are

expressions known at the current time instantk.
Finally, the cost functionJ including terms de-

pending only onuk anduk+1 takes the form

J =
1
2
[auk + buk+1+ cukuk+1 + du2

k + eu2
k+1−

−λk+1( f u2
k + guk)] (27)

Solving a necessary optimality condition the uncon-
strained control signal is

uTSIDSC,un
k =

bc−2ae−2eg
4de− c2−4e f λk+1

. (28)

Imposing the cutoff the constrained control signal is

uTSIDSC,co
k = sat(uTSIDSC,un

k ;α). (29)

The cost function (27) can again be represented as a
quadratic form

J =
1
2
[uT

k Auk + bT uk] (30)

whereuk = (uk,uk+1)
T , and correspondingly to (21)

A =

[

d−λk+1 f 1
2c

1
2c e

]

,b =

[

a−λk+1g
b

]

. (31)

The weightλk+1 has influence on positive definitness
of the quadratic form. Minimization of (30) under
constraint (4) is again the QP problem resulting in
uTSIDSC,qp

k . The constrained controluTSIDSC,qp
k is then

applied to the system in receding horizon framework.

4 SIMULATION TESTS

Performance of the described control methods is illus-
trated through the example of a second-order system
with the following true values:a1 = −1.8, a2 = 0.9,
b1 = 1.0, b2 = 0.5, where the Kalman filter algorithm

SUBOPTIMAL DUAL CONTROL ALGORITHMS FOR DISCRETE-TIME STOCHASTIC SYSTEMS UNDER INPUT
CONSTRAINT

51



(9)-(12) was applied for estimation. The initial pa-
rameter estimates were taken half their true values
with P0 = 10I. The reference signal was a square
wave±3, and then the minimal value of constraint
α ensuring the tracking isαmin = 3 |A(1)|

|B(1)| = 0.2. Fig.
1 shows the reference, output and input signals dur-
ing tracking process under the constraintα = 1 for
both TSDSC and TSIDSC control policies. The con-
trols uTSDSC,qp

k anduTSIDSC,qp
k were obtained solving

the minimization of quadratic forms (20), (31) using
MATLAB function quadprog. The performance of
these control algorithms is surprisingly essentially in-
ferior with respect touTSDSC,co

k anduTSIDSC,co
k . On the

other hand, as expected, the controluTSIDSC,co
k per-

forms better thanuTSDSC,co
k .
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Figure 1: Reference, output and control signals for TSDSC,
TSIDSC;α = 1; constant parameters.

For the control policyΠTSIDSC the constant learning
weight wasλk = λ = 0.98.

The performance index

J̄ =
N−1

∑
k=0

(yk+1− rk+1)
2

was considered for simulations. The plots ofJ̄ versus
the constraintα are shown in Fig.2 forσ2

w = 0.05, and
N = 1000.
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Figure 2: Plots of performance indices for TSDSC,
TSIDSC.

In the case of varying parameters (2),Φ = I and
Re = 0.05I have been taken. Fig.3 shows the perfor-
mance of the tracking process under the constraint
α = 1 for both TSDSC and TSIDSC control poli-
cies. An examplary run of parameter estimates is
shown in Figs.4,5 for control policies TSIDSC,co and
TSIDSC,qp, respectively.

0 200 400 600 800 1000
−1

−0.5

0

0.5

1

k

u k

0 200 400 600 800 1000
−5

0

5

k

y k, r
k

TSDSC, co

0 200 400 600 800 1000
−5

0

5

k

y k, r
k

TSIDSC, co

0 200 400 600 800 1000
−1

0

1

k

u k

0 200 400 600 800 1000
−1

0

1

k

u k

0 200 400 600 800 1000
−5

0

5

k

y k, r
k

TSDSC, qp

0 200 400 600 800 1000
−1

−0.5

0

0.5

1

k

u k

0 200 400 600 800 1000
−5

0

5

k

y k, r
k

TISIDSC, qp

Figure 3: Reference, output and control signals for TSDSC,
TSIDSC;α = 1; varying parameters.
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Figure 4: Parameter estimates for TSIDSC,co.
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Figure 5: Parameter estimates for TSIDSC,qp.

5 CONCLUSIONS

This paper presents a problem of discrete-time dual
control under the amplitude-constrained control sig-
nal. A simulation example of second-order system is
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given and the performance of the presented two con-
trol policies is compared by means of the simulated
performance index.

A new control policy TSIDSC was proposed as
suboptimal dual control approach. The method ex-
hibits good tracking properties for both constant and
time-varying unknown system parameters.

It was found that both control policiesuTSDSC,qp
k

and uTSIDSC,qp
k derived via QP optimization do not

yield a tracking improvement compared to the cut-off
controlsuTSDSC,co

k anduTSIDSC,co
k .
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Abstract: This paper addresses higher order sliding mode control for continuous nonlinear systems. We propose a new
method of reaching control design while the sliding surface and equivalent control can be designed conven-
tionally. The deviations of the sliding variable and its high order derivatives from zero are penalized. This is
realized by minimizing the amplitudes of the higher order derivatives of the sliding variable. An illustrative
example— a field-controlled DC motor— is given at the end.

1 INTRODUCTION

Variable structure systems (VSS) have been exten-
sively used for control of dynamic industrial pro-
cesses. The essence of variable structure control
(VSC) is to use a high speed switching control scheme
to drive the plant’s state trajectory onto a specified
and user chosen surface in the state space which is
commonly called the sliding surface or switching sur-
face, and then to keep the plant’s state trajectory mov-
ing along this surface (Utkin, 1992), (Utkin, 1977).
VSS has attracted attention during the past decades
because of its superior capability to eliminate the im-
pact of uncertainties.

Standard sliding mode controllers reveal draw-
backs: high frequency vibration of the controlled sys-
tem, which is also called “chattering”, and sensitiv-
ity to disturbances during reaching mode. In recent
years, a new method, so-called “higher order sliding
mode (HOSM)” has been proposed (Levant, 1996),
(Levant, 2007), (Glumineaus, 2006) for nonlinear
sliding mode design. In higher order sliding mode
problems, the switching controller also influences the
higher order derivatives of the sliding variable rather
than just the first order derivative. Under certain cir-
cumstances, for instance, the controlu is treated as
an additional state variable while its derivative

.
u is

employed as the actual control (Levant, 1996), (Zi-
nober). The most popular higher order sliding mode
controllers are the so called “twisting controller” and
“super-twisting controller” which are derived based
on bang-bang control theory. A number of papers

report the derivation and performance of these con-
trollers (Levant, 1996), (Levant, 2007), (Glumineaus,
2006), (Castellanos, 2004). As discussed by Boiko,
Fridman and Castellanos (2004), if the actuator is of
second or higher order there is an opportunity for re-
duction of the amplitude of chattering in the control
signal when using twisting as a filter algorithm, com-
pared with first order SM control. In other words,
higher order sliding mode control contributes to sup-
pressing the chattering effect although not completely
eliminating it. Furthermore, a new concept, “integral
sliding mode control (ISMC)” has been developed re-
cently (Shi, 1996). With an integral sliding mode con-
trol scheme, the reaching phase is eliminated so that
robustness is guaranteed right from the initial time in-
stant.

The aim of this paper is to provide an effective
and more convenient way to solve nonlinear higher
order sliding mode problems. Nonlinear continuous
systems are worked on and second or even higher
order sliding mode control concepts are developed.
With this method, a sliding mode is reached by forc-
ing the sliding variable and its higher order deriva-
tives to zero in finite time rather than working on
nonlinear inequalities based on high order differen-
tial equations, which is inevitable in “super-twisting”
controller design. The resulting reaching controller
does not contain any high frequency switching com-
ponent which evokes high frequency responses of the
system. This idea is borrowed from optimal control
laws. The derivation of equivalent control is different
from that of normal sliding mode. Meanwhile, the
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sliding surface design may employ various methods.
In Section III B, we address the problem of the

reachability of the sliding surface. To avoid chatter-
ing, whatever the initial state of the system is, both the
sliding variable and its derivatives have to be driven
to zero (not necessarily with the same convergence
speed). They should also be kept at zero after the
sliding surface is reached. In this paper, the reach-
ing controller is expected to be a continuous nonlin-
ear function with respect to the state variables. The
form of the nonlinearity is determined by the solu-
tion of a minimization problem which is analogous to
that which occurs in optimal control. What is to be
minimized is the amplitude of the vector the entries
of which are the sliding variable and its derivatives.
If an q -th order sliding mode is pursued, the sliding
variable and its derivatives up to order (q−1) will be
contained in the state vector. This method leads to a
very smooth system trajectory. The reachablility of
the sliding surface is guaranteed by the existence of a
solution to the minimization operation. Furthermore,
the minimization algorithm promises good robustness
while the precision of high order sliding mode is kept.

At the end of this paper, a field controlled DC mo-
tor is considered. The performance of the proposed
control scheme is shown applied to this third order
system.

2 THE PROBLEM STATEMENT

Consider a continuous nonlinear system of the form
.
x(t) = f (x(t))+ Bu(t),t ≥ t0 (1)

x(t0) = x0. (2)

wherex(t) ∈ Rn×1, u ∈ R1×1 is the control input,σ is
the sliding variable. Bn×1

,C,D are matrices or vectors
of proper dimensions andn is known. It is assumed
that f (x(t)) is Lipschitz continuous and differentiable
with respect tox(t) to any order. In this paper, the
sliding variable is restrained to be a linear combina-
tion of the states, which has the following form:

σ(t) = Sx(t) = s1x1(t)+ s2x2(t)+ ...+ snxn(t) (3)

Calculate the first and second order derivative of
the sliding variable and we have

.

σ(t) = S
.
x(t) = S f (x(t))+ SBu(t) (4)

..

σ(t) = S
..
x(t) = S

∂ f (x(t))
∂x(t)

f (x(t))

+S
∂ f (x(t))

∂x(t)
Bu(t)+ SB

.
u(t) (5)

3 SECOND ORDER SLIDING
MODE CONTROL DESIGN

3.1 Sliding Surface Design

For system (1), perform a similarity transformation
defined by an orthogonal matrixPn×n:

xl = Px = [xl1 : xl2]
T
, Bl = PB =

[

0k×1
B2

]

, (6)

fl(x(t)) = f (xl(t)) =

[

fl1(x(t))
fl2(x(t))

]

. (7)

where xl1 ∈ Rk×1
,xl2 ∈ R(n−k)×1

,B(n−k)×1
2 and xl1

does not have direct dependence on the input. Sliding
surface design may be undertaken considering only
xl1, treatingxl2 as an “input” to the partitioned system.
In this way, the input may be ignored while determin-
ing the sliding surface and this reduces the complexity
of the sliding surface design.

The partitioned state equations corresponding to
(1) may now be expressed in the following way:

.
xl1(t) = fl1(xl1(t),xl2(t)) (8)
.

xl2(t) = fl2(xl1(t),xl2(t))+ B2u(t). (9)

Suppose

Sx(t) = [ s1 s2 · · · sn ]x(t)

= wPx(t) = wxl(t)

= wl1xl1(t)+ wl2xl2(t)

in which

wp×k
l1 =

[

w1 w2 · · · wk
]

,

wp×(n−k)
l2 =

[

wk+1 wk+2 · · · wn
]

,

andSx(t) is the sliding variable, then the condition for
the sliding mode to exist is

wl1xl1(t)+ wl2xl2(t) = 0,

which yields

xl2(t) =−w−1
l2 wl1xl1(t). (10)

When wl2 is non-square,w−1
l2 in (10) should be its

pseudo inverse.
Substituting (10) into (8) we have,

xl1(t +1) = fl1(xl1(t),−w−1
2 w1xl1(t)) (11)

= F(xl1(t)) (12)

whereF(·) denotes the nonlinear function aboutxl1(t)
after tidying (11) up.

The goal of the next step is to fix the relation-
ship betweenxl2(t) andxl1(t) to prescribe desirable
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performance for the nominal sliding mode dynam-
ics. Any standard design algorithm which produces
a linear state feedback controller for a nonlinear dy-
namic system can be used to determineF(xl1(t))
and achieve desired performance through selection of
sliding mode dynamics (Spurgeon, 1992). It is also
assumed here that (12) is stabilizable. The controller
gain derived is:

xl2(t) =−kxl1(t) (13)

which means that

σ(xl(t)) =
[

k
... I

]

xl(t) (14)

while I represents the identity matrix with proper di-
mension.

Note that inversion of the similarity transforma-
tion (usingP) is needed to recoverx(t) from xl(t).
ThenSx(t) = 0 is the desired sliding surface.

3.2 Higher Order Sliding Mode Design

3.2.1 Reaching Control Design

As the reaching condition implies, the sliding vari-
able has to converge to zero in finite time. Further-
more, as an q-th order sliding mode is expected,

.

σ,
..

σ......σ(q−1) are also desired to approach zero. Derive
a vector containingσ,

.

σ,
..

σ......σ(q−1) and extend (4),
(5) to describe this vector

.

σ(t) = S
.
x(t) = S f (x(t))+ SBu(t) (15)

..

σ(t) = S
..
x(t) = S

∂ f (x(t))
∂x(t)

f (x(t))

+S
∂ f (x(t))

∂x(t)
Bu(t)+ SB

.
u(t) (16)

σ(3)(t) = Sx(3)(t)

= S(
∂2 f (x(t))

∂x(2)(t)
+ (

∂ f (x(t))
∂x(t)

)2) f (x(t)

+S(
∂2 f (x(t))

∂x(2)(t)
+ (

∂ f (x(t))
∂x(t)

)2)Bu(t)

+S
∂ f (x(t))

∂(t)
B

.
u(t)+ SBu(2)(t), (17)

......

which is equivalent to

z(t) = G(x(t))+ H(x(t))U(t). (18)

where

z(t) =









σ(t)
.

σ(t)
...

σ(q−1)(t)









, U(t) =









u(t)
.
u(t)
...

u(q−1)(t)









,

H(x(t)) =














0 0 ... 0
SB 0 ... 0

S ∂ f (x(t))
∂x(t) B SB ... 0

S(
∂2 f (x(t))
∂x(2)(t)

+(
∂ f (x(t))

∂x(t) )2)B ... ... ...

... ... ... SB















,

G(x(t)) =















Sx(t)
S f (x(t))

S ∂ f (x(t))
∂x(t) f (x(t))

S( ∂2 f (x(t))
∂x(2)(t)

+( ∂ f (x(t))
∂x(t) )2) f (x(t))

...















(19)
Here, the following conditions are assumed:

Assumption I: z(t) ∈ Z,Z contains the origin.
Assumption II: The setZ is reachable in finite

time from any initial state and from any point in the
generated trajectories.

As the purpose of reaching control design is to
find someu(t) which regulatesz(t) to zero in finite
time, we define a cost function which is

J(t) = zT (t)z(t)+ λUT (t)U(t) (20)

with a weighting factorλ. ThenU(t) is determined to
minimizeJ(t).

Taking the partial derivative ofJ(t) with respect
to U(t) we have:

∂J(t)
∂U(t)

=
∂(zT (t)z(t)+ λUT (t)U(t))

∂U(t)
. (21)

Let ∂J(t)
∂U(t) = 0 and derive:

U(t) = M(x(t))

=−(H(x(t))T H(x(t))+ λI)−1H(x(t))T G(x(t))
(22)

(I here again represents the identity matrix if certain
dimension.)

It should be noticed that the derivation of (22) re-
duces to a Tikhonov regularization problem therefore
the detail is omitted here.

REMARK: Here, we assume the minimization
over an infinite horizon results in a controlU∗(t).
This control input will be implemented only until the
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next measurement becomes available. Then the up
to date system information will be taken into account
and a new value ofU∗(t) is computed. Introduce

J(t + h) = zT (t)z(t)+ λU∗T (t)U∗(t) (23)

≤ zT (t)z(t)+ λUT (t)U(t) = J(t).(24)

whereJ(t) stands for the cost observed at timet and
h is a sufficiently small positive number. The final
cost J(∞) is a finite non-negative number asJ(t) is
non-increasing. In other words,J(t) decreases due to
the effect ofU∗(t) until reaches zero. Then the next
value (final value) ofU∗(t) is zero which indicates
that the reaching mode is complete. Meanwhile, the
final value ofzT (t)z(t) is zero. By choosingλ to be
a small positive weighting factor, non-zerozT (t)z(t)
will be relatively heavily punished and soz(t) con-
verges to zero more quickly.

The reaching control lawur(t) can be obtained
from the equation which forms the first row of (22)
(Wertz, 1990)

ur(t) =
[

1 0 ... ... 0
]

M(x(t)) = M1(x(t))
(25)

whereM1(x(t)) stands for the first element of vector
M(x(t)).

3.2.2 Robustness Issue

By substituting (22) into (18) we have

z(t) = G(x(t))+ H(x(t))M(x(t)). (26)

Now, assume that due to modelling errors, the real
system is

.
x(t) = freal(x(t))+ Brealu(t),t ≥ t0 (27)

which leads to

z(t) = Greal(x(t))+ Hreal(x(t))U(t). (28)

The robustness of the reaching mode relies on

• Assumption I and IIfor z(t) in (28)

• The satisfaction of (29)

J(Greal ,Hreal ,U
∗(t),t)≤ J(G,H,t). (29)

3.2.3 Equivalent Control Design

After the sliding mode is reached, the system dy-
namic is dominated by the equivalent controller. To
ensureq− th order sliding, the equivalent control has
to maintainσ(t),

.

σ(t)...σ(q−1)(t) at zero. By extend-
ing (1), (3) we have

σ(q−1)(t) = P( f (x))+ Q(u(t)). (30)

whereP(·) andQ(·) are both nonlinear functions.
The equivalent controlueq(t) should be derived

according to the following

σ(q−1)(t) = P( f (x))+ Q(ueq(t)) = 0. (31)

As introduced in (Matthews, 1988), the complete slid-
ing mode controller is

u(t) = ueq(t)+ ur(t) (32)

whereur(t) is from (25).

4 EXAMPLE AND SIMULATION
RESULTS

4.1 Field controlled DC Motor
and controller Design

Consider the example of a field-controlled DC motor.
DC motors are widely used by almost all industries
and can be highly nonlinear in field controlled config-
urations. The mathematical model of a DC motor can

Figure 1: Structure of a DC motor.

be expressed in the following way.

.
x1(t) = −ax1(t)+ u(t) (33)
.

x2(t) = −bx2(t)+ ρ− cx1(t)x3(t) (34)
.

x3(t) = θx1(t)x2(t) (35)

y(t) = x3(t). (36)

The physical meanings of the variables in the above
equations are:

x1(t) Field current
x2(t) Armature current
x3(t) Angular velocity
u(t) Field voltage

ρ Armature voltage,

,
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with a,b,c,θ,ρ positive constants.
The equilibria of the system are

x1 = 0,x2 =
ρ
b

andx3 = ω0,

whereω0 is a desired setpoint for the angular velocity.
In this paper, we choose

a = b = c = θ = ρ = 1

for simplicity (?).
The partitioned system matrices are

fl1(xl1,xl1) = −x1(t) (37)
.

fl2(xl1,xl1) =

[

−x2(t)+1− x1(t)x3(t)
x1(t)x2(t)

]

(38)

Bl =

[

B1
02×1

]

=





1
0
0



 (39)

It is seen that (33)-(35) are already in the same
form as (6)-(7). Hence the transformation matrixP is
identity.

Suppose

Sx(t) = [ s1 s2 s3 ]x(t) = wl1xl1(t)+ wl2xl2(t),

The values ofw1 andw2 must be chosen to ensure the
following system has satisfactory closed loop behav-
ior:

xl2(t) = Kxl1(t) =−w−1
l2 wl1xl1(t)

.
xl1(t) = fl1(xl1(t),−w−1

l2 wl1xl1(t)) (40)

= Fxl1(t). (41)

One of the proper selections ofw1 andw2 leads to:

K =
[

0 −1
]

which produces a sliding variable:

σ(t) = Sx(t) = x1(t)+ x3(t)− x3desired

In this case,x3(t)− x3desired is treated as the state
of the system rather thanx3(t) in certain design steps
because the final value ofx3 is not expected to be
zero but a desired value. This desired value should
be involved in the sliding surface design. Similarly,
x2desired should be considered at some stage as well.
(In this case,x2desired = 0.95 andx3desired = 2.05.)
Accordingly, we have

ueq(t) =
2x2

1(t)x3(t)+2x1(t)x3(t)−x3
1(t)x2(t)−4x1(t)

3x2(t)+x1(t)x3(t)+2x3(t)−3

which is derived by letting

σ(3)(t) = Sx(3)(t) = 0.

Now we proceed to design the reaching control.
In this case, take the derivatives ofσ(t) up to order
3 into account in the cost function definition. Then
G(x(t)) andH(x(t)) can be calculated from (19). As
the result of the minimization, the reaching control
will be expressed in the form of a nonlinear function
of state variables:

ur(t) = W (x(t)).

W (x(t) is derived from (22) and (25). Computing
W (x(t)) is reduced to a numerical calculation with-
out necessity of pursuing the algebraic description of
W (x(t)). Finally the complete control lawu(t) is de-
rived using (32) with the equivalent control derived
according to (31).
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Figure 2: Sliding variable and its derivative.

4.2 Simulation Results

The integration step size is chosen to be 1ms. In all
the figures below, the unit of time axis is in second.
The process depicting the sliding variable and its
derivative as they approach zero is shown in Fig. 2
The trajectory travels smoothly on the plane until it
reaches the origin without overshooting. From Fig. 3
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Figure 3: Higher order derivatives of the sliding variable.
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we can see that the second and third order deriva-
tives of the sliding variable also behave as a smooth
curve which ends up at the origin. Figure 4 shows
the convergence performance of the state variables. It
is shown thatx1(t) converges to zero whilex2(t) and
x3(t) each approach their desired value. The trajec-
tories are smooth and there is no overshoot or oscil-
lation. The whole process settles quickly within 0.5
seconds.
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Figure 4: Convergence of the states.
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Figure 5: Control signal u.

The variation of the control signalu during the pe-
riod is plotted in Figure 5.

As shown above, a good performance is achieved.
A higher order sliding behavior is shown.

5 CONCLUSIONS

In this paper, a new method of designing a higher or-
der sliding mode controller for a continuous nonlin-
ear dynamic system is reported. Retaining the advan-
tages of higher order sliding mode control, i.e. chat-

tering reduction, the complexity of nonlinear design is
greatly reduced with this method especially in reach-
ing control design. A field-controlled DC motor is
given as an illustrative example to show the effective-
ness of this method.
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Abstract: In this paper, the response of a pneumatic transmission line is analysed through two different approaches. 
Both the approaches, based on the same physical model, are able to simulate the dynamics of a pneumatic 
line, with finite volume ends. The first approach analytically provides the transients through an equation in a 
quasi-closed form; the second approach is based on a numerical procedure yielding the inversion of the 
Laplace transform by the application of a trapezoidal rule. The analysis of the mutual performances of the 
two approaches, in the frame of pneumatic systems normally operating in industrial automation, can be 
useful in terms of control of the response and could assist in the design of pneumatic systems. 

1 INTRODUCTION 

Pneumatic actuators are often employed in industrial 
automation for reasons related to their good power/ 
weight ratio, easy maintenance and assembly 
operations, clean operating conditions and low cost. 

This set of advantages, however, is negatively 
balanced by the difficulties met during the design. 
Indeed, the presence of air, along with its natural 
compressibility, introduces further complexities to 
those already existing: friction forces, losses and 
time delays in cylinder and transmission lines 
(Messina, 2005), (Carducci, 2006). For these 
reasons, fast transients involved in wave 
propagations in pneumatic transmission lines 
deserve to be taken into account in the design of the 
system (Rollo, 2007). 

The pneumatic transmission line, analysed in this 
work, consists of a tube, of a certain length, 
connecting two finite capacities. As far as the gas-
dynamic inside the duct is concerned, in literature 
there are several papers dealing with such systems 
but only describing lines with one of the two 
capacities being finite. In this work, the 
mathematical description of a pneumatic line, with 
finite volume terminations, is presented. This setting 
complicates the mathematics of the phenomena but 
it is interesting because of the industrial practice 
(Messina, 2005), (Rollo, 2007) where finite 

capacities are very common. The transient in the line 
is described through two partial differential 
equations, whose solution is obtained in 
correspondence to suitable initial and boundary 
conditions. The mathematical model (Rollo, 2007) 
gives the pressure response for a double volume 
terminated pneumatic line and includes as a 
particular case a previous model presented by 
Schuder and Binder (Schuder, 1959). 

The model is obtained assuming small pressure 
and temperature changes, such that the following 
assumptions are valuable (Schuder, 1959): (i) 
incompressible flow and (ii) laminar flow; the 
accuracy of the response, in correspondence of 
different operative conditions, has been discussed 
elsewhere (Rollo et al., 2007). 

The assumptions of the model mainly concern 
the flow conditions which allow an approach based 
on the Laplace transform (Rollo, 2007), (Schuder, 
1959). This type of model could be considered 
attractive in the frame of industrial automation, but a 
possible difficulty arises in the inverse 
transformation especially when an analytical 
description of the transient is attempted (Rollo, 
2007). In this respect, a numerical method (Crump, 
1976), (Duffy, 1993), that readily determines the 
Laplace transform inversion, could be considered 
attractive in order to achieve the pressure transient. 

These two approaches, the analytical one (Rollo, 
2007) and the numerical one (Duffy, 1993), that 
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have different complexities, are taken into account 
herein. The first analytically provides the description 
of the pressure transients through an equation in a 
quasi-closed form. The second is numerically able to 
yield the inversion of the Laplace transform in a 
direct way, through a trapezoidal rule (Crump, 
1976), (Duffy, 1993). This latter, under certain 
conditions, requires no manipulation on Laplace 
transform. 

The two approaches, with the analysis of the 
mutual performances, can suggest, in the frame of 
pneumatic systems normally operating in industrial 
automation, the strategies in terms of design and 
control of the response. In this respect, interesting 
conclusions can be extracted. 

2 SYSTEM ANALYSED 

For a self comprehension of the present work, a brief 
description of the real system analysed is also 
presented. The relevant physical model which is 
referred to in the present work is illustrated in Fig. 1. 

The system under investigation consists of two 
chambers having volumes Q1, Q2. The chambers are 
connected through a cylindrical tube (also termed as 
pneumatic transmission line) whose transversal 
section is constant in the range of commercial 
tolerances. The x-longitudinal coordinate is settled 
from the upstream (chamber 1: Q1) to the 
downstream chamber (chamber 2: Q2). 

The upstream chamber consists of a five litre 
tank arranged with four holes in order to allow the 
external connections. In particular, chamber 1 is 
filled up through a tap air supply until an established 
static pressure, measured by the absolute pressure 
gage, is reached. An airtight adapter is screwed onto 
chamber 1. The adapter is made airtight through an 
internal membrane made of commercial sticky tape. 

The test and simulated condition consists of 
suddenly breaking the membrane in order to allow a 
wave pressure travel from chamber 1 to chamber 2 
and vice versa; the sudden rupture of the membrane 
is caused by a puncturing actuator placed at the 
symmetrical end with respect to the membrane; the 
puncturing actuator is quasi-statically activated by 
manually pushing its rod through orifice A. 

When a step pressure signal propagates through 
the duct an on/off valve can be considered simulated 
(Rollo, 2007). Based on these motivations the 
approaches (analytical and numerical) have been 
tested with respect to the mentioned step-type signal. 

The downstream volume consists of the ram 
chamber of a commercial double acting pneumatic 

actuator. The established volume Q2 can be in 
practice settled by grounding the rod of the actuator 
at a fixed position. 

 
Figure 1: Scheme and nomenclature of the system. 

3 SCHUDER AND BINDER 
EXTENDED (SBE) MODEL: 
ANALYTICAL APPROACH 

In the SBE model (Rollo, 2007), (Schuder, 1959), 
the equation describing the pressure transient in the 
duct, obtained from an analytical solution of two 
partial differential equations (one-dimensional mass 
and momentum conservation law (Schuder, 1959)), 
is obtained using the Laplace transform. 

This kind of procedure yields, in the Laplace 
domain and in correspondence of an established 
section of the line (x=L), the following response:  
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where a is the cross sectional area of the duct, k the 
ratio of specific heats at pressure and volume 
constant (cp/cv), L the length of the duct, pm and p0 
the initial pressure in the sending volume and 
connecting duct respectively, Q1 and Q2 the sending 
and receiving volume respectively and β is the 
following parameter: 

 
( )

2ρc
ρsRsβ +

=  (2) 

 
depending on R (frictional resistance in duct in the 
presence of laminar flow), s the Laplace variable, ρ 
the density (constant) and c the sound speed 
(constant). 
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The inverse transform of (1) is not a 
straightforward task; in this respect, following 
Schuder and Binder, Jaeger’s result is taken into 
account (Schuder, 1959): evaluating the coefficients 
of an exponential series, it is possible to obtain the 
following analytical solution showing the pressure in 
the time domain in the position close to chamber 2 
(x=L): 
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where t is the time; αn and θn are functions of the 
geometry of the line and initial flow conditions; in 
particular, the poles in Equation (1) are function of  
αn too (Rollo, 2007), (Schuder, 1959). In fact, by 
substituing in Equation (1) 
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and equating to zero the common denominator of 
Equation (1), an implicit equation in α is obtained; 
once it is solved (numerically, with the Newton-
Raphson  method), after some simple mathematical 
manipulations, it is possible to obtain, along with 
s0=0 (Rollo, 2007), (Schuder, 1959): 
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in which the real part of the poles is negative or 
zero. 

The quasi-closed form solution (3) depends on 
the number of the terms in the series; the only non-
serious drawback is the necessity of resorting to a 
numerical method in order to assess αn. Equation (3) 
yields p(L;t) for a double volume terminated 
pneumatic line and it is an extension of a previous 
model presented by Schuder and Binder (Schuder, 
1959). The analytical approach to the SBE model is 
one of the most complete treatments among those 
presented about transients in pneumatic lines within 

relevant literature, in which the influence of pressure 
waves propagating in ducts is, sometimes, neglected 
or poorly described. Furthermore, even if it is 
obtained using the following assumptions: (i) 
incompressible flow and (ii) laminar flow, it can be 
adopted, without significantly reducing the accuracy 
of the response, in correspondence to certain 
operative conditions (Rollo et al., 2007), where the 
relevant investigations showed its ability to describe 
pressure transients including reflecting waves. 

4 NUMERICAL APPROACH 

The Jaeger’s results, in the SBE model, are related to 
the fact that the solution (3) depends i) on the 
numerical evaluation of αn and ii) on a certain 
amount of labor for the mathematical procedure 
leading to Equation (3) in the inverse Laplace 
transform (Rollo, 2007), (Schuder, 1959). A  kind of 
resolution allowing to obtain the inverse transform 
of Equation (1) in a direct way, could be considered 
attractive in the frame of systems normally operating 
in industrial automation. In this respect the authors 
suggest, in this work, to solve the problem of readily 
determining the inverse Laplace transform using a 
numerical approach. Within relevant literature, a 
large number of different methods for numerically 
inverting the Laplace transform have been 
introduced and tested: one of these uses a Fourier 
series approximation (Crump, 1976), (Duffy, 1993). 
In fact, in (Duffy, 1993) the following 
straightforward application of a trapezoidal rule in 
order to provide the numerical inversion of Laplace 
transform (here referred to Eq. (1)) is proposed: 
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where t is the time, i the imaginary unit, Im and Re 
indicate the imaginary and real part of the quantity 
in the brackets respectively and μ must be greater 
than the real part of any singularity (poles) in P(L;s) 
(Duffy, 1993). 

The accuracy and efficiency of such a numerical 
approach depend on a suitable choice of some 
parameters. In particular, μ can be evaluated  
through certain considerations about the 
discretization error (related to the step size π/t  for 
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the trapezoidal rule) deriving from the application of 
Eq. (6). Following the approach proposed in 
(Crump, 1976), introducing the hypothesis that the 
function of interest is bounded by: 

 
( ) λtMetL;P ≤  (7) 

 
(with M and λ real numbers) it is possible to choose 
μ through the following relation: 
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2t
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where Err is the error parameter within the 
numerical accuracy desired and the parameter λ can 
be chosen slightly larger than the maximum of the  
real part of all the poles (Crump, 1976). Once μ  is 
known, the series (6) can be summed until it 
converges to the desired number of significant 
figures (Crump, 1976). Usually the series in (6) can 
converge slowly (this has been observed in some 
tests not reported here); furthermore, (Crump, 1976)  
the use of a sequence accelerator in conjunction with 
the numerical inversion is recommended, also in 
order to obtain a reduction of the truncation error 
(indeed the series in Eq. (6) is not summed to 
infinity). In this case, following the considerations in 
(Crump, 1976), (Duffy, 1993), here Wynn’s epsilon-
algorithm is adopted. More specifically, to 
accelerate the convergence of the sequence of partial 
sums in (6) using the epsilon-algorithm, it is possible 
to calculate them as in (9): 
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It is possible, then, to define ε-1

(m)=0, ε0
(m)=Sm, 

m=0, 1,..,2N and then put: 
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In this way, the sequence ε0

(0), ε2
(0), ε4

(0),.., ε2N
(0) 

gives better successive approximation to the sum of 
the series (Crump, 1976). So, Equation (6), 

including the sequence accelerator, becomes 
Equation (11): 
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5 ANALYTICAL VS NUMERICAL 
APPROACH: CONDITIONS, 
RESULTS AND DISCUSSIONS 

The analytical approach presented in Section 3 
(Rollo, 2007) was used for an interesting 
comparison, with respect to a more refined model 
NLC (for Non Laminar Compressible flow) (Rollo, 
2007), (Rollo et al., 2007). This latter model, whose 
behaviour was validated through experimental 
investigations (Rollo, 2007) on the physical model 
of Fig. 1, takes into account i) flow not necessarily 
laminar and ii) compressible flow. Through a 
suitable error parameter, the discrepancy on the 
response of a pneumatic line with established 
geometrical characteristics (L=2.53m, D=3 or 6 mm, 
Q1= 5dm3), for polyurethane ducts with an assumed 
internal roughness of 3μm (Rollo, 2007) was 
estimated for various flow conditions. In both 
models, the relevant solution can be obtained and 
displayed, in space (at a fixed time) and in time (at a 
fixed position); however, the major relevance of the 
performance in industrial applications (Messina, 
2005), (Rollo, 2007) is related to the behaviour of 
the pressure in the ram chamber of the actuator 
(x=L). Therefore, only p(L;t) was discussed, in 
correspondence of the various receiving volumes Q2 
(obtained fixing the stroke of the pneumatic actuator 
employed as downstream volume, in correspondence 
of different positions). 

This comparison highlighted that, for a fixed 
geometrical configuration, the error between the 
SBE and NLC models is as small as the pressure 
ratio pm/po is close to 1 (Rollo, 2007); in this case 
the match of SBE response with the NLC curve is 
very satisfactory. This comparison was made after 
appropriate convergence tests, that suggested to use 
n=0,…..,30  in the Equation (3) for the SBE model. 

In this work, the comparison between the 
analytical (3) and numerical (11) approach is 
discussed, in correspondence of some settings 
yielding a satisfactory agreement of the SBE with 
the NLC model. In particular, a line with L=2.53m, 
D=3 mm and Q1= 5dm3 will be considered. The case 
of interest concerns the transient caused by an 
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upstream initial pressure  in Q1 of 1.1 times higher 
than initial atmospheric pressure. This setting is 
completed arranging the actuator employed as 
downstream volume to establish, in a first case, a 
volume Q2 = 1.5 cm3 (capacity corresponding to the 
dead space of the ram chamber) and, in a second 
case, Q2 = 26.5 cm3 (Rollo, 2007). 

A suitable error parameter is introduced (12) for 
the detection of discrepancy of the two approaches 
(3) and (11): 
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in correspondence to various values of the time (10 
ms≤t≤150 ms). In applying (11), it is assumed 
Err=10-6 and, for the considerations about Eqs. (5) 
and (8), it can be assumed λ=0. In this way, the μ 
value is known in all the time instants considered. 
The comparison will be made firstly assuming, as far 
as the numerical approach (11) is concerned, N=25. 
In this respect, for the first case (Q2=1.5 cm3) the 
following Table 1 was produced: 

Table 1: Simulated Pressure with L=2.53 m, D=3 mm, 
pm/p0=1.1, Q2=1.5 cm3 (n=30, N=25). 

Time Instants 
(ms) 

Analytical 
Pressure 

(bar) 

Numerical 
Pressure 

(bar) ERROR 
10 1.092289 1.092282 6.8E-06 
20 1.116303 1.116265 3.4E-05 
30 1.101538 1.101535 2.1E-06 
40 1.097992 1.097992 3.5E-08 
50 1.099557 1.099561 3.7E-06 
60 1.099927 1.099927 1.5E-07 
70 1.099681 1.099659 1.9E-05 
80 1.099693 1.099693 1.7E-07 
90 1.099725 1.099726 2.8E-07 

100 1.099725 1.099726 1.1E-07 
110 1.099723 1.099723 1.1E-07 
120 1.099724 1.099724 2.9E-09 
130 1.099724 1.099724 1.5E-08 
140 1.099724 1.099724 4.5E-09 
150 1.099724 1.099724 4.4E-10 

Pressure 
computational 

time (ms) ~ 5 ~ 290  

In Table 1 the first column shows the time 
instants taken into account, the second and third 
columns show the pressure values obtained with the 
two approaches, the analytical one and the numerical 
one respectively, the fourth column shows the 
ERROR values. Table 1 shows an agreement of the 
analytical and numerical results (second and third 

column) that can be considered very satisfactory; 
furthermore, it is possible to notice that the 
computational times (evaluated on a 2.8 GHz 
Pentium IV using a Matlab routine) show that the 
analytical approach needs about 5 ms to provide the 
pressure values in the second column, whilst the 
numerical computational time  is about 290 ms. 

As far as the second case (Q2=26.5 cm3) is 
concerned, the following Table 2 was produced:  

Table 2: Simulated Pressure with L=2.53 m, D=3 mm, 
pm/p0=1.1, Q2=26.5 cm3 (n=30, N=25). 

Time Instants 
(ms) 

Analytical 
Pressure 

(bar) 

Numerical 
Pressure 

(bar) ERROR 
10 1.018830 1.018831 3.6E-07 
20 1.053451 1.053449 2.1E-06 
30 1.076250 1.076250 1.6E-08 
40 1.087726 1.087726 1.9E-08 
50 1.093537 1.093539 1.6E-06 
60 1.096557 1.096557 9.1E-09 
70 1.098006 1.098006 3.3E-08 
80 1.098703 1.098703 2.0E-07 
90 1.099047 1.099047 5.3E-09 

100 1.099214 1.099214 1.6E-07 
110 1.099294 1.099293 1.1E-06 
120 1.099333 1.099333 5.3E-12 
130 1.099352 1.099352 5.9E-09 
140 1.099361 1.099361 1.4E-09 
150 1.099366 1.099366 1.9E-10 

Pressure 
computational 

time (ms) ~ 5 ~ 290  
 
Table 2 is also able to show a satisfactory 

agreement of the results of the two approaches (3) 
and (11) and, as in Table 1, it is possible to notice 
that the numerical computational time is about 290 
ms, whilst the analytical approach needs about 5 ms 
to provide the pressure values in all the time instants 
considered. 

Table 1 and Table 2 can suggest that the 
numerical approach (11)  is not always advisable in 
engineering applications in which the performance is 
required in terms of design and fast control of the 
response. A possible way to highlight this drawback 
can be based on the study of the discrepancies with 
the analytical approach, decreasing N in such a way 
as to reduce the computational time of the numerical 
approach (like in Table 3). In Table 3, the first 
column shows the operative conditions taken into 
account, the second column the mean of  ERROR 
values and the third the numerical computational 
times. As can be seen, the computational times 
decrease if N decreases, but this behaviour still 
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seems far from the more attractive computational 
times of the analytical approach. Furthermore 
decreasing the value of N, the mean ERROR value 
slightly increases.  

Table 3: ERROR for a pneumatic line with L=2.53 m, 
D=3 mm, pm/p0=1.1, Q2=1.5 cm3 and Q2=26.5 cm3, n=30. 

 

Mean of 
ERROR 
 values 

Numerical 
computational 

times (ms) 
N=25 

Q2=1.5 cm3 4.4E-6 290 
N=25 

Q2=26.5 cm3 3.8E-7 290 
N=20 

Q2=1.5 cm3 2.4E-5 204 
N=20 

Q2=26.5 cm3 7.2E-7 204 
N=10 

Q2=1.5 cm3 6.4E-5 77 
N=10 

Q2=26.5 cm3 7.6E-6 77 
 
An estimation of the behaviour of both 

approaches concerning the transient in the 
aforementioned pneumatic lines, can be obtained 
through the following Fig. 2 and Fig. 3, useful also 
in order  to estimate the pressure transients of Eq. (3) 
and Eq. (11) in terms of design of the line. 

Finally, also Figure 4 has been produced. This 
latter figure has been introduced with the motivation 
of showing the satisfactory agreement of both the 
proposed approaches, also in correspondence of an 
intermediate receiving volume (Q2=16.5 cm3). 

6 CONCLUSIONS 

In this paper, two approaches of different 
complexities, concerning the dynamics of a 
pneumatic transmission line with finite volume ends, 
have been analysed: one analytical and another one 
numerical. The first one provides the description of 
the pressure transients through an equation in a 
quasi-closed form and gives the pressure response 
for a double volume terminated pneumatic line. 

 
Figure 2: Simulated pressure at the receiving volume 
through analytical (__) and numerical (°) approach with 
D=3mm, L=2.53m, pm/p0=1.1 and Q2=1.5cm3 (n=30, 
N=25). 

 
Figure 3: Simulated pressure at the receiving volume 
through analytical (__) and numerical (°) approach with 
D=3mm, L=2.53m, pm/p0=1.1 and Q2=26.5cm3 (n=30, 
N=25). 
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Figure 4: Simulated pressure at the receiving volume 
through analytical (__) and numerical (°) approach with 
D=3mm, L=2.53m, pm/p0=1.1 and Q2=16.5cm3 (n=30, 
N=25). 

The second, numerically, is able to yield the 
inversion of the Laplace transform through a 
trapezoidal rule (in conjunction with a sequence 
accelerator). Using certain geometrical 
configurations and flow conditions,  for which it was 
shown that the SBE model can be used without 
significantly reducing the accuracy of the response, 
the two kinds of resolution can be compared and 
analysed. The introduction of a suitable error 
parameter, able to provide the discrepancies of the 
two approaches, allows interesting discussions. 

The trapezoidal rule, in its numerical simplicity, 
could avoid the long mathematical procedures 
yielding the inversion of the Laplace transform. The 
advantage related to the application of this direct 
rule seems, however, negatively balanced by the 
extra computational efforts required to achieve a 
satisfactory convergence (the series approximation 
can converge slowly and, usually the use of a 
sequence accelerator in conjunction with the 
numerical inversion is highly recommended). For 
these reasons, the numerical approach could not 
always be advisable in engineering applications in 
which performances are required in terms of design 
and control of the response. This, indeed, has been 
showed by the comparison with an analytical 
solution in a quasi-closed form, in terms of 

computational times. The possible drawback of this 
latter approach is a verbose procedure giving the 
final relation and the need to resort to a numerical 
method in order to assess all the poles involved in 
the Laplace transform. However, the relevant 
simulations carried out highlight an excellent 
behaviour of the analytical approach: these 
properties can be considered attractive also 
considering the satisfactory overlap of the curves 
provided by the analytical approach with a more 
performing numerical model (NLC), whose 
excellence has been confirmed with experimental 
validations. 

The study presented in this paper gives the 
possibility of investigating relevant dynamic 
behaviours, suggesting an efficient estimation of 
control and design parameters, in the frame of 
systems normally operating in industrial automation. 
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Abstract: The problem of designing gain-scheduled filters with guaranteed inducedℓ∞ norm for the estimation of the
state-vector of finite dimensional discrete-time parameter-dependent Takagi-Sugeno Fuzzy Systems systems
is considered. The design process applies a lemma which was recently derived by the authors of this paper,
characterizing the inducedℓ∞ norm by Linear Matrix Inequalities. The suggested filter has been successfully
applied to a guidance motivated estimation problem, where it has been compared to an Extended Kalman
Filter.

1 INTRODUCTION

The theory of optimal design of estimators for linear
discrete-time systems in a state-space formulation has
been first established in (Kalman, 1960). The original
problem formulation assumed Gaussian white noise
models for both the measurement noise and the ex-
ogenous driving process. For this case, the results
of (Kalman, 1960) provided the Minimum-Mean-
Square Estimator (MMSE). The Kalman filter has
found since then many applications (see e.g. (Soren-
son, 1985) and the references therein). Following the
introduction ofH∞ control theory in (Zames, 1981),
a method for designing discrete-timeH∞ optimal es-
timators within a deterministic framework has been
developed in (Yaesh and Shaked, 1991), where the ex-
ogenous signals are of finite energy. The case where
the driving signal is of finite energy (e.g. piecewise
constant for a finite time) ,whereas the measurement
noise is white has been recently considered in (Yaesh
and Shaked, 2006). However, in some cases the min-
imization of the maximum absolute value of the es-
timation error (namely theℓ∞−norm) rather than the
error energy is required where the exogenous signals
are also of finiteℓ∞−norm. In such cases, an induced
ℓ∞−norm is obtained which is often referred to as an
ℓ1 problem due to the fact that the induced-ℓ∞−norm
for a linear system is just theℓ1-norm of its impulse

response and an upper-bound on theℓ1-norm of its
transfer function (see (Dahleh and Pearson, 1987)).

In the present paper, the problem of discrete-
time optimal state-estimation in the minimum in-
ducedℓ∞−norm sense is considered for a class of
Takagi-Sugeno fuzzy systems. The plant model for
the systems considered, is described by a collection
of ’sample’ finite-dimensional linear-time-invariant
plants which possess the same structure but differ
in their parameters. All possible plant models are
then assumed to be convex combinations of these spe-
cific plant models (namely a polytopic system where
the ’sample’ plant models are denoted as its vertices
(Boyd et al., 1994)). The solution of the estima-
tion problem is characterized by LMIs (Linear Ma-
trix Inequalities) based on the quadratic stability as-
sumption. We note that more recent developments of
(Geromel et al., 2000) include gain scheduled filter
synthesis for the cases of linear (Tuan et al., 2001)
and nonlinear (Hoang et al., 2003) dependence on the
parameters with parameter dependent Lyapunov func-
tions. We also note that in (Salcedo and Martinez,
2008) related results appear where the continuous-
time fuzzy output feedback and filtering were con-
sidered in parallel to the discrete-time results of the
present paper.

The paper is organized as follows. In Section 2,
the problem is formulated and a key lemma character-
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izing the inducedℓ∞−norm in terms of LMIs is pre-
sented. In Section 3 the filter design inequalities are
obtained. Section 4 considers a numerical example
dealing with a robust gain scheduled tracking prob-
lem. Finally, Section 5 brings some concluding re-
marks.

Notation: Throughout the note the superscript
‘T ’ stands for matrix transposition,R n denotes the
n dimensional Euclidean space,R n×m is the set of
all n×m real matrices, and the notationP> 0, for
P∈ R n×n means thatP is symmetric and positive def-
inite. The space of square summable functions over
[0 ∞] is denoted byl2[0 ∞], and||.||2 stands for the
standardl2-norm,||u||2 = (Σ∞

k=0uT
k uk)

1/2. We also use
||.||∞ for the l∞-norm namely,||u||2∞ = supk(uT

k uk).
The convex hull ofa andb is denoted byC o{a, b},
In is the unit matrix of order n, and 0n,m is then×m
zero matrix andIm,n is a version ofIn with lastn−m
rows omitted.

2 PROBLEM FORMULATION
AND PRELIMINARIES

We consider the following linear system:

x(k+1) = A(k)x(k)+Bw(k), x(0) = x0
y(k) = C(k)x(k)+Dw(k)
z(k) = L(k)x(k)

(1)

wherex∈ R n is the system states,y∈ R r is the mea-
surement,w ∈ R q includes the driving process and
the measurement noise signals and it is assumed to
have boundedℓ∞−norm. The sequencez∈ R m is the
state combination to be estimated andA, B, C, D and
L are matrices of the appropriate dimensions.

We assume that the system parameters lie within
the following polytope

Ω :=
[

A B C D L
]

(2)

which is described by its vertices. That is, for

Ωi :=
[

Ai Bi Ci Di Li
]

(3)

we have
Ω = C o{Ω1,Ω2, ...,ΩN} (4)

whereN is the number of vertices. In other words:

Ω =
N

∑
i=1

Ωi fi ,

N

∑
i=1

fi = 1 , fi ≥ 0. (5)

Assuming thatfi are exactly known, the above sys-
tem is just a Tagaki-Sugeno fuzzy system. To see this,
one may introduce new parameterssi(t), i = 1,2, ..., p
(so called premise variables, see (Tanaka and Wang,
2001)) possibly depending on the state-vectorx(t),

external disturbances and/or time (Tanaka and Wang,
2001) and rewrite (1) as :

IF s1 is Mi1 ands2 is Mi2 and ...sp is Mip THEN

x(k+1) = Ai(k)x(k)+Biw(k), x(0) = x0
y(k) = Ci(k)x(k)+Diw(k)
z(k) = Li(k)x(k)
i = 1,2, ...,N

(6)

where Mi j is the fuzzy set andN is the
number of model rules. Definings(t) =
col{s1(t),s2(t), ...,sp(t)},

ωi(s(t)) = Πp
j=1Mi j (sj(t))

and

fi(s(t)) =
ωi(t)

ΣN
i=1ωi(s(t))

we readily get the representation of (1). We, there-
fore, assume indeed that thep premise scalar vari-
ablessi(t), i = 1,2, ..., p, and, consequentlyfi are ex-
actly known and consider the following filter:

x̂(k+1) = Ax̂(k)+K(k)(y−Cx̂), ẑ(k) = Lx̂(k)
(7)

where the filter gain is given by the following:

K =
N

∑
i=1

Ki fi (8)

and whereA =
N
∑

i=1
Ai fi andL =

N
∑

i=1
Li fi . We will dif-

ferently treat, in the sequel, the case whereC is con-

stant and the case whereC =
N
∑

i=1
Ci fi .

Our aim is to find the filter parametersKi so that
the following inducedℓ∞−norm condition is satisfied.

supw∈ℓ∞ ||z− ẑ||∞/||w||∞ < γ (9)

To solve this problem we will first define another
polytopic system :

Ω̄ :=
[

Ā B̄ C̄ D̄
]

(10)

which is described by the vertices:

Ω̄i :=
[

Āi B̄i C̄i D̄i
]

, i = 1, ...,N (11)

The system of (10)-(11) will represent, in the sequel,
the dynamics of the estimation error for the system
(1). The following technical lemma will be needed
in order to provide convex characterization of the in-
ducedℓ∞− norm of the estimation error system:

Lemma 1. The system

x̄(k+1) = Ā(k)x̄(k)+ B̄w(k), x(0) = x0
z(k) = C̄(k)x̄(k)+ D̄w̄(k)

(12)

satisfies
supw∈ℓ∞ ||z||∞/||w||∞ < γ (13)
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if the following matrix inequalities are satisfied for
i = 1,2, ...,N:

[

ĀT
i PĀi + λP−P ĀT

i PB̄i

B̄T
i PĀi −µI + B̄T

i PB̄i

]

< 0 (14)

and




λP 0 C̄T
i

0 (γ−µ)I D̄T
i

C̄i D̄i γI



 > 0 (15)

so thatP > 0, µ> 0 andλ < 1.
The proof of this lemma is given in (Shaked and

Yaesh, 2007) and is also provided, for the sake of
completeness, in Appendix A.

Remark. Note that (14) can be written, using
Schur complements ((Boyd et al., 1994)), as follows:





P−λP 0 ĀT
i P

0 µI B̄T
i P

PĀi PB̄i P



 > 0 (16)

or equivalently as




P−λP 0 ĀT
i

0 µI B̄T
i

Āi B̄i P−1



 > 0 (17)

The fact that the inequality (16) is affine in̄Ai andB̄i
will be utilized in the sequel to obtain convex charac-
terization (i.e. in LMI form) of the filter parameters
Ki .

3 GAIN SCHEDULED FILTERING

Defining the state estimation error to be:

e(k) = x(k)− x̂(k) (18)

we readily have for the case wherefi are available for
the estimation process, that

e(k+1) = (A−K(k)C)e(k)+ (B−K(k)D)w(k)
(19)

and
z(k)− ẑ(k) = Le(k) (20)

We substituteĀi = Ai −KiC, B̄i = Bi −KiD and
C̄ = Li in (14) and (15) where we restrict our attention
to the case whereC andD are not vertex dependent
(i.e. Ci = C,Di = D, i = 1,2, ...,N). In this case, we
defineYi = PKi and readily obtain from (16) and (15)
that





P−λP 0 AT
i P−CTYT

i
0 µI BT

i P−DTYT
i

PAi−YiC PBi−YiD P



 > 0

(21)

and




λP 0 LT
i

0 (γ−µ)I 0
Li 0 γI



 > 0, λ < 1 (22)

We, therefore, obtain the following result:

Theorem 1. Consider the estimator of (12) for the
system of (1) withCi = C,Di = D, i = 1,2, ...,N. The
estimation error satisfies (9) if (21) and (22) are satis-
fied for i = 1,2, ...,N so thatP > 0, µ> 0 andλ < 1.

We next address the problem whereC andD are
vertex dependent. To this end we consider a version
of Lemma 1 which can be written in terms ofΩ rather
thanΩi , namely we replace (16) and (14) by:





P−λP 0 ĀTP
0 µI B̄TP

PĀ PB̄ P



 > 0 (23)

and




λP 0 C̄T

0 (γ−µ)I D̄T

C̄ D̄ γI



 > 0 (24)

and substitute Ā = ∑N
i, j=1(Ai − KiCj ) fi f j , B̄i =

∑N
i, j=1(Bi −KiD j) fi f j andC̄ = ∑N

i=1Li fi . We obtain
definingYi = PKi :

N

∑
i, j=1

Gi j fi f j > 0 (25)

where

Gi j :=





P−λP 0 AT
i P−CT

j YT
i

0 µI BT
i P−DT

j Y
T
i

PAi−YiCj PBi−YiD j P





(26)
and

N

∑
i=1





λP 0 LT
i

0 (γ−µ)I 0
Li 0 γI



 fi > 0 (27)

Since, however (see (Tanaka and Wang, 2001))
equation (25) can be also written as

N

∑
i, j=1

Gi j fi f j =
N

∑
i=1

Gii f 2
i +2

N

∑
i=1

∑
i< j

Gi j +G j i

2
fi f j

(28)
Defining a simple transformation of the convex co-
ordinatesfk so that fork = 1,2, ...,N we sethk = f 2

k
where as the remaininghk for k= N+1,N+2, ...,N+
N(N−1)

2 are defined byhk = 2 fi f j , j = 1,2...,N, i < j.

Since obviously∑
N+

N(N−1)
2

k=1 hk = 1 wherehk ≥ 0 they
can serve as convex coordinates. We, therefore, define
the following LMIs inspired by (Tanaka and Wang,
2001),

Gii > 0, i = 1,2, ...N andGi j +G ji > 0, i < j (29)
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and obtain the following result:
Theorem 2. Consider the estimator (12) for the

system (1). The estimation error satisfies (9) if (29)
and (22) fori = 1,2, ...,N are satisfied so thatP > 0,
µ> 0 andλ < 1.

The solution offered above, for the case whereC
andD are uncertain and are known to reside in a given
polytope, seeks a single matrix P that solves the LMIs
for N(N+1)

2 vertices, instead of theN vertices that were
solved for in the case of knownC and D. A solu-
tion for such large number of vertices by a singleP
entails a significant overdesign. Even the relaxation
offered by e.g. (Shaked, 2003) to reduce the overde-
sign by allowing differentPi, i = 1,2, ...,

N(N+1)
2 for

the N(N+1)
2 vertices still suffers from a considerable

conservatism. Moreover, the computational complex-
ity of the solution also rapidly increases as a function
of the number of vertices.

In many cases,C resides in some uncertainty poly-
tope, whileD is fixed and known. In such a case, an
alternative way to deal with the problem is to define
ξ(k) = col{x(k), y(k)} andw̃(k) = col{w(k), w(k+
1)}so that the augmented system becomes:

ξ(k+1) = Ã(k)x(k)+ B̃w̃(k)

y(k) = C̃(k)ξ(k)+ D̃w̃(k)

z(k) = L̃(k)ξ(k)
where

Ã=

[

A 0
CA 0

]

B̃=

[

B 0
CB D

]

, C̃=
[

0 Ir
]

,

L̃=
[

L 0
]

, andD̃ =
[

D 0
]

(30)
In (30) the uncertainties appear in̄A andB̄ only and,
therefore, Theorem 1 above may be invoked. We,
therefore, obtain the following result which offers
reduced conservatism with respect the correspond-
ing continuous-time results of (Salcedo and Martinez,
2008):

Theorem 3. Consider the estimator of (12) for the
system of (1) forDi = D, i = 1,2, ...,N. The estima-
tion error satisfies (9) withγ replaced by

√
2γ if (21)

and (22) are satisfied fori = 1,2, ...,N so thatP > 0,
µ > 0 andλ < 1 with A,B,C,L replaced byÃ, B̃,C̃, L̃
of (30).

4 EXAMPLE

We consider the dynamic model of guidance in a
plane:

˙̃x = νcos(ψ̃)+w1
˙̃y = νsin(ψ̃)+w2

˙̃ψ = φ̃
φ̇ =−φ/τ+u/τ

(31)

wherex̃ andỹ are the first two coordinates of a flight
vehicle cruising in a constant altitude, in a local level
north-east-down system,̃ψ is the vehicle body an-
gle with respect to the north (i.e. azimuth angle)
andφ is the vehicle’s roll angle assumed to be gov-
erned by a first-order low-pass filter dynamics hav-
ing a time-constant ofτ seconds, driven by the roll-
angle commandu. The wind velocities at the north
and east directions respectively are denoted byw1 and
w2 whereasν is the true-air-speed. Our aim is to filter
the noisy measurements of ˜x, ỹ andφ and to estimate
ψ̃. Defining,

x = col{x̃, ỹ,vsin(ψ̃),vcos(ψ̃),φ}

the measurements vector which consists of noisy
measurements of the position components ˜x andỹ and
the roll angleφ is given by

y = Cx+R1/2v

wherev is the measurement noise which is taken in
the simulations in the sequel as a 3-vector of zero-
mean unity variance white noise sequences but for all
practical purposes is assumed to bev∈ ℓ∞. The noise
level is set by

R= diag{25,25,0.1}

and the measurement matrix is

C =





1 0 0 0 0
0 1 0 0 0
0 0 0 0 1





Note that
ẋ1 = x4
ẋ2 = x3

ẋ3 = x4x5
ẋ4 =−x3x5

ẋ5 =−x5/τ+u/τ

(32)

namely we have a bilinear system rather than a lin-
ear one. Following (Tanaka and Wang, 2001) with
a series of simple manipulations, this system can be
represented as a Takagi-Sugeno fuzzy system, namely
as a convex combination of linear systems where the
convex coordinates are online measured. To achieve
such a representation we recall thatx5 = φ is mea-
sured on line, and defines1 = x5 while neglecting
the small enough noise in measuringφ. The valid-
ity of the latter assumption will be verified in the se-
quel by the estimation quality we will obtain. Assum-
ing x5 ∈ [−φmax,φmax] we define f1 =

s1−s1,min
s1,max−s1,min

=
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x5+φmax
2φmax

, f2 = 1− f1, α1 = φmax andα2 =−φmax. We
readily see thats1 = φmaxf1−φmaxf2 := α1 f1 +α2 f2.
We note then that the system is then governed by
ξ̇ = Ac(ξ)ξ+Bcw whereξ = col{x1,x2,x3,x4,x5} and

Ac =











0 0 0 1 0
0 0 1 0 0
0 0 0 s1 0
0 0 −s1 0 0
0 0 0 0 −1/τ











Therefore,Ac = Ac,1α1 + Ac,2α2 where Ac,1 is ob-
tained fromAc by replacings1 by α1 andAc,2 is sim-
ilarly obtained fromAc by replacings1 by α2. We
also definew = col{w1,w2,ν1,ν2,ν3} and complete
the remaining matrices needed for the representation
of our problem (1)-(3) by applying a zero-order-hold
discrete-time equivalent of our continuous-time sys-
tem, where we have chosen a sampling time ofh =
0.02. Due to the small enoughh we have chosen, we
haveeAh = I +Ah+O(h2) and we, therefore, readily
obtain that the system is governed by (1) and (3)-(5)
whereA = A1α1 +A2α2 +O(h2) where

A1=











1.0000 −0.0002 0.0200 0
0 1.0000 0.0200 0.0002 0
0 0 0.9998 0.0209 0
0 0 −0.0209 0.9998 0
0 0 0 0 0.9231











A2=











1.0000 0 0.0002 0.0200 0
0 1.0000 0.0200 −0.0002 0
0 0 0.9998 −0.0209 0
0 0 0.0209 0.9998 0
0 0 0 0 0.9231











B1 = B2 = B =











0.2000 0 0 0 0
0 0.2000 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0











and

D1 = D2 = D =





0 0 2.2361 0 0
0 0 0 2.2361 0
0 0 0 0 0.1000





We note at his point that, in order to mini-
mize the design conservatism stemming from the
quadratic stability assumption, we applied a pa-
rameter dependent Lyapunov function (Boyd et al.,
1994), max(xTP1x,xTP2x). Minimization of γ sub-
ject the the LMis that are obtained with this func-
tion to replace (21) and (22) (see Appendix B), us-
ing fminsearch.mfrom the optimization toolbox of
MATLABTM and (Lagarias et al., 1998) to search
λi , i = 1,2,3,4, ρ1, ρ22, θ1 andθ2, has resulted in
γ = γ0 = 10.2732 andλ = 2.41×10−7. The follow-
ing gain matricesK1 andK2 have been obtained for

γ = γ0 were obtained:

K1 =











0.7574 −0.0007 0.0000
−0.0018 0.7593 0.0000
0.0000 0.0000 0.0000
0.0000 −0.0000 0.0000
−0.0000 −0.0000 0.0003











K2 =











0.7558 −0.0024 0.0000
−0.0021 0.7613 −0.0000
−0.0000 0.0000 −0.0000
0.0000 0.0000 0.0000
−0.0000 0.0000 0.0003











This ℓ∞ filter will be compared to an Extended
Kalman Filter (EKF, see (Jazwinsky, 1970)) based on
the nonlinear model of (31). Note that higher com-
plexity filters such as the particle filter (e.g. (Osh-
man and Carmi, 2006) are out the scope of the
present paper. For the simulations we takeν =
100m/s and try to control the vehicle to follow a
constant command aty = 5m, in spite of a wind
step atw2 of 10m/s. The estimation results are
used to control the vehicle, using the simple law
u = −

[

0.0200 4.0000
][

ŷ−5 ψ̂
]T

where all
components of the initial state-vector are taken as
zero, besidesy0 = 20m. The EKF and theℓ∞ esti-
mated ˜x− ỹ trajectory results are compared in Fig. 1
to the true trajectory. One can notice the bias in the
EKF estimate. In Fig. 2, the truẽψ and the estimated
values forψ̃ that are obtained by using the EKF and
theℓ∞ filter are depicted. We clearly see in this figure
that theℓ∞ filter outperforms the EKF which assumes
a white noisew2 but leads to a bias whenw2 has a
bias. In contrast, thẽψ estimate of theℓ∞ filter is
barely separable from the true values. Moreover, the
ℓ∞ filter does not require the on-line numerical solu-
tion of a Riccati equation of order 4 and the gains are
obtained there by a simple convex interpolation onK1
and K2. The fact thatK1 and K2 are close to each
other is somewhat surprising. Our experience shows
that for a largerγ (i.e. suboptimal values), a larger
||K1−K2|| is obtained.

5 CONCLUSIONS

The problem of designing robust gain-scheduled fil-
ters with guaranteed inducedℓ∞−norm has been con-
sidered. The solution has been derived using a re-
cently developed bounded-real-lemma like condition
for bounding the inducedℓ∞ norm of a system. This
result has been applied to derive the robust induced
ℓ∞−filter (or equivalently robustℓ1 filter) in terms of
LMIs. These LMIs have been applied to a guidance
motivated estimation example. In this example, the
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Figure 1: True, Extended Kalman Filter andℓ∞-Filter Esti-
mated Trajectories - ˜x(t) versus ˜y(t).
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Figure 2: True, Extended Kalman Filter andℓ∞-Filter Esti-
mated Azimuth Angle -̃ψ versust.

superiority of the inducedℓ∞ filter over the Extended
Kalman Filter has been demonstrated, both in terms
of performance and simplicity of implementation.
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APPENDIX A - PROOF OF
LEMMA 1

Consider the system

xk+1 = Āxk + B̄wk, zk = C̄xk + D̄wk

and define, following (Abedor et al., 1996),

ξk = xT
k+1Pxk+1−xT

k Pxk + λxT
k Pxk−µwT

k wk.

Namely,

ξk=(xT
kĀT+wT

kB̄T)P(Āxk+B̄wk)−xT
kPxk+λxT

kPxk−µwT
kwk.
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Collecting terms we have

ξk = xT
k (ĀTPĀ+ λP−P)xk +xT

k (ĀTPB̄)wk

+wT
k (B̄TPĀ)xk +wT

k (−µI + B̄TPB̄)wk.

Therefore, (14) guaranteesξk < 0 for all wk andxk.
Defining ζk = xT

k Pxk and assumingx0 = 0 and
wT

k wk < 1 we have thatζk+1−ζk +λζk−µwT
k wk < 0.

Namely, ζk < ζ̄k where ζ̄k+1 = (1− λ)ζ̄k + µwT
k wk.

However, usingρ := 1−λ we have

ζ̄k =
k−1

∑
j=0

ρk− j−1µwT
j wj = ρk−1

k−1

∑
j=0

(ρ−1) jµwT
j wj

<ρk−1 (1−ρ−1)k

1−ρ−1 µ=µ
1−ρk

1−ρ
. A.1

From (15) we have using Schur complements that

[xT wT ](

[

λP 0
0 (γ−µ)I

]

−γ−1
[

C̄T

D̄T

]

[

C̄ D̄
]

)

[

x
w

]

> 0

Namely,

zT
kzk < γ[(γ−µ)wT

k wk+λxT
k Pxk] < γ[(γ−µ)+λζ̄k] A.2

Substituting A.1 we readily see that

zT
k zk < γ[(γ−µ)+(1−ρ)µ

1−ρk

1−ρ
] = γ[γ−µ+µ−µρk].

Since 0< ρ < 1 we obtain that

zT
k zk < γ[γ−µ+µ] = γ2

.

APPENDIX B - PARAMETER
DEPENDENT RESULTS

In order to reduce conservatism, we replace in the
proof of Lemma 1 in Appendix A, the parameter-
independent Lyapunov functionV(x,P) = xT

k Pxk by
the parameter-dependent Lyapunov function ((Boyd
et al., 1994))V(x,P1,P2) = max(xT

k P1xk,xT
k P2xk). To

ensureV(xk,P1,P2) > 0 we have to satisfyxT
k P1xk > 0

wheneverxT
k P1xk > xT

k P2xk andxT
k P2xk > 0 whenever

xT
k P1xk < xT

k P2xk. Applying the S-procedure (Boyd
et al., 1994) we readily obtain that a sufficient condi-
tion or these requirements to hold, is the existence of
constantsρ1 > 0 andρ2 > 0 so that

P1−ρ1(P1−P2) > 0 andP2−ρ2(P2−P1) > 0.

We also require that ifxT
k P1x > xT

k P2xk then

ξ{1},Āk := xT
k (ĀTP1Ā+ λP1−P1)xk +xT

k (ĀTP1B̄)wk

+wT
k (B̄TP1Ā)xk +wT

k (−µI+ B̄TP1B̄)wk < 0,

and ifxT
k P2x > xT

k P1xk then

ξ{2},Āk := xT
k (ĀTP2Ā+ λP2−P2)xk +xT

k (ĀTP2B̄)wk

+wT
k (B̄TP2Ā)xk +wT

k (−µI + B̄TP2B̄)wk < 0.

Since these conditions are required to be satisfied
throughout the polytope, we readily obtain, using
again the S-procedure, that in addition to the con-
stantλ > 0, the existence of six additional constants
λi > 0, i = 1,2,3,4, θ1 > 0, θ2 > 0 establishes a suf-
ficient condition for the above inequalities to hold, if

−ξ{1},Āi
k −λ1(P1−P2) > 0, i = 1,2

and
−ξ{1},Āi

k −λ2(P2−P1) > 0, i = 1,2.

Following the lines of proof of Theorem 1 above, we
readily obtain the following LMIs fori = 1,2 to re-
place (21) and (22):




P1−λP−λi(P1−P2) 0 AT
i P1−CTYT

i
0 µI BT

i P1−DTYT
i

P1Ai−YiC P1Bi−YiD P1



>0,





λP1−θ1(P1−P2) 0 LT
i

0 (γ−µ)I 0
Li 0 γI



 > 0, λ < 1

and




P2−λP−λi+2(P2−P1) 0 AT
i P2−CTYT

i
0 µI BT

i P2−DTYT
i

P2Ai−YiC P2Bi−YiD P2



>0,





λP2−θ2(P2−P1) 0 LT
i

0 (γ−µ)I 0
Li 0 γI



 > 0, λ < 1.

We note that we have also replaced (A.2) with:

zT
k zk < γ[(γ−µ)wT

k wk+λ×max(xT
k P1xk,x

T
k P2xk)].

Namely, ifxTP1x > xTP2x we require

zT
k zk < γ[(γ−µ)wT

k wk + λxT
k P1x],

whereas ifxTP2x > xTP1x we require

zT
k zk < γ[(γ−µ)wT

k wk + λxT
k P2x].

Using again theS -Procedure with additional tuning
constantsθ1 > 0 andθ2 > 0, which add up to the pre-
viously introduced 7 tuning constantsρ1 > 0, ρ2 > 0,
λ > 0 andλi > 0, i = 1,2,3,4 the above results are
obtained. Note that a similar approach can be applied
also on the continuous-time results of (Salcedo and
Martinez, 2008) to reduce conservatism.
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Abstract: The use of the Pseudo-Derivative Feedback (PDF) structure in the control of stable or unstable dead-time 
processes with a negative or a positive zero is investigated. A simple direct synthesis method for tuning the 
PDF controller is presented. Moreover, a modification of the proposed method, which ensures its 
applicability in the case of large overshoot response processes with dead time, is also presented. The PDF 
control structure and the proposed tuning method ensure smooth closed-loop response to set-point changes, 
fast regulatory control and sufficient robustness against parametric uncertainty. Simulation results show 
that, in most cases, the proposed method is as efficient as the best of the most recent PID controller tuning 
methods for dead-time processes with negative/positive zeros, while its simplicity in deriving the controller 
settings is a plus point over existing PID controller tuning formulae. 

1 INTRODUCTION 

In the process industry, stable second order dead-
time models as well as second order dead-time 
models with one right-half-plane pole are frequently 
used to adequately describe numerous processes for 
the purpose of designing controllers. However, these 
types of process models are inadequate in the case 
where a process controlled variable encounters two 
(or more) competing dynamic effects with different 
time constants from the same manipulated variable 
(Waller and Nygardas, 1975). This composite 
dynamics results to a process behaviour that exhibits 
an inverse response or a large overshoot response. 
Inverse response or large overshoot response is port-
rayed by the presence of one (or an odd number of) 
positive or negative zeros, respectively, in the 

process models, and they can cause, together with 
the process dead-times, serious problems in 
designing and tuning simple controllers for the pro- 
cess under consideration. 

Inverse response second order dead-time process 
models (SODT-IR) are used to represent the 
dynamics of several chemical processes (like level 
control loops in distillation columns and temperature 
control loops in chemical reactors), as well as the 
dynamics of PWM based DC-DC boost converters 
in industrial electronics. In the extant literature, there 
is a number of studies regarding the design and 
tuning of three-term controllers for SOPD-IR 
processes (Waller and Nygardas, 1975; Scali and 
Rachid, 1998; Zhang et al, 2000; Luyben, 2000; 
Chien et al, 2003; Padma Sree and Chidambaram, 
2004; Chen et al, 2005; Chen et al, 2006). In 
particular, Waller and Nygardas (1975) presented an 
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empirical tuning of PID controllers based on the 
Ziegler-Nichols method for SOPDT-IR processes. In 
Scali and Rachid (1998) and Zhang et al (2000), 
analytical design methods based on the Internal 
Model Control framework and the H∞ control 
theory, have been proposed for inverse response 
processes without time delay. In Luyben (2000), an 
empirical method that gives large overshoot and 
oscillatory response has been proposed to design PI 
controllers for SODT-IR processes. In Chien et al 
(2003), a direct synthesis tuning method is presented 
to tune PID controllers for both under-damped and 
over-damped SODT-IR processes. In Chen et al 
(2005), an analytical PID controller design for SOD-
IR processes is derived based on conventional unity 
feedback control. In Chen et al (2006), an analytical 
design scheme based on IMC theory has been 
proposed to control SODT-IR processes. Finally, in 
Padma Sree and Chidambaram (2004), a method of 
tuning set-point weighted PID controllers for 
unstable SODT processes with a positive or a 
negative zero is presented. This method is based on 
appropriately equating coefficients of like powers of 
s in the numerator and the denominator of the 
closed-loop transfer function. 

In contrast, controller tuning for large overshoot 
response dead-time processes have received less 
attention in the past, although they used to model 
several physical phenomena, like blending 
processes, mixing processes in distillation columns 
and temperature of heat exchangers (see Chien et al 
(2003), for details). In Chang et al (1997) a tuning 
method of controllers in first order lead-lag form has 
been proposed for such processes. Furthermore in 
Chien et al (2003), a direct synthesis tuning method 
is presented in order to tune PID controllers for both 
under-damped and over-damped large overshoot 
response processes. 

The present paper investigates some aspects of 
the controller configuration proposed by Phelan 
(1978), and called the “pseudo-derivative feedback 
controller” (PDF), which is put forward here as an 
alternative means of tuning three-term controllers 
for stable or unstable dead time processes with a 
negative or positive zero. The aim of the paper is to 
propose a set of tuning rules for the PDF controller 
when it is applied to such processes. The proposed 
method is a direct synthesis tuning method and it is 
based on the manipulation of the closed loop transfer 
function through appropriate approximations of the 
dead-time term in the denominator of the closed 
loop transfer function as well as appropriate 
selection of the derivative gain, in order to obtain a 
second order dead-time closed-loop system. On the 

basis of this method the settings of the PDF 
controller are obtained in terms of two adjustable 
parameters, one of which can further be 
appropriately selected in order to achieve a desired 
damping ratio for the closed-loop system, while the  
other is free to designer and can be selected in order 
to enhance the obtained regulatory control 
performance. Moreover, an appropriate modification 
of the proposed method, that makes it applicable in 
the case of large overshoot response processes with 
dead time, is also presented. For assessment of the 
effectiveness of the proposed tuning method and in 
order to provide a comparison with existing tuning 
methods, a series of simulation examples are 
presented. Simulation results verify that the PDF 
control structure and the proposed direct synthesis 
tuning method ensure smooth closed-loop response 
to set-point changes, fast regulatory control and 
sufficient robustness in case of model mismatch. 

2 THE PSEUDO-DERIVATIVE 
FEEDBACK CONTROLLER 

The Pseudo-Derivative Feedback (PDF) controller 
has first been proposed by Phelan (1978), and its 
general feedback configuration is shown in Figure 1. 
The transfer function CLG (s) of the closed loop 
system is given by 
 

( )
I P

CL n 2
D,n 1 D,1 D,0 I P

K G (s)
G (s)

s K s ... K s K s K G (s)−

=
+ + + + +

  (1) 

 
The PDF controller is essentially a variation of 

the conventional PID controller. In contrast to the 
PID controller, the PDF controller does not 
contribute to closed-loop zeros, and hence it is 
expected that it will not render worst the overshoot 
of the closed-loop response. The two configurations 
differ in the way they react to set-point changes (as 
it can be easily checked, they are equivalent for load 
or disturbance changes). The PID controller often 
has an abrupt response to a step change because the 
step is amplified and transmitted directly to the 
feedback control element and downstream blocks. 
This can induce a significant overshoot in the 
response that is unrelated to the closed loop system 
damping. For this reason, it is a common practice to 
ramp or filter the set-point. The PDF structure 
avoids this because naturally ramps the controller 
effort, since it internalizes the pre-filter that one 
would apply to cancel any closed-loop zeros 
introduced in the PI/PID control configuration. 
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Figure 1: The general PDF control structure. 

In the present paper, we focus our attention on 
the specific form of the general PDF control 
structure which contains proportional as well as a 
single derivative action in the feedback path (i.e. 
KD,i=0 for i=2,…,n-1 and KP≠0, KD,1≠0). We call 
this feedback scheme, the PD-1F control structure, 
in contradistinction with the PDF controller without 
derivative action (i.e. the controller with D,1K 0= ), 
which is designated as the PD-0F controller. We 
shall next analyze its performance, in the case where 
the system under control is a second order process 
with both dead-time and a minimum or a non-
minimum phase zero, which can be described by the 
following general transfer function model 
 

( ) ( )( )P 1 2G (s) K ps 1 exp( ds) / s 1 s q= + − τ + τ +⎡ ⎤⎣ ⎦  (2) 
 
where 
 

z

z

   in the case of a positive zero
p

   in the case of a negative zero
−τ⎧

= ⎨ τ⎩
,  τz>0 

 
and q=1, in the case of a stable process or q=-1, in 
the case of an unstable process, and where, K, d, τz, 
τ1 and τ2, are the process gain, the dead-time, the 
zero’s time constant and the process time constants, 
respectively. 

To this end, observe that, equation (1), in the 
case of a PD-1F controller and for process models of 
the form (2), takes the form 
 

( ) ( )

( ) ( ) ( )
( )

CL

I 1

2
2 d P I

1

                               G (s)

KK ps 1 / s 1 exp( ds)
ps 1

s s q KK s KK s KK exp( ds)
s 1

=

+ τ + −⎡ ⎤⎣ ⎦
+

τ + + + + −
τ +

 (3) 

 
Relation (3) will be the starting point for the 

development of the tuning method that will be 
presented in the sequel. 

3 A SIMPLE TUNING METHOD 

In order to systematically present the proposed 
tuning method, observe that by making use of the 
approximation 
 
                   ( ) ( )1 1ps 1 / s 1 1 ( p)s+ τ + ≈ − τ −              (4) 
 
in the numerator of (3), and observing that 
 

( )exp 1 ds
exp( ds)

exp( ds)
− −α⎡ ⎤⎣ ⎦− =

α
 

 
for some α∈ℜ, we obtain 
 

  ( )
( ) ( )

( )

CL

1

2d2 P

I I I I 1

                               G (s)

1 p s exp( ds)

ps 1 exp 1 dsK Kqs s s s 1
KK KK K K s 1 exp( ds)

=

− τ − −⎡ ⎤⎣ ⎦
+ − −α⎡ ⎤⎛ ⎞ ⎛ ⎞τ ⎣ ⎦+ + + +⎜ ⎟ ⎜ ⎟ τ + α⎝ ⎠ ⎝ ⎠

  (5) 

 
Next, using the approximations,  

 
( ) [ ] [ ]ps 1 exp (1 )ds p (1 )d s 1+ − −α = − −α +  

( ) ( )1 1s 1 exp( ds) d s 1τ + α = τ +α +  
 
in (5), we obtain  
 

( )
( )

( )

CL

1

2d2 P

I I I I 1

                               G (s)

1 p s exp( ds)

p 1 d s 1K Kqs s s s 1
KK KK K K d s 1

=

− τ − −⎡ ⎤⎣ ⎦
⎡ ⎤− − α +⎡ ⎤⎛ ⎞ ⎛ ⎞τ ⎣ ⎦+ + + + ⎢ ⎥⎜ ⎟ ⎜ ⎟ τ + α +⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎣ ⎦

  (6) 

 
Relation (6) may further be written as 

 

           
( )1

CL
2

I I

1 p s exp( ds)
G (s)

qs s P(s)
KK KK

− τ − −⎡ ⎤⎣ ⎦=
⎛ ⎞τ

+ +⎜ ⎟
⎝ ⎠

            (7) 

where 
 

( ) ( ) ( )
( )

d dP
2

1 I 1 I 1 I

K KK
P(s) s Q(s)

d K d K d K

         p 1 d s 1

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟= + − +

⎜ ⎟τ + α τ + α⎢ ⎥τ + α⎝ ⎠⎣ ⎦
⎡ ⎤× − −α +⎡ ⎤⎣ ⎦⎣ ⎦

 

( ) ( )
( )

dP
2

1 I 1 I

1

KK1
d K d K

Q(s)
d s 1

− +
τ + α τ + α

=
τ +α +

 

 
Observe now that by selecting 
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           ( ) ( )2
d 1 P 1 IK d K d K= τ +α − τ +α               (8) 

 
we obtain Q(s)=0 and 

( )p
1

I

K
P(s) d s 1 p 1 d s 1

K
⎡ ⎤⎛ ⎞

⎡ ⎤= − τ −α + − −α +⎡ ⎤⎢ ⎥⎜ ⎟ ⎣ ⎦⎣ ⎦⎢ ⎥⎝ ⎠⎣ ⎦
 

 
Therefore, relation (7) yields 

 

( )

( )

CL

1

p2
1

I I I

                                     G (s)

1 p s exp( ds)
Kqs s d s 1 p 1 d s 1

KK KK K

=

− τ − −⎡ ⎤⎣ ⎦
⎡ ⎤⎛ ⎞⎛ ⎞τ ⎡ ⎤+ + − τ −α + − −α +⎡ ⎤⎢ ⎥⎜ ⎟⎜ ⎟ ⎣ ⎦⎣ ⎦⎝ ⎠ ⎝ ⎠⎣ ⎦

  (9) 

 
which can further be written in the form 
 

         
( )1

CL 2 2

1 p s exp( ds)
G (s)

s 2 s 1
− τ − −⎡ ⎤⎣ ⎦=
λ + ζλ +

           (10) 

 [ ]p2
1

I I

K
d (1 )d p

KK K
⎛ ⎞τ

λ = − − τ −α −α −⎜ ⎟
⎝ ⎠

(11) 

 

[ ]

p
1

I I

p2
1

I I

K qd p
K KK

K
2 d (1 )d p

KK K

− − τ + +
ζ =

⎛ ⎞τ
− − τ −α −α −⎜ ⎟
⎝ ⎠

(12) 

 
Τhe Routh stability criterion about (10) yields 

 

                  ( )P 1 I
qK d p K
K

> + τ − −                 (13) 

 
and  
 

         ( ) [ ]
2

P 1 IK d K
K (1 )d p

τ
< τ +α +

−α −
           (14) 

 
Therefore, as for KP one can choose the middle 

value of the range given by inequalities (13) and 
(14). That is 
 

( ) [ ]
[ ]

2
1 I

P

q (1 )d p
2 1 d p K

K (1 )d p
K

2

τ − −α −
τ + + α − +⎡ ⎤⎣ ⎦ −α −

=     (15) 

 
Then, from (15), we obtain 

 

( ) [ ]
[ ]

2
1

IP

I

q (1 )d p
2 1 d p

K K (1 )d pK
K 2

τ − −α −
τ + +α − +⎡ ⎤⎣ ⎦ −α −

β = =   (16) 

 
which yields, 
 

[ ]
[ ] ( )

2
I

1

q (1 )d p
K

K (1 )d p 2 2 1 d p
τ − −α −

=
−α − β− τ − +α +⎡ ⎤⎣ ⎦

 (17) 

 
Therefore, 

 
[ ]

[ ] ( )
2

P
1

q (1 )d p
K

K (1 )d p 2 2 1 d p

⎡ ⎤β τ − −α −⎣ ⎦=
−α − β− τ − + α +⎡ ⎤⎣ ⎦

 (18) 

[ ]
[ ] ( )

2
1 1 2

d
1

( d) ( d) q (1 )d p
K

K (1 )d p 2 2 1 d p

⎡ ⎤ ⎡ ⎤β τ + α − τ +α τ − −α −⎣ ⎦⎣ ⎦=
−α − β− τ − +α +⎡ ⎤⎣ ⎦

(19) 

 
Clearly, relations (17)-(19) provide the settings 

of the desired PD-1F controller as functions of two 
adjustable parameters α and β, which must be 
selected in order to guarantee positive controller 
settings (in the case where the process parameters 
take positive values), as well as to fulfil inequalities 
(13) and (14). For a pre-specified value of α∈ℜ, 
parameter β can be selected in order to assign a 
specific damping ratio ζdes of the closed-loop system. 
Indeed, using relations (12), (17) and the definition 
of β, and after some trivial algebra, one can resort 
the following quadratic equation with regard to β, 
 
 2

2 1 0A 0β + Α β+ Α =  (20) 
 

( )
( )

( )
( )
( ) [ ]
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Then, β is chosen as the maximum real root of  (20) 

Clearly, the method presented above is 
applicable when p=τΖ or – τΖ and q=1 or -1. 
However, extensive simulations show that, in the 
case where τΖ>>0 (i.e. in the case of large overshoot 
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processes), the method provides controller settings 
that renders the closed-loop unstable or marginally 
stable. This is due to the swings of the controller  
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Figure 2: PD-1F control structure in the case of large 
overshoot response processes. 

output induced by the excessive derivative action. 
One way to avoid this problem is to filter the 
controller output using a first order filter of the form 
(see Figure 2). 
 
                       ( )F FG (s) 1/ s 1= τ +                     (24) 
 
while calculating the PD-1F controller settings as 
suggested by relations (17)-(19). The time constant 
of the filter can be selected as τF= τZ. 

Alternatively, one can select the controller 
settings according to the following method, which is 
a modification of the method resulting in the settings 
given by relations (17)-(19): In the case where the 
filter of the form (24) is introduced in the control 
loop, relation (3) is modified as 
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Then, making use of the approximations 
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where, Fp p= − τ , we finally obtain 
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(25) 

It is now obvious that relation (25) is similar to 
relation (9) when p is replaced by Fp p= − τ . 
Therefore, following an argument similar to that 
used above to produce relations (17)-(19), we may 
easily conclude that, in the present case 
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Now, it only remains to select the filter time 
constant. A suitable choice of τF, is τF=τZ. With, this 
selection, the PD-1F controller settings in the case of 
large overshoot processes are obtained as suggested 
by the relations 
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4 SIMULATION RESULTS 

For assessment of the effectiveness of the proposed 
tuning methods and in order to provide a comparison 
with existing tuning methods, a series of simulation 
examples are carried out for different dead-time 
processes. 

4.1 Inverse Response Processes with 
Two Stable Poles 

Consider the typical inverse response process with 
K=1, τ1=1, τ2=1, d=0.8, p=-0.5, q=1. Applying the 
proposed method with α=0.6 and ξdes= 0.8225, yields 
β=2.15. The PD-1F controller settings are then 
obtained as KI=0.4221, KP=0.9076 and Kd=0.4186. 
The settings of the series form PID controller with 
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filtered derivative, tuned according the method 
proposed by Chien et al (2003), are KC=0.3367, 
τΙ=1, τD=1, while the low-pass filter parameter takes 
the value a=0.1 and the inverse of the cyclic 
frequency of the desired critically damped closed-
loop system takes the value τcl= 0.8348. The settings 
of the conventional PID controller that is tuned 
according to the method reported in Chen et al 
(2006), are KC=0.71, τΙ=2, τD=0.5. Figure 3 
illustrates the comparison of the servo-responses as 
well as of the regulatory control responses obtained 
by the proposed method and by the methods 
reported in Chien et al (2003) and Chen et al (2006), 
in the case of nominal process parameters. In case of 
set-point tracking, the proposed method provides a  
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Figure 3: Servo-responses and regulatory control 
responses for the system GP(s)=(-0.5s+1)exp(-0.8s)/(s+1), 
in case of nominal process parameters. Black line: 
Proposed Method. Orange line: Method in Chien et al 
(2003). Blue line: Method in Chen et al (2006). 
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Figure 4: Servo-responses and regulatory control 
responses for the system GP(s)=(-0.5s+1)exp(-0.8s)/(s+1), 
in case of a +20% mismatch in all process parameters. 
Other legend as in Figure 3. 

slightly more sluggish response as compared to the 
abovementioned PID tuning methods, while the 
initial jump obtained by our method is smaller. In 
the case of regulatory control, our method gives a 
better response in terms of maximum error, while 
the settling time is comparable to that obtained by 
the methods in Chien et al (2003) and Chen et al 
(2006).  

A comparison in terms of the ISE criterion, in the 
case of regulatory control, gives the values 1.2002 
for the proposed method, while for the methods in 
Chien et al (2003) and Chen et al (2006), we obtain 
ISE=1.5782 and ISE=1.4425, respectively. The 
respective IAE values for the methods under 
comparison are obtained as 2.443, 3.058 and 2.8941. 
Figure 4 shows the comparisons of the servo-
responses and of the regulatory control responses in 
the case where a simultaneous +20% uncertainty in 
all process parameters is assumed. The responses 
obtained by the proposed method are better in terms 
of overshoot, maximum error and initial jump, while 
the settling time is similar to that of the responses 
obtained by the PID controllers tuned according to 
the methods by Chien et al (2003) and Chen et al 
(2006). The ISE values, in case of regulatory 
control, are 1.9514, for the proposed method, 2.3765 
for the method of Chien et al (2003) and 2.1673, for 
the method of Chen et al (2006). The respective IAE 
values are 3.8221, 4.2492 and 3.9183. 

As already mentioned, for a pre-specified value 
of adjustable parameter α, parameter β is directly 
related to the damping ration ζ of the second order 
approximation (10) of the closed-loop system. In  
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Figure 5: Servo-responses and regulatory control 
responses for the system GP(s)=(-0.5s+1)exp(-0.8s)/(s+1), 
in case of nominal process parameters, for α=0.6 and for 
three values of β. Orange line: β=2.05; Black line: 
β=2.15;. Blue line: β=2.25. 

A NEW METHOD OF TUNING THREE TERM  CONTROLLERS FOR DEAD-TIME PROCESSES WITH A
NEGATIVE/POSITIVE ZERO

79



 

0 20 40 60 80 100
0 

0.5 

1 

1.5 

2 

Time (second) 

C
lo

se
d-

Lo
op

 R
es

po
ns

e 

 
Figure 6: Servo-responses and regulatory control 
responses for the system GP(s)=(-0.5s+1)exp(-0.8s)/(s+1), 
in case of nominal process parameters, for β=2 and for 
three values of α. Orange line: α=0.45; Black line: α=0.5;. 
Blue line: α=0.55. 

particular, as shown in Figure 5, β increases when ζ 
is increased. This of course results to a more 
conservative PD-1F controller. Therefore, a greater 
value of β, renders the closed-loop system more 
robust. Parameter α has an inverse effect on the 
closed-loop system robustness: For a pre-specified 
value of the parameter β, an increase of the 
parameter α, leads to a less robust but faster closed-
loop system, as illustrated in Figure 6. 

4.2 Control of a Continuous Stirred 
Tank Reactor 

Let us consider the transfer function model of a 
CSTR reported in Padma Sree and Chidambaram 
(2004), and having the form 
 

P 2

2.07(0.1507s 1)G (s) exp( 0.3s)
2.85s 2.31s 1

2.07(0.1507s 1)        exp( 0.3s)
(0.8905s 1)(3.2005s 1)

− +
= −

+ −
− +

= −
+ −

 

 
The process has one dominant unstable pole and 

one stable pole, at s=0.3125 and s= -1.123, 
respectively, as well as a stable zero -6.6357. Here, 
K=-2.07, τ1=0.8905, τ2= 3.2005, d=0.3, p=0.1507, 
q=-1. Application of the proposed method with α=-
0.5, β=2.5, yields the PD-1F controller settings KP=-
4.3862, KI=-1.7545, Kd=-2.2859. The settings of the 
set-point weighted PID controller tuned according to 
the method reported in Padma Sree and 
Chidambaram (2004) are, KC=-0.7205, τI=39.7228, 

τD=0.1494, while the tuning parameter used in the 
above mentioned paper, as well as the set-point 
weight b, take the values 0.15 and 0.3275, 
respectively. Figure 7 illustrates the servo-responses 
obtained by the two controllers. Figure 8 shows the 
comparison of the regulatory control responses for a 
negative unit step load change. Obviously, the PD-
1F controller tuned according to the proposed 
method provides a considerably better performance, 
particularly in the case of regulatory control, where 
the response obtained by the controller tuned 
according to the method in Padma Sree and 
Chidambaram (2004) is practically unacceptable. 
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Figure 7: Closed-loop servo-responses of the CSTR 
model. Black line: Proposed method. Blue line: Set-point 
weighted PID controller tuned according to the method 
proposed by Padma Sree and Chidambaram (2004). 
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Figure 8: Regulatory control responses of the CSTR. 
Other legend as in Figure 7. 
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4.3 Second Order Unstable Process 
with a Positive Zero 

Consider the process with K=1, τ1=2.07, τ2=5, 
d=0.939, p=-1, q=-1. The process has a stable pole, 
an unstable pole and a strong non-minimum phase 
zero. To the authors’ best knowledge, controller 
design for second order processes with one or two 
righ-half-plane poles and a right-half-plane zero has 
not yet been addressed in the literature. Application 
of the proposed method, with α=0.3 and β=25, yields 
the PD-1F controller settings KI=0.0920, KP=2.3012, 
Kd=4.9027. The process model is next approximated 
as ( )( )PG (s) exp( 1.939s) / 2.07s 1 5s 1= − + −⎡ ⎤⎣ ⎦ , i.e. 
the negative numerator time constant has been 
approximated as a time delay term of the form exp(-
s). This is reasonable since an inverse response has a 
deteriorating effect on control similar to that of a 
time delay. We next apply the method reported in 
Lee et al (2000), in order to design a PID controller 
with first order set-point filter for the given process, 
on the basis of the approximated model. Application 
of the method reported in Lee et al (2000), with the 
IMC parameter λ=6.25, yields the PID controller 
settings KC=1.9570, τΙ=34.9614 and τD=2.4889. 
Figure 9 illustrates the comparison of the servo-
responses and the regulatory control responses for a 
unit step set-point change at t=0 sec and an inverse 
unit step load change at t=75 sec. It is seen that the 
proposed method results in an improved load 
disturbance response as compared to the method in 
Lee et al (2000), while the set-point responses are 
similar, with comparable settling times. 
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Figure 9: Servo-responses and regulatory control 
responses for the system G(s)=(-s+1)exp(-0.939s) / 
[(2.07s+1)(5s-1)]. Black line: Proposed method; Blue line: 
Method in Lee et al (2000). 

4.4 Stable Second Order Unstable 
Process with a Positive Zero 

Consider the process model of the form (2), with 
K=1, τ1=2, τ2=1, d=1, p=0.3, q=1. Application of the 
proposed method with α=0.4, β=3, yields ΚΙ=1.0358, 
KP=3.1073, Kd=1.6340. The settings of the series 
form PID controller with filtered derivative, tuned 
according the method proposed by Chien et al 
(2003) are KC=1.0355, τΙ=2, τD=1, while the low-
pass filter parameter takes the value τF=0.3 and the 
inverse of the cyclic frequency of the desired 
critically damped closed-loop system takes the value 
τcl= d / 2 = 0.5457. Figure 10 illustrates the 
comparison of the servo-responses as well as of the 
regulatory control responses obtained by the 
proposed method and by the method reported in 
Chien et al (2003). In the regulatory control case our 
method gives a considerably better response, 
whereas, although our method provides a smooth 
response, the method in Chien et al (2003) is better 
in the case of set-point tracking. 

Let us now consider the case of a large overshoot 
process with K=1, τ1=2, τ2=1, d=1.2, p=5, q=1. 
Evaluating relations (17)-(19), while assuming 
α=0.2, β=3, yields the PD-1F controller settings 
KI=0.2208, KP=0.6624, Kd= 0.3759. Application of 
the above controller yields an unacceptable 
oscillatory response, as shown in Figure 11. Let us 
try, another design by evaluating relations (17)-(19) 
in the case where we select a=0.6, β=3. This yields 
KI=0.1951, KP=0.5853, Kd= 0.1486, i.e. a more 
conservative controller. The obtained servo-response  
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Figure 10: Servo-responses and regulatory control 
responses for the system GP(s)=(0.3s+1)exp(-0.8s) 
/(2s+1)(s+1). Black line: Proposed method. Blue line: 
Method in Chien et al (2003). 
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Figure 11: Closed-loop servo-response and regulatory 
control response of the system G(s)=(5s+1)exp(-1.2s) 
/(2s+1)(s+1), in the case of he PD-1F controller with 
parameters KI=0.2208, KP=0.6624, Kd= 0.3759. 
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Figure 12: Closed-loop servo-response and regulatory 
control response of the system G(s)=(5s+1)exp(-1.2s) 
/(2s+1)(s+1), in the case of he PD-1F controller with 
parameters KI=0.1951, KP=0.5853, Kd= 0.1486. 

and regulatory control responses are given in Figure 
12. In the later case, the servo-response is quite 
smooth while the regulatory control response is less 
oscillatory. However, the robustness of the closed-
loop system is marginal, and a small parameter 
mismatch can readily lead to instability. 

Let us now consider filtering the output of the PD-
1F controller that is designed for the case where 
α=0.2, β=3, with settings KI=0.2208, KP=0.6624, 
Kd= 0.3759, by a filter of the form (24), where τF=5. 
Moreover, let us design a PD-1F controller with 
filtered output as suggested by relations (26)-(28), 
with α=-0.2, β=2, τF=5. In this case the controller  
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Figure 13: Closed-loop servo-response and regulatory 
control responses of the system G(s)=(5s+1)exp(-1.2s) 
/(2s+1)(s+1). Black line: PD-1F controller with filtered 
output tuned according to relations (17)-(19); Orange line: 
PD-1F controller with filtered output tuned according to 
relations (26)-(28); Blue line: Series form PID controller 
with filtered derivative tuned according to the method in 
Chien et al (2003). 

settings are KI=0.3183, KP=0.6366, Kd= 0.1344. 
Figure 13 shows the obtained servo-responses and 
regulatory control responses for both designs, 
together with the respective responses obtained by a 
series PID controller with filtered derivative, 
designed according the method reported in Chien et 
al (2003). It is seen that, in the regulatory control 
case our method gives a considerably better 
response, whereas, although our methods provide 
smooth responses, the method in Chien et al (2003) 
is better in the case of set-point tracking. A 
comparison in terms of ISE in the case of regulatory 
control gives the ISE values 1.8326 and 1.5892, for 
the proposed methods and 4.5754 for the method in 
Chien et al (2003). The respective IAE values are 
4.5287, 3.7058 and 4.9453. 

5 CONCLUSIONS 

A new direct synthesis method of tuning the PDF 
controller for stable or unstable dead-time processes 
with a negative or a positive zero has been 
presented. The proposed tuning method ensures 
smooth closed-loop response to set-point changes, 
fast regulatory control and sufficient robustness 
against parametric uncertainty. Numerical 
simulation examples verify the advantages of the 
proposed method over known PID controller tuning 
methods for the classes of dead-time processes under  
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study. Extension of the proposed tuning method in 
the case of frequency domain specifications of the 
closed-loop system in terms of gain and phase 
margins is currently under investigation.  
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Abstract: Safe egress of people from closed buildings is a critical issue, in which modern control methodologies and
information and communication technologies play a crucial role. Current research trends suggest us to prof-
itably use wireless networks of distributed sensors and actuators. Then, a large amount of feedback from the
real scenario is needed to determine control outputs. In this paper, we use a discrete event system approach
to define a simulation model of a complex real scenario. The egress of students and academic staff from a
lecture area in the School of Engineering in Bari was simulated, to validate the modeling approach in predict-
ing the evacuation process. Performance indices (flows of individuals in spaces and at critical points, number
of evacuated people, time to complete egress) were measured in standard conditions when no emergency or
panic phenomena occurred. The results show that the model properly represents real phenomena like blocking,
congestion or overcrowding, and faster-is-slower effect. Then, the same approach could be efficient to predict
flows in emergency conditions, when specific control actions are taken for speeding-up egress safely.

1 INTRODUCTION

Recently, safe egress of people from large buildings in
standard or emergency conditions has received con-
siderable attention. In particular, after the the 9/11
Twin Towers terrorist attack in New York City the
evacuation of complex and/or high buildings has been
a focus of attention. All the world over, safety has
been based on prescriptive design regulations con-
cerning building characteristics (distances, number of
exits, exit widths, etc.) which allow the occupants to
evacuate the structure within a pre-defined acceptable
amount of time. Hence evacuation procedures assur-
ing acceptable, building safety standards have been
a major concern for engineers. Consequently, the
crowd management has been based on the assessment
of the people handling capability of building spaces
before using them. However, the shortcomings of this
strategy is that it fails to take into account how peo-
ple actually behave during the egress. Today there is
a tendency to control the behavior of occupants also
before, during and after the evacuation process. How-
ever, the egress control for influencing the behavior

implies a research effort both in mathematical model-
ing and information and communication technologies
(ICT).

The mathematical or simulation models can be
very useful in: describing the crowd dynamics dur-
ing evacuation by means of system parameters (e.g.
crowd distribution and speed); studying critical phe-
nomena (blocking and congestion); measuring per-
formance indices (number of evacuated individuals,
time required, speed, etc.); designing and optimizing
buildings and escape routes; comparing alternative
control strategies. A good control strategy to route
individuals should predict and dynamically adapt it-
self to the different emergency conditions, the differ-
ent and random distributions and behaviors of indi-
viduals (type and time of reaction to alarms, decisions
taken, etc.), the random events (interruption of escape
routes, doors or exits blocked, overcrowding close to
emergency exits, etc.). Then, suitable control actions
are based on feedback from the environment.

Sensing and communication technologies are used
to measure variables which can indicate emergency
and/or panic, and, at the same time, to communicate
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actions for safely escaping from the risky environ-
ment. Such communications can be directed to all
people by using distributed actuators (monitors, flash-
ing lights, automatically opening doors, acoustic sig-
nals and alarms, etc.), or to specific expert human
agents, devoted to help and direct groups of people
to a safe exit, by using Personal Digital Assistants
(PDAs) or palmtop computers.

Recently, our research group started up a scien-
tific project to profitably use wireless sensor networks
and ICT for managing evacuation from buildings dur-
ing emergencies. The main goal is reducing egress
times in a safe way. After a literature review, a model
suitable to develop supervisory control policies and a
test-bed are currently under investigation. The model
of the crowd dynamics defines the feedback infor-
mation and the control actions. In particular, the
time required to manage an emergency condition is
T = T1 + T2 + T3, given by the time to feel and rec-
ognize emergency (T1), the time to elaborate sensed
information (T2), the time to route the crowd in a safe
condition (T3). Control should minimizeT3.

Scientific literature reports flow-based models us-
ing graphs or similar tools, cellular automata, agent-
based systems in which agents represent individuals,
activity-based models including sociological and be-
havioral aspects (Schreckenberg and Sharma, 2003;
Santos and Aguirre, 2004; Kuligowski and Peacock,
2005; Waldau et al., 2007). Flow-based models are
mostly based on thecarrying capacity, i.e. they
predict the evacuation dynamics by considering the
topology of the building or physical location in which
the emergency occurs, and the evacuation policies
(Schreckenberg and Sharma, 2003). Other models
consider also thehuman response, i.e. the psycholog-
ical or sociological factors, and individual reactions
(Galea et al., 1996; Klüpfel et al., 2000; Schadschnei-
der et al., 2008). The two modeling approaches differ
for a macroscopic or microscopic point of view, re-
spectively.

Macroscopic models are usually employed to stat-
ically plan escape routes, for achieving the ’quick-
est flow’ or the ’maximum flow’, and they are not
adapted by the feedback from the real scenario. Nei-
ther microscopic models can be adapted in real time,
because a dynamic optimization of escape routes
and flows would require too much computational
resources and time. Moreover, a detailed micro-
scopic simulation environment could require informa-
tion that can’t be acquired during emergency. Basi-
cally, macroscopic models do not consider individ-
ual characteristics and behaviors, but they synthesize
a common emerging behavior. On the contrary, mi-
croscopic models consider each individual as an au-

tonomous decision making entity, moving and behav-
ing according to both personal and general criteria.

Then, we built a model useful to control evacu-
ation in real time, on the basis of the information
needed and control outputs. Important state feed-
back is about: distribution and number of individu-
als in the evacuated areas; measured flows in criti-
cal points, and congestion or overcrowding of spe-
cific areas or points that reduce flow; binary condition
(crossable/not crossable) of routes, doors, exits, tran-
sit points, which can be affected by fire, smoke, struc-
tural problems, etc.. Typical control outputs can be
associated to: flashing lights showing the best direc-
tion to a safe exit; acoustic signals; automatic opening
of doors to a safe exit, and automatic closing of doors
to dangerous or critical areas; instructions and orders
given by expert operators.

Asynchronous events occurring in emergency
conditions, and the discrete nature of controlled vari-
ables and signals from actuators, justify using a dis-
crete event system (Cassandras and Lafortune, 1999)
to model, analyze, and control the evacuation of peo-
ple. Typical events are sudden variation of available
paths, blocking of doors, elevators out of service, au-
tomatic closing/opening of doors, etc..

In particular, queuing networks (Kleinrock, 1975)
easily describe precedence relations, parallelism, syn-
chronization, modularity, and other properties. More
specifically, they can be used to statistically repre-
sent the decisions and actions affecting the evacu-
ated crowd behavior. To this aim, a probabilistic ap-
proach may take into account several decision pa-
rameters, which depend on the current system state
and are related to sociological and psychological fac-
tors. The human decision is based on elaboration of
perceived signals and information, not simply on a
causalstimulus-reactionrelation. For example, con-
sider when individuals interact and form groups, or
try to rescue relatives going in opposite direction to
the crowd, or the influence of leaders, expert agents,
firemen, and so on. This approach simplifies the con-
trol system design, and, at the same time, considers an
individual perspective to a certain extent. Moreover,
escape routes can be easily recognized, and minimum
time/shortest length paths can be identified.

State dependent queues in the proposed model
make it difficult to find a closed form solution for
performance analysis. Thus, a simulation model has
been implemented in MATLAB/Simulinkc© environ-
ment, by means of the discrete event simulation tool
SimEvents. Here, we report some results on a case-
study used to test our approach, based on queuing net-
works and discrete event systems theory.

Section 2 briefly introduces the model and the
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assumptions made. Section 3 describes the devel-
oped simulation model. Section 4 gives the perfor-
mance measured in the simulated case-study. Section
5 draws the conclusions.

2 THEORETICAL MODEL OF
THE EGRESS DYNAMICS

Here, we summarize the assumptions made to build
a discrete event system model of the crowd dynamics
in standard or emergency conditions. We represented
the phenomenon as a queueing network system, com-
posed by different queues, each one describing the be-
havior of individuals in a zone of the evacuated envi-
ronment. A zone could be a room, a corridor, a stair-
way, an exit or an entrance, a door, but also a floor or
level of a building. Then, the approach can be used to
model and simulate complex networked buildings and
environments, by integrating and connecting different
queues in a single representation.

In this framework, we described the behavior of
people as an elementary queue with parameters deter-
mined by physical human peculiarities, according to
the Kendall notation (Kleinrock, 1975). The queue
service rate is interpreted as the time necessary to
cross rooms, corridors, stairs, and depends on thefree
walking speed, i.e. the speed an individual may reach
in an open space. This speed is function of age, sex,
physical conditions and abilities, external pressure to
hurry, dawdling, baggage carried, gradient of walking
area (Fruin, 1971; Tregenza, 1976). An average value
v0 = 1.34 m/s and a standard deviation of 0.26 for
a normal distribution are commonly accepted (Wei-
dmann, 1993). But actual walking speed is nonlin-
early affected by densityρ of individuals. Experimen-
tal studies showed that theaverage impeded speed v
decreases as the number of personsP per unit area in-
creases (Fruin, 1971; Tregenza, 1976):ρ has almost
no influence up to 0.27P/m2, and motion is stopped
whenρmax= 5P/m2 (Tregenza, 1976), which is taken
as maximum space capacity. A linear relation can be
assumed betweenv andρ, if ρ ∈ [0.3,2]. Here, we
assume the motion of individuals in rooms and corri-
dors as described in (Weidmann, 1993), according to
the following formula:

v(ρ) = v0

[

1−e
−γ
(

1
ρ−

1
ρmax

)]

, (1)

whereγ = 1.913 is a fit parameter.
For motion on stairways, we consider the free

’horizontal’ speed,i.e. the horizontal component of
the speed vector, as normally distributed. The aver-
age is function of the previously cited parameters and

of the stair geometry (angle and riser height). Short
and long stairways can be distinguished (Fruin, 1971;
Kretz et al., 2008): the first exhibit higher speeds
when walking down-up, the latter when going up-
down. In this paper, we assume short stairways trav-
eled in both directions (average free up-down speed
0.780m/s, average free down-up speed 0.830m/s),
and long stairways only down-up (average free speed
0.423m/s). Thesev0 values (Kretz et al., 2008) are
used for the impeded actual speed in (1).

Moreover, interactions between individuals in-
crease withρ, especially in bottlenecks (Helbing
et al., 2000). Frictions occur when people wish to
move faster than the currently achieved speed, a typi-
cal panic behavior. Then, arch-like clusters form and
grow at doors, exits, or other critical points, if de-
sired walking speedvd exceeds the critical free walk-
ing speed (Helbing et al., 2000; Parisi and Dorso,
2007). The consequence is afaster-is-slowereffect
which delays the egress. Then, two different out-
flow regimes exist depending onvd: the first is when
outflow depends linearly onvd (the faster individuals
want to move, the faster they evacuate); the second is
when outflow decreases withvd, due to interactions.

Queues with null queueing space and a certain
server capacity are used to represent rooms, corridors,
stairways, doors, exits, entrances and gateways. Each
queue can accommodate as many people as the ca-
pacity of the modeled space (Jain and Smith, 1997).
If a unit space has a capacity of 5P/m2, an area of
length L and widthW has a capacityC = 5 · L ·W.
The service time is normally distributed, with an av-
erage value given byL/v(ρ). Differences between the
modeled spaces are obtained by specifying a different
v0 for each type of space. Arrivals to queues are expo-
nentially distributed, as it is commonly assumed and
also observed. Summing up, we obtain state depen-
dentM/G/C/C queues.

In particular, doors, exits, entrances, and gateways
are modeled by queues with a server capacity equal to
the widthW of the passage (more precisely the maxi-
mum number of individuals that can flow through). If
the way is filled at its capacity, then the queue of the
antecedent space is blocked.

The queue service rate is determined by taking
into account the faster-is-slower effect, as described
in the following. First of all, it is supposed that the
desired walking speed of individuals crossing a bot-
tleneck varies as proposed by (Helbing et al., 2000):

vd(t) = [1− p(t)]vd(0)+ p(t)vmax
d , (2)

wherevd(0) is the initial desired speed,vmax
d is the

maximum desired speed, andp(t) specifies the crowd
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impatience (Helbing et al., 2000), with:

p(t) = 1−
v(t)

vd(0)
, (3)

being v(t) the average speed of individuals in the
crowd. Then, we assume that the queue desired ser-
vice rateµd(t) and the average service rateµ(t) re-
late to the desired and average speeds according to
µd(t) = Wvd(t) andµ(t) = Wv(t), respectively. Fi-
nally, the actual service rateµ is normally distributed
with an average value given by (Wang et al., 2008):

E[µ | µd] =

{

µd i f µd ≤ µc

1−e
α

µd−µc i f µd > µc

(4)

whereE[µ | µd] is the expected value of the service
rateµ, µc is the flow capacity of the passage, andα is
a negative constant. To sum up, firstlyµd is computed
and compared toµc, thenE[µ | µd] is used to generate
µ.

3 THE SIMULATION MODEL

The proposed model represents the main aspects of
the evacuation process, and can be exploited to carry
out performance analysis in terms of egress times,
number of evacuees per time unit, length of queues,
existence of bottlenecks and congestion. Unfortu-
nately, a closed form solution giving the steady state
probabilities of the network cannot be easily found, as
service times depend on the system state. Moreover,
the real time management of evacuation can take ad-
vantage from the knowledge of the transient dynam-
ics, which cannot be analytically determined. Thus, a
queueing network simulation model providing a tool
suitable for implementing and validating evacuation
strategies is developed in the MATLAB/Simulinkc©

environment. In particular, we exploit the discrete
event system toolboxSimEvents. Just like other soft-
ware tools like Arena, Extend, Witness, etc., it al-
lows the representation of complex discrete-event sys-
tems by a network of queues. Moreover, the integra-
tion with MATLAB and Simulink simplifies the mod-
eling process of hybrid dynamical systems, which
include continuous-time, discrete-time and discrete-
event subcomponents, such as sensor networks and
distributed control systems.

Figure 1 depicts the block scheme of the queue
which models wide areas, like rooms and corridors.
We assume the flow in one direction. The main el-
ements of the scheme are aFIFO queuerepresent-
ing the queueing space and aN-server, consisting of
a number of servers matching the available capacity.

UNI-DIRECTIONAL ROOM /CORRIDOR
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individuals

1

Individuals

arriving

2
Individuals

evacuating

1

Service Time

Computation
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IN
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#n

Queueing Space

IN OUT

Block/release
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Door queue

length

1

Figure 1: SimEventsimplementation of rooms, corridors,
and stairways.
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if(u1 >= 0)
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Figure 2:SimEventsimplementation of bottlenecks.

The functionService Time Computationcomputes the
service time depending on the area congestion. It con-
sists of two functions: the first derives the current
speed from (1) by considering the number of peo-
ple crossing the area; the second computes the ser-
vice time as the path length divided by the speed.
TheBlock/releaseelement prevents individuals to en-
ter area, if the maximum capacity 5· L ·W has been
reached.

For stairways we use the same scheme in Figure 1:
free walking speeds specified in Section 2 are used in
(1) to compute the current speed in congestion condi-
tions. More precisely, the individual space occupancy
is suitably increased for upward motion, because peo-
ple oscillate sideways when rising stairways, which
reduces the available space.

The block scheme implementing bottlenecks like
doors is represented in Figure 2, and it suitably mod-
els the faster-is-slower effect. The model is composed
of a FIFO queue, whose space will be defined in the
next subsection, and aN-serverwith as many servers
as the individuals that can cross the bottleneck at the
same time. The service time is determined by (4),
(2) and (3), provided that an estimate of the average
service rateµ(t) is available. If∆T is the time in-
terval taken by the last individual to cross the door, as
measured between blocksStart TimerandStop Timer,
its reciprocalµ= 1/∆T represents the current service
rate. Thus, since the numbern of individuals waiting
to be served has a zero service rate, the overall aver-
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Figure 3: Transition from corridors/rooms to multiple
doors.

age service rate can be computed as:

µ=
∑µi

(n+1)
=

1
(n+1) ·∆T

(5)

Then, theDesired speedblock calculatesp(t) accord-
ing to (3) andvd(t) according to (2). If the resulting
value overcomes the door maximum flow capacity, a
congestion occurs. Finally, theService time compu-
tation block outputs a service time obtained from a
normal distribution with a mean equal to the recipro-
cal of the service rate.

When rooms/corridors and doors share the same
queueing space, we must guarantee that the num-
ber of individuals in the system does not overcome
the overall capacity. Then, the door queueing space
capacity is set equal to the room/corridor capacity.
So, after connecting the elementary sub-models, the
number of individuals waiting in front of the door is
used to reduce the number of available servers in the
room/corridor. As an example, individuals arriving at
the end of a corridor enter the door queue and wait
for a free server. At the same time, they reduce the
corridor available space, but do not affect the walking
speed of individuals crossing the corridor. To imple-
ment this condition, the signalDoor queue lengthrep-
resenting the number of individuals in the door queue
is fed back (see Figure 1).

For rooms/corridors with more than one door an
Output switchblock connects the area to exits. The
routing probability is set for each possible direction
(Figure 3). We assume that probability to choose each
door is inversely affected by its crowding condition.
To introduce a sufficient level of uncertainty in the
choice, we generate a number from a normal distri-
bution having the length of each queue as its average.
Then, the selection comes from comparing the results.

4 SIMULATION RESULTS

As a case-study, we consider the area of large lecture
rooms at Technical University of Bari,i.e. 5 lecture
rooms and a Great Hall, all connected to a main corri-
dor, which has an entrance/exit point 2.73mwide and
a maximum flow of 3 persons at a time (Figure 4).

ROOM A
Aex2

ROOM BROOM C

ROOM DROOM E

MAIN CORRIDOR

GREAT HALL

Aex1

LOWER AREA
(lecturer)

main
exit

emergency
exit

UPPER AREA

MIDDLE AREA
(desks)

(exits)

Figure 4: The case-study.

The Hall is 294m2 large, with a maximum capac-
ity of 270 persons. Three rooms (A, C, D) are 294m2

large, with a maximum capacity of 270 persons. Two
smaller rooms (B, E) are 207m2 large, with a max-
imum capacity of 180 persons. Sitting desks in the
Great Hall and in A, C, D are vertically distributed
from a lower to an upper level, an internal corridor
separates desks in two columns and two more exter-
nal corridors are available. Rooms B, E have only
one column of desks and two external corridors. All
rooms have one single access/exit point at the lower
level (1.6m wide, maximum flow of 2 persons at a
time), used by academic staff, and two access/exit
doors at the upper level (2.3m wide, maximum flow
of 2 persons at a time), used by students. The lower
level doors link rooms to the main corridor, which is
235m2 large. Each room communicates with its ad-
jacent room(s), except for the Great Hall: the three
communication doors are 2.3 m wide. Room C has
also a further emergency exit (see Figure 4).

To sum up, there are 14 points of exit: one from
the main corridor, 12 from the upper level doors, one
from room C. Then, the main and natural flow of stu-
dents during evacuation is through the upper doors,
otherwise through the corridor, especially the ones sit-
ting in the first lines of desks. The teaching staff can
use the room lower exit doors, the corridor and then
its exit. People in room C can use the added emer-
gency exit, which is an opportunity also for people in
the Great Hall (e.g. if the exits from the Great hall
are blocked or unavailable). Each room is divided
into 3 main areas, representing the lecturer (lower),
the desks (middle), and the exit (upper) areas, respec-
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Figure 5: SimEvents model for upper and middle areas in room A.
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Figure 6: Cumulative number of individuals crossing doors connecting Rooms A, B and C.

tively. The exit area consist of a landing space receiv-
ing individuals from stairways and includes two exits.
Then, 3 queues are associated to the lower area, 2-3
queues to the middle area, depending on the number
of staircases, and 3 to the last area,i.e. two for exits
and one for the landing space.

The SimEventsblock scheme for the upper and
middle areas of room A is in Figure 5.

An extensive simulation analysis has been exe-
cuted to predict the evacuation dynamics. Only rele-
vant results are presented. Without loss of generality,
we assume evacuation in normal circumstances,i.e.
panic or environmental conditions do not affect the
behavior. Representation of evacuation under panic
conditions simply needs a tuning of model parame-
ters, which is under investigation.

We suppose that egress starts at the end of a lec-
ture session, so that all the rooms are evacuated simul-
taneously. As initial condition, an average population

of 150 individuals occupies each room, mainly dis-
tributed in the desks area, while the lower and upper
areas are sparsely populated. The Great Hall and the
main corridor are initially empty. We assume that in-
dividuals occupying the desk and upper areas evacu-
ate from exits in the same room, while those in lower
areas evacuate from the starting room or toward an
adjacent room or the corridor.

All results refer to 5 different simulation runs.
Figure 6 represent flows trough doors connecting
rooms A and B, and B and C, respectively. The flow is
composed of individuals initially occupying the lower
areas.

It is evident that only few of them try to evacuate
from larger rooms A and C toward room B, because
routing probabilities depend on the current crowding.
In fact, the initial crowd density is larger in the smaller
rooms. Finally, the cumulative number of individu-
als go from a room to another one changes at each
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Figure 7: Cumulative number of individuals flowing from Rooms and Great Hall to main corridor.
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Figure 8: Evacuation from Room A: (a) cumulative number of individuals evacuating fromAex1 andAex2; (b) queues length
at Aex1 andAex2.

run, due to the randomness of the transitions. Similar
flows are obtained for other rooms.

Flows of individuals choosing the main corridor
are shown in Figure 7.

Cumulative numbers of individuals increase al-
most linearly in all cases, being the doors capacities

sufficient to handle the traffic. Just after 30s all indi-
viduals have abandoned lower areas.

Finally, Figure 8 depicts evacuation from Room A
through the two upper exits.

The flow is mainly composed of individuals leav-
ing the desk area. Figure 8(a) shows that most of
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people leaves after a delay of about 10s, which is
nearly the time necessary to cover half of the stair
length. During the initial transient, the individuals
reaching exits can immediately evacuate with a min-
imum service time, as doors are initially free. Con-
versely, slopes of curves in Figure 8(a) reduce with
overcrowding of queues in the upper area, which de-
lay individuals. Figure 8(b) shows that individuals
reaching the upper area direct themselves almost uni-
formly towardsAex1 andAex2, as the choice is affected
by the doors crowding. After 60s, the queues of up-
per area and exits are nearly empty, so that arriving
individuals are promptly served. The overall evacua-
tion takes 120-160son average.

5 CONCLUSIONS

In this paper, a simulation model describing the evac-
uation dynamics from buildings has been presented,
considering the queueing network theory as a mod-
eling tool. The model is suitable for implementing
and testing control strategies for managing emergency
situations. Results from a simulation model imple-
mented in the Matlab/Simulinkc© environment, by us-
ing the discrete events simulation toolboxSimEvents,
have shown the feasibility of the approach. Without
loss of generality, simulation represents evacuation
dynamics in ordinary conditions. Parameters tuning
for panic situations is under investigation. A further
validation is under development by comparing pre-
liminary results with those obtained using commer-
cial tools.
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Abstract: Realistic models and robust control are vital to reach a sufficient fidelity in military simulation projects 
including surface vessels. In this study, a nonlinear model including sea-state modelling is obtained and 
feedback linearization control is implemented in this model. To control the system, nonlinear analysis 
techniques are used. The model is integrated into a commercial framework based CGF application within a 
high-fidelity military training simulation.The simulation results are presented at the end of the study.  

1 INTRODUCTION 

The aim of this study is to observe the dynamic 
behaviors of the surface vessels under the effect of 
hydrodynamic force-moments and environmental 
conditions such as waves, current, wind, season that 
pertaining to the tactical environment.  

The analysis and control of nonlinear motion 
model of surface vessels are obtained by using 
following techniques:  

• Linearization by Taylor Series 
• Phase Plane Analysis 

o Course Keeping 
o Zig Zag Maneuver 

• Lyapunov Stability Theorem  
• Feedback Linearization 
Ship dynamics model and disturbance model are 

introduced in Section 2; the phase plane analysis and 
lyapunov stability therom in Section 3 and 4, the 
proposed controller is discussed in Section 5; 
simulation results are presented in Section 6. 

2 THE SURFACE PLATFORM 
MOTION MODULE 

2.1 Coordinate System and Vector 
Notation 

The motion of surface vessels has 6 degrees of 
freedom. The description and notation of each 
degree of freedom has been shown on Table 1.  

Table 1: DoF Description and Notation. 

 
SNAME’s (1950) notation is used in this study. 

The first three parameters and time derivatives that 
are shown on Table define the position and the 
motion of the platform in x-, y-, z- axes. Last three 
parameters define the orientation and rotary motion 
of the platform. After analyzing 6 degrees of 
freedom motion of surface vessel, it is observed that 
2 axis systems are needed to perform the motion. 
Therefore, North – East- Down (NED), is the local 
geodetic coordinate system fixed to the Earth, and 
Body Fixed, is fixed to the hull of ship, coordinate 
frames are used. Motion axis system X0 Y0 Z0 has 
been fixed to the platform and called as Body Fixed 
axes system. The point O, which is the origin of this 
axes system, is always selected as the ship’s centre 
of gravity. (Figure 1) 

 
Figure 1: Coordinate System. 
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2.2 Surface Platform Motion Equations 

Fossen (1991), by inspiring Craig’s (1989) robot 
model, contrary to classical representation, modeled 
6 degrees of freedom motion of the surface vessel 
vectorially.  

( )J=η η υ  
( ) ( ) ( )M C D+ + + =υ υ υ υ υ g η τ +g0+w 

Above; M is the moment of inertia including 
added mass, C(υ) is Coriolis matrix, D(υ) is 
damping matrix, g(η) is gravitational force vector 
and τ is the vector showing the force and moments 
of the propulsion system that causes motion.     This 
representation will be used in this study. 

2.2.1 Motion Equations 

Representing the motion equations in the Cartesian 
system of coordinates (body-fixed reference frame) 
and defining xG, yG and zG as the position of the 
ship’s CG, the well known motion equations of a 
rigid body are giving by the following (Fossen, 
1991):  
Surge:                   

2 2[ ( ) ( ) ( )]G G GX m u qw rv x q r y pq r z rp q= + − + + + − + +
Sway:                      

2 2[ ( ) ( ) ( )]G G GY m v ru pw y r p z qr p x qp r= + − − + + − + +

Heave:                     
2 2[ ( ) ( ) ( )]G G GZ m w pv qu z p q x rp q y rq p= + − − + + − + +

Roll :                      
( ) [ ( ) ( )]X Z y G GK I p I I qr m y w pv qu z u ru pw= + − + + − − + −

Pitch:                      
( ) [ ( ) ( )]y x Z G GM I q I I rp m z u qw rv x w pv qu= + − + + − − + −

Yaw:                      
( ) [ ( ) ( )]Z y x G GN I r I I pq m x v ru pw y u qw rv= + − + + − − + −

 

2.2.2 Simplifying Assumptions 

Simplifying assumptions used in this study are 
following: 
• The rotational velocity and acceleration about 
the y-axis are zero (q, = 0). 
• The translational velocity and acceleration in 
the z direction are zero. (w,  = 0).  
• The vertical heave and pitch motions are 
decoupled from the horizontal plane motions. 
• The vertical centre of gravity, (VCG), is on the 
centerline and symmetrical (yG=0) 

2.2.3 Simplified Motion Equations 

Applying simplifying assumptions to the general 
motion equations, the following simplified equations 
of motion are obtained 

Surge:        2[ ]G GX m u rv x r z rp= − − +              (1) 
Sway:         [ ]G GY m v ru z p x r= + − +                 (2) 
Roll:          ( )]X GK I p mz u ru= − +                     (3) 
Yaw:          ( )Z GN I r mx v ru= + +                                     (4) 

2.2.4 Force and Moments Acting on Surface 
Vessel 

Basically force and moments acting on surface 
vessel can be divided to four as; hydrodynamics 
force and moments, external (environmental) loads, 
control surface forces (rudder, fin..) and propulsion 
(propeller) forces. Force and moments can be 
expressed according to axis system; 
Surge:             X = XH + XR + XE + T  
Sway:             Y = YH + YR + YE  
Roll:                K = KH + KR + KE 
Yaw:                N = NH + NR + NE 

Description of indices is; H, Hydrodynamic 
force and moments originating from fluid-structure 
interaction, R , forces that affects control surface are, 
E, environmental external loads (Wave, current, 
wind), T, propulsion force. 

Hydrodynamic Forces and Moments 
Integration of the water pressure along the wetted 
area of the surface vessel causes hydrodynamic force 
and moments within the platform. These force and 
moments can be defined, with the velocity and 
acceleration terms as a nonlinear axes system, by 
using Abkowitz method.   

Most important step on developing maneuver 
model is expanding force and moment terms in 
Taylor’s series. This way, nonlinear terms act as 
independent variables and form a polynomial 
equation. The function and its derivatives have to be 
continuous and finite in the region of values of the 
variables to use the Taylor's expansion. Certainty of 
the model alters depending on where the expansion 
is finished.  

Force and moments, which were obtained by 
expanding Taylor series until third power, are under 
mentioned (Abkowitz, 1969; Sicuro, 2003) 

2( )hid u vr uuX X u X vr X v= + +                                            (5) 

hid v r p uv ur

uruu u v v v

v r r v

Y Y v Y r Y p Y uv Y ur

Y uu Y u v Y ur Y v v

Y v r Y r v

φ φ

φ

φ φ

φ

= + + + +

+ + + +

+ +

                                                              (6) 
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( )

hid v p uru v v v

v r r v uv

uuur u p

p zp p

K K v K p K u v K ur K v v

K v r K r v K uv

K ur K uu K u p

K p p K p K G

φ

φφ

φφφ

φ

φ φ

φφφ φ

= + + + +

+ + +

+ + +

+ + + −Δ

                                                                                                                     (7) 

Obtaining Hydrodynamic Derivatives 
In order to obtain hydrodynamic derivatives three 
basic methods can be used. 

 By means of basin test using the realistic 
model  

 By using CFD (Computational Fluid 
Dynamics) software 

 By using empirical formulae 
In this study third method was used. 

Hydrodynamic derivatives have been used by the 
empirical formulae of the source Inoue et al. (1981). 
To have an opinion about validity and fidelity of the 
empirical formulae, parameters of a merchant ship 
that was chosen from literature was used. By using 
these parameters and related formulae hydrodynamic 
derivatives were calculated and compared with the 
equivalent in the literature.(Table 2) 

Table 2: Comparing the hydrodynamic derivatives 
obtained from the model data and empirical formulae. 

 

The Environmental Disturbances 
The environmental disturbances acting on the 
surface vessels can be grouped into two main 
categories; the wave model, the current and wind 
models. 

The Wave Model 
When real data regarding the complicated seas lacks, 
idealized mathematical spectrum functions are 
generally used for marine calculations. One of the 
easiest and commonly used of these calculations is 
the Pierson – Moskowitz spectrum where a wave 
spectrum formula is provided for winds blowing 
over an infinite area and at a constant speed for over 
a sea of full state. In this study this spectrum is used 
while a wave model is created.(Berteaux, 1976)  

This spectrum is expressed as follows due to the 
wave frequency and wind speed. 

               
42

5
0.0081g gS exp 0.74

Vξ

⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟ωω ⎝ ⎠⎢ ⎥⎣ ⎦
                                                (8) 

where, ω : Wave Frequency [rad/sec], V: Wind 
Speed (at 19,5 m above sea) [m/s] 

The Current and Wind Models 
Typically wind models only treat the force and 
moments that are directly related to surge, sway and 
yaw motions. In this study, the wind model is 
obtained by using Isherwood Method.(Isherwood 
1972) 

Wind forces and moments acting on a surface 
platform are usually defined in terms of relative 
wind speed VR (knots) and relative angle γR (deg). 
The wind forces for surge and sway and the wind 
moment for yaw as is shown. 

21 ( )
2wr X R w R TX C V Aγ ρ=                        (9) 

21 ( )
2wr Y R w R LY C V Aγ ρ=                        (10) 

 21 ( )
2wr N R w R LN C V A Lγ ρ=                    (11) 

where CX, CY and CN are the force and moment 
coefficients, ρw is the density of the air, AT and AL 
are the transverse and lateral projected areas and L is 
the overall length of the ship. (Isherwood, 1972). 
The equations of current forces and moments are 
similar with wind forces and moments. 

2.3 Nonlinear Equations of Motion 

When the simplified 4 degrees of freedom motion 
model, which was obtained in previous section, was 
associated with hydrodynamic forces and 
environmental external loads a nonlinear maneuver 
model can be obtained. To behave like independent 
variables and become coefficients of a polynomial 
motion equation, hydrodynamic derivatives are 
derived by another software that makes use of ship 
geometry. As well, terms of ship motion equations 
are normalized relative to the ship velocity. (Fossen, 
1991) 

2

2 2

( ) (1 ) ( )

sin
vr vv

rr RX N

X X u t T J X v r X v

X r X c Fφφφ δ

′ ′ ′ ′ ′ ′ ′ ′ ′= + − + +

′ ′ ′ ′ ′ ′+ + +
                                                   (12) 

3 3

2 2 2 2

2 2 (1 ) cos

v r p vvv rrr

vvr vrr vv v

rr r H N

Y Y v Y r Y p Y Y v Y r

Y v r Y v r Y v Y v

Y r Y r a F

φ

φ φφ

φ φφ

φ

φ φ

φ φ δ

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′= + + + + +

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′+ + + +

′ ′ ′ ′ ′ ′ ′ ′+ + + +

                                                      (13) 

3 3

2 2 2 2

2 2 (1 ) cos

v r p vvv rrr

vvr vrr vv v

rr r H R N

K K v K r K p K K v K r

K v r K v r K v K v

K r K r a z F

φ

φ φφ

φ φφ

φ

φ φ

φ φ δ

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′= + + + + +

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′+ + + +

′ ′ ′ ′ ′ ′ ′ ′ ′+ + − +

     (14)      
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3 3

2 2 2 2

2 2 ( ) cos

v r p vvv rrr

vvr vrr vv v

rr r R H H N

N N v N r N p N N v N r

N v r N v r N v N v

N r N r x a x F

φ

φ φφ

φ φφ

φ

φ φ

φ φ δ

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′= + + + + +

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′+ + + +

′ ′ ′ ′ ′ ′ ′ ′ ′ ′+ + + +

                    (15)    

3 PHASE PLANE ANALYSIS 

3.1 Phase Portrait of Course Keeping 

Phase portraits of surface platform are shown. Yaw 
angle (psi) versus its derivative yaw rate (r) in 
Figure 2 and Roll angle versus roll rate in Figure 3 
are used to obtain the phase portraits. If the real part 
of the eigenvalues is positive, then x(t) and x(t) both 
diverge to infinity, and the singularity point is called 
an unstable focus.  

 
Figure 2: The Phase Portrait (Yaw vs Yaw rate). 

The phase portrait in Figure 3 demonstrates that 
the unstable free motion of the surface platform. 

 
Figure 3: The Phase Portrait(Roll angle vs Roll rate). 

3.2 Phase Portrait of Zig Zag 
Maneuver 

It is intended that the surface platform makes zig-
zag maneuvers of 45° with a velocity of 8 m/s with 

20° rudder angle. For a zig-zag maneuver, when the 
angular acceleration plotted is against angular 
velocity it shows how non-linear ship response can 
be (Figure 4). 

 
Figure 4: Phase Portrait of Zig Zag Maneuver. 

4 LYAPUNOV STABILITY 
THEOREM FOR SURFACE 
PLATFORM DYNAMIC 

A fully actuated surface platform can be described 
by 

( ) ( ) ( )M C D Bu+ + + = =υ υ υ υ υ g η τ
( )J=η η υ  

where J(η) is singular for θ = ±90 degrees (Euler 
angles), M= MT>0 and D(ν) = DT(ν) > 0. The 
position is controlled by 

1( ) ( ) ( )T T T
Pu B BB g J K− ⎡ ⎤= η − η η⎣ ⎦  

where Kp = KTp > 0. Let ( )ηηυυ P
TT KMV +=

2
1  

be a Lyapunov function candidate for the closed-
loop system (4.1), (4.2) and (4.3). We take the time 
derivative of the Lyapunov function candidate to 
obtain 

( )( )T T
PV M J K= υ υ+ η η   

( )ηηηυυυυυ P
TT KJgDCBu )()()()( +−−−=  

( )υυυυυ )()( DCT −−=  

υυυ )(DT−=  

which is negative semidefinite. Asymptotic 
stability can then be established by applying 
LaSalle’s invariance principle, but the equilibrium 
point (η, ν)=(0, 0) is only locally asymptotically 
stable since J(η) is singular for θ = ±90 degrees.  
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5 FEEDBACK LINEARIZATION 

The basic idea with feedback linearization is to 
transform the nonlinear systems dynamics into a 
linear system  (Freund  (1973). Conventional control 
techniques like pole placement and linear quadratic 
optimal control theory can then be applied to the 
linear system. Feedback linearization allows us to 
design the controller directly based on a nonlinear 
dynamic model that better describes a ship 
maneuvering behavior. Consider Norrbin's nonlinear 
ship steering equations of motion in the form 
(Fossen 1992): 

δψψψ =++ 3
31 ddm                         (16) 

here m  = T/K,  d1  = n1/K and  d3  = n3/K.  
Taking the control law  to be: 

3
31

ˆˆˆ ψψδ ψ ddam ++=                         (17) 

where the hat denotes the estimates of the 
parameters and a,  can be  interpreted  as the 
commanded acceleration, yields: 

3
31

~~~)( ψψψ ψψ ddamam ++=−             (18) 

Here mmm −= ˆ~ , 111
ˆ~ ddd −= and 333

ˆ~ ddd −=  
are the parameter errors. Consequently, the error 
dynamics can be made globally asymptotically 
stable by proper choices of  the commanded 
acceleration aψ.  (Fossen 1992) In the case of no 
parametric uncertainties, equation (18) reduces to: 

ψψ a=  which suggests that the commanded 
acceleration should be chosen as: 

ψψψψ
~~

pdd KKa −−=              (19) 

where dψ  is the desired heading angle and 

dψψψ −=~  is the heading error. This in turn yields 
the error dynamics: 

0~~ =++ ψψψ pd KK                 (20) 

The block diagram of the control system is 
shown in Figure 5. 

 
Figure 5: Block Diagram of System. 

6 EXPERIMENTAL RESULTS 

The crucial parameters of the surface platform 
chosen for the illustration have been displayed in 
Table 3. 

Table 3: The main parameters of the surface platform. 

 

In the sample application, it is intended that the 
surface platform makes zig-zag maneuvers of 45° 
with a velocity of 8 m/s. The route information 
regarding this task is inputted by the VR-Forces 
graphical user interface (Figure 6).The results below 
have been produced after running the simulation for 
800 seconds. 

 
Figure 6: The route defined for the platform. 

 
In this application, which is known as the zig zag 

test of Kempf in the literature (Kempf, 1932), the 
initial speed of the platform has been given as 0. The 
platform is ordered to move to the specified 
waypoints one by one by increasing its velocity up 
to 8 m/s. It takes the platform 96 seconds to reach to 
the first point. The first loop is accomplished in 
approximately 295 seconds. The results are 
acceptable for the motion behaviors that are 
supposed to be realized by a large platform and 
satisfactory in terms of simulation. 

 
Figure 7: (a) Change of location. 
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Figure 7: (b) Change of velocity. 

 
Figure 8: Changes in the yaw angle and rudder angle of 
the surface platform. 

Controller performance can tried by some 
different route applications: 

 

 
Figure 9: Controller performance in different routes. 

7 CONCLUSIONS 

In this study, feedback linearization control has been 
implemented in a nonlinear surface vessel model 
including sea-state modeling (wave, current, wind). 
The performance of the maneuver controller has 
been illustrated through a simulation study. The 
results are acceptable and satisfy for the needs of 
military simulation. Although we have designed our 
control to cover all influences, a more specified 
design can upgrade the performance in each 
different case.  In the future work, the performance 
of the controller may be compared with an 
intelligent control technique.  
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Abstract: The paper presents the model-based approach to process simulation and advanced control in the industrial 
granulation circuit of fertilizer production. Different knowledge sources, such as physical phenomena, 
statistical analysis of process parameters, expert information cover different cognition domains of the 
process. The mechanistic growth model developed is based on particle coating phenomena, mass and energy 
transfer. The model partially takes into account the main process parameters, features and the equipment 
used. Simulation has been executed to test the model performance. The model built can be used for the 
evaluation of plant control methods and staff training. 

1 INTRODUCTION 

Drum granulation is a commonly used process in a 
commercial fertilizer production. Many continuous 
granulation plants operate well below design 
capacity, suffering from high recycle rates and even 
periodic instabilities (Wang and Cameron, 2002). 
The main reasons are related to raw material 
properties, process equipment and control problems. 

The process control still depends on the 
experience and skills of process operators, namely 
experts. Diagnostic systems show potential to apply 
systems engineering approaches to complex 
operational problems such that operators are well 
informed, are able to quickly diagnose abnormal 
conditions, test quickly possible solutions via detailed 
simulations and then proceed to apply corrective 
actions (Salmon et al., 2007). However, a number of 
interacting process variables (some of them are 
stochastic in nature) lead to a complex dynamic 
system that might be hard to predict and optimize 
just by intuition, especially for unskilled operators. 
Fortunately, it is possible to use granulation process 
simulations provided by PC for the investigation of 
such complex problems. 

The aim of this paper is to propose the process 
simulator based on an extended modeling approach 
for continuous drum granulation-drying processes, 
focused on simulation and control. This approach 

involves the dynamic process model built from 
heterogeneous knowledge sources such as physical 
principles, empirical (measured) data and expert 
information. 

The mechanistic part incorporates the 
understanding of physics and underlying 
mechanisms (e.g. mass and energy balances, growth 
kinetics).  

The empirical part uses raw and/or filtered 
process sensors’ data, their storage, retrieval and 
parameter identification techniques in addition to the 
mechanistic (white box) model. 

The expert component involves the process 
experts’ recommendations, which are of great value 
due to the lack of other knowledge mentioned above. 

2 MAIN PROCESS DETAILS 

Drum granulation is a particle size enlargement 
process often obtained by spraying a liquid binder or 
slurry onto fine particles as they are agitated in a 
rotary drum (Wang and Cameron, 2002). The 
particle circulation is achieved mechanically (by the 
action of the rotating drum and lifters). Granules are 
cycled many times through the spray zone and the 
liquid layer attached is pre-dried before the particle 
returns to the spray zone again (Figure 1). 
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Figure 1: View of the coating phenomenon. 

The desired mode of granule growth is layering 
(coating), resulting in very tight granule size 
distributions.  

A commercial continuous granulation circuit for 
granulated diammonium phosphate fertilizer 
(formed by the reaction of phosphoric acid and 
ammonia) production consists of the following 
major parts: a pipe reactor, spray nozzle system, 
drum granulator-dryer, granule classifier (screens), 
crusher and nuclei feed system (Figure 2). 

Drum Granulator - Drier

Pipe reactor

Natural gas
Air

Furnace

External 
Nuclei feed

Screens

Crusher

motor

Slurry

Product Size

Recycle  feed

Undersize Oversize

Exhaust gas

Internal 
Nuclei feed

Neutralizer (H3PO4)

Gaseous NH3

Liquid NH3

Figure 2: Typical drum granulation-drying circuit utilized 
in the diammonium phosphate (DAP) production industry. 

A granulation drum is made of an inclined 
cylinder with simultaneous drying (there is no 
separate drying device). Drying is performed by the 
heat of burned natural gas and/or reaction heat of 
phosphoric acid and ammonia. Liquid DAP feed 
(slurry) is sprayed onto the tumbling bed of seeds 
via spraying nozzles. The drum is tilted lengthwise a 
few degrees to provide the flow of granules through 
the drum length. The backward screw sends a part of 
granules (internal nuclei) back to the spraying zone. 
Granules from the granulator-drier are transmitted to 
the classifier and split into three fractions: undersize, 
oversize, and marketable product size. The oversize 
fraction is crushed and sent back to the granulator 
together with undersize granules. 

Fortunately, nowadays some important granule 
size distribution variables can be measured on-line 
using advanced particle size analysis systems. 

Detailed and more accurate information provides the 
producers of granulated materials with more data to 
improve product quality and to control production 
processes. Size Guide Number (SGN), related to the 
median of granule population, and Uniformity Index 
(UI), which shows the dispersion of population, can 
be evaluated. A part of important granule size 
distribution intervals can be also provided. 

However, some process variables connected with 
material and equipment properties can not be 
evaluated and controlled directly. In such a situation 
the process model can provide information about 
important process states, such as recycle size flow 
rate and distribution, drum system jamming factor, 
granule moisture content, size evolution of single 
granule inside the granulator-dryer. This information 
can help to predict future process states and prevent 
abnormal situations, which can initiate process 
stoppage and loss of productivity. 

3 MODELING 

The model presented here is essentially based on 
fundamental conservation principles, with partial 
consideration of equipment properties and the 
stochastic nature of the process. For modeling 
purposes, it is necessary to divide the granulation 
circuit into several balance areas with the central 
component of the model – the drum granulator-drier. 
There are two main processes inside the granulator-
drier: the growth of particles and moisture 
evaporation (drying). 

Basic modeling assumptions are: 
• granule shape is spherical;  
• each granule in the granulation circuit is 

analyzed; 
• stochastic nature of the process is estimated; 
• preferred growth is by layering; 
• granule agglomeration is an unacceptable mode 

of operation; 
• growth rate is a function of initial granule size, 

slurry flow rate, temperature inside the 
granulator, granule position in the drum, number 
of particles in the granule bed;  

• mechanical attrition of granules inside the 
granulator-drier is defined by attrition function; 

• presumable nucleation (formation of new seeds) 
occurs during slurry spraying; 

• external classification of granules into three 
fractions (undersize, marketable and oversize) is 
defined by classification function; 
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• external crushing of oversize granules is 
characterized  by grinding function; 

• residence and transportation delays in the plant 
are considered; 

• internal and external seeds serve as nuclei for new 
granules. 

3.1 White Box Modeling  

There are two basic granule growth mechanisms that 
act independently or in combination (Findlay et al., 
2005). A successive layering of binding material on 
an initial nucleus is termed layering, coating or 
‘‘onion-skin’’ growth mechanism. Another 
mechanism is an agglomeration or coalescence 
process that occurs upon particle collision. Whereas 
growth by agglomeration mostly occurs when a 
binder is added, layered growth is the result of 
particle coating by the feed material, followed by 
solidification of the material on the particle surface 
(Degreve et al., 2006). 

The granulation regime depends on some factors 
such as slurry viscosity and purity, N:P mole ratio, 
granule curtain density, temperature of slurry and 
seed to be coated, granule density, air temperature 
inside the granulator-dryer, etc. Some of these 
parameters can be observed and controlled, some of 
them are not. 

The design and control scheme of the drum 
granulator-dryer normally force layered growth or 
coating and block coalescence or agglomeration. 
Sometimes the formation of undesirable 
agglomerates indicates a shift of granulation regime 
from layering to coalescence, which is not a normal 
case of operation and must be avoided. 

Granule growth by spraying the slurry onto the 
previously formed seed is shown in Figure 3. 

 
     Initial seed            dispersed slurry     granule with added layer 

Figure 3: Granule growth by layering. 

To model the layering phenomenon, the 
thickness of a new layer applied is determined by the 
diameter of the initial particle and the volume of the 
slurry applied. Assuming a spherical primary 
particle and a uniform distribution of all sprayed 
slurry applied onto the particle, the volume of the 
added layer Vl is calculated from the difference in 

the volumes of the layered particle and the initial 
one: 

The thickness of the applied layer: 
 

2 33
0 0

1 1( 6 )
2 2la d V dπ π
π

= + −  (1)

 
here d0 – initial width of granule (seed), a – thickness of 
the applied layer. 

The explicit mass and energy balance model with 
its wide and quite complex mathematical and 
physical features is beyond the scope of this paper. 
Hence, the following is the simplified version of the 
model developed. 

The overall mass balance inside the granulator in 
liquid phase: 

 

, ,
L

L in L out e c
dM

F F F m
dt

= − − −  (2)

 
here ML – accumulated mass of liquid solution, FL,in – flow 
of liquid solution into the granulator, FL,out – flow of liquid 
solution out of the granulator, Fe – flow of evaporated 
liquid solution, mc – mass of crystallized solution (solid 
material). 

The overall mass balance inside the granulator in 
solid phase: 

 

, ,
S

S in S out c g att
dM

F F m m m
dt

= − + + −  (3)

 
here MS – accumulated mass of solid material, FS,in – flow 
of solids into the granulator, FS,out – flow of solids out of 
the granulator, mg – mass due to growth, matt – mass due to 
attrition. 

The overall energy balance inside the granulator: 
 

in f r e l out
dE E E E E E E
dt

= + + − − −  (4)

 
here E – overall energy, Ein – energy provided into the 
granulator, Eout – energy removed from the granulator, Ef – 
energy due to gas furnace action, Er – energy of reaction 
heat, Ee – energy for moisture evaporation, El – loss of 
energy from the granulator to environment. 

The model presented is placed in stochastic 
background, which can better suit the growth 
kinetics, heat and mass transfer phenomena that 
actually happen in the real plant, with addition of 
uncertainty and plant equipment properties.  

This section has presented only a part of the 
general model, which is in nature a grey box. 
Complementary models from measured process data 
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have been also built and expert information used to 
enrich the model presented. 

3.2 Statistical Analysis for Modeling  

Nowadays it is possible to measure, store and retrieve 
process sensors’ data and afterwards perform 
statistical analysis to “mine” some knowledge. For 
this purpose, descriptive and inferential statistics need 
to be used.  

Taking different combinations of data sets of the 
essential process variables, the following results have 
been obtained: 

(1) Scatter plots of the parameters. 
(2) Reduced linear correlation matrix with 

entries of defined correlation degree (used for fast 
determination of parameter combinations which have 
a strong linear correlation). 

(3) Linear models of the first order polynomial 
(application of stepwise regression, which is a 
technique for choosing variables, i.e. terms, to include 
in a multiple regression model). 

(4) Residuals, confidence intervals of 
parameters, t-statistic, p-value, R2 calculated for the 
generated linear models. 

(5) Plots of cross-correlation function for 
probable lead/lag determination. 

Figure 4 presents the fragment correlation and 
regression analysis of two process parameters (3 and 
7).  

Figure 4: Results of the regression analysis of process 
parameters. 

These findings are significant for determination 
of process parameters and their relationship. They 
can also provide additional knowledge for the plant 
diagnostics. A more detailed statistical analysis of 
granulation process can be found in (Valiulis and 
Simutis, 2007). 

Mere statistical analysis is rarely helpful. Some 
heuristic knowledge should be also applied to make it 
work. 

3.3 Knowledge-based Modeling  

Complex multiscale process systems which are 
difficult to model properly (such as granulation) 
require a combination of various analytical and 
heuristic techniques. Effective solutions are often 
based on information from heterogeneous 
knowledge sources. One of them is knowledge-
based systems built on the methods and techniques 
of Artificial Intelligence. 

The expert knowledge of the process is an 
invaluable source of knowledge, especially, when 
there is a lack of reliable physical description and 
suitable measurement equipment. Rule-based expert 
systems use “if…then…” rules to represent human 
expert knowledge, which is often a mix of 
theoretical knowledge, heuristics derived from 
experience, and special-purpose rules for dealing 
with abnormal situations (Shang, 2004). 

An example of the “if…then…” rule of new seed 
formation inside the drum granulator-dryer is 
presented as follows: 

If granule curtain in the spray zone is poor and 
gas temperature in the spray zone is high, then new 
small nuclei formation rate is high.  

In the proposed modeling approach, the expert 
knowledge is represented by the rule set. The rules 
involve variables such as “poor”, “high”, dealing 
with fuzziness, which is very common in real world 
problems. Unlike conventional expert systems, 
which are mainly symbolic reasoning engines, fuzzy 
expert systems are oriented toward numerical 
processing (Hemmer, 2008). These principles can be 
applied for the future development of the granulation 
process model and simulator for automated guidance 
and diagnostic purposes.  

4 SIMULATOR 

Increasing capabilities of computer hardware and 
software ensure the incorporation of complex 
knowledge (models) represented by differential and 
algebraic equations, measured process data, process 
experts’ information, etc. But to be of use for the 
day-to-day work of the engineer these models have 
to become more user friendly, than the one that the 
scientist is dealing with (Ihlow et al., 2004). A new 
“GrowSim” simulation package for granulation 
process modeling and simulation is under 
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Figure 5: Graphical user interface of “GrowSim” simulator. 

development to realize this concept. The simulator is 
intended to be used by novice process operators to 
improve their skills in process control and to acquire 
knowledge of underlying mechanisms. The 
graphical user interface (Figure 5) has been built to 
mimic the process control environment available to 
the process operator in the real plant, with important 
additional information provided. 

The simulation environment is composed of 
sections where the operator can change the 
manipulative process parameters, observe the 
current or past output parameters, get some advice 
on how the process in the current state should be 
controlled by the skilled operator. The manual or 
automatic process control modes are available. The 
operator can take a challenge to manage the process 
by hand or leave all or part of the job to PID or 
Fuzzy controller. The simulation time is much 
shorter compared to the real process and can be 
easily adjusted if the computing resources are 
sufficient. It is important to note that simulation can 
be paused at any moment, to make it possible to 

weigh one’s decisions. The main process parameters 
are stored and can be observed during the simulation 
or even later. The simulator is provided with routine 
to compare the simulated and real measured process 
data. 

5 VALIDATION EXAMPLES 

Some experiments have been carried out to validate 
model performance against measured plant data in 
prediction of the granule size distribution. 
Experimental data have been obtained using particle 
image analysis system. 

Figure 6 presents the impact of slurry feed rate 
on the cumulative granule size distribution.  

In phase A the process is kept in some steady 
state, with the median granule size nearly 2.65 mm. 
In case B the slurry feed rate is increased 
approximately by 35 %. In this situation the granule 
median size is nearly 2.9 mm. Change in the slurry 
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flow rate alters the granule growth rate. Increase in 
the slurry flow rate raises the granule growth rate 
and a shift of cumulative granule size distribution to 
the right is observed. 
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Figure 6: Impact of the change of the slurry flow rate on 
the cumulative granule size distribution. 

Figure 7 presents the measured and simulated 
cumulative granule size distributions of initial seeds 
fed to the granulator (mean size is about 2.75 mm) 
and granules flowing out of the granulator (mean 
size is about 3.15 mm) in steady state. 
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Figure 7: Cumulative size distributions of initial seed flow 
and granule flow out of the granulator. 

6 CONCLUSIONS 

An industrial DAP fertilizer granulation circuit, 
including drum, sieves, crusher, transportation 
system, has been modeled using basic physical 
principles such as growth kinetics, mass and heat 
transfer. Statistical analysis and system 
identification procedures have been performed for 
the estimation of unknown model parameters. As an 
extension to the model, additional information has 
been extracted from the process experts to define 

unmeasured parameters and assess some equipment 
properties. The whole model has been implemented 
and simulation executed using “GrowSim” simulator 
in the MATLAB environment. 

Some model validation procedures have been 
performed and the results appear to be in fair 
accordance with the plant measured data. The 
findings, presented in Figures 6 and 7, show some 
kind of mismatch, but still can be treated 
satisfactory.   

The current and future research is focused on 
further model development, implementation and 
testing of different plant control modes such as PID, 
Fuzzy and model predictive control. The primary 
results demonstrate the need of combination of the 
aforementioned control methods for a robust process 
control.  
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Abstract: We study a new technique for optimal data compression subject to conditions of causality and different types
of memory. The technique is based on the assumption that certain covariance matrices formed from observed
data, reference signal and compressed signal are known or can be estimated. In particular, such an information
can be obtained from the known solution of the associated problem with no constraints related to causality and
memory. This allows us to consider two separate problems related to compression and de-compression subject
to those constraints. Their solutions are given and the analysis of the associated errors is provided.

1 INTRODUCTION

A study of data compression methods is motivated
by the necessity to reduce expenditures incurred with
the transmission, processing and storage of large data
arrays. While the topics have been intensively stud-
ied (see e.g. (S. Friedland, 2006), (Jolliffe, 1986),
(Hua and Nikpour, 1999), (Hua and Liu, 1998),
(A. Torokhti, 2001), (Torokhti and Howlett, 2007),
(T. Zhang, 2001)), a number of related fundamen-
tal questions are still open. One of them concerns
specific restrictions associated with different types of
causality and memory.

First Motivation: Causality and Memory. Data
compression techniques mainly consist of three op-
erations, compression itself, de-noising and de-
compression (or reconstruction) of the compressed
data. Each operation is implemented by a special fil-
ter. In reality, a value of the output of such a filter at
time tk is determined from a ‘fragment’ of its input
defined at timestk,tk−1, . . . ,tk−q. In other words, in
practice both operations are subject to the conditions
of causality and memory.

Our first motivation comes from a real-time signal
processing. This implies that the filters we propose
should be causal with variable finite memory.

Second Motivation: Reformulation of the
Problem. Let (Ω,Σ,µ) be a probability space, where

Ω = {ω} is the set of outcomes,Σ a σ–field of mea-
surable subsets inΩ andµ : Σ → [0,1] an associated
probability measure onΣ with µ(Ω) = 1.

In an informal way, the data compression prob-
lem we consider can be expressed as follows. Lety ∈

L2(Ω,Rn) be observable data andx ∈ L2(Ω,Rm) be a
reference signal that is to be estimated fromy in such
a way that, (a) the datay should be compressed to
a ‘shorter’ vectorz∈ L2(Ω,Rr)1 with r < min{m,n}
and (b)z should be de-compressed (reconstructed) to
a signalx̃ ∈ L2(Ω,Rm) that is ‘close’ tox in some
appropriate sense. Both operations should becausal
and havevariable finite memory. In this paper, the
term ‘close’ is used with respect to the minimum of
the norm (2) of the difference betweenx andx̃.

The problem can be formulated in several alter-
nate ways.

The first way is as follows. LetB : L2(Ω,Rn) →

L2(Ω,Rr) signify compression so thatz = B (y) and
let A : L2(Ω,Rr) → L2(Ω,Rm) designate data de-
compression,i.e., x̃ = A (z). We suppose thatB and
A are linear operators defined by the relationships

[B (y)](ω) = B[y(ω)] and [A (z)](ω) = A[z(ω)]

(1)
whereB ∈ Rn×r andA ∈ Rr×m. In the remainder of

1Components ofz are often calledprincipal components
(Jolliffe, 1986).

104



this paper we shall use the same symbol to represent
both the linear operator acting on a random vector and
its associated matrix.

We define the norm to be

‖x‖2
Ω =

∫

Ω
‖x(ω)‖2

2dµ(ω) (2)

where‖x(ω)‖2 is the Euclidean norm ofx(ω). Let us
denote byJ(A,B), the norm of the difference between
x andx̃, constructed byA andB:

J(A,B) = ‖x− (A◦B)(y)‖2
Ω. (3)

The problem is to findB0 : L2(Ω,Rn) → L2(Ω,Rr)

andA0 : L2(Ω,Rr) → L2(Ω,Rm) such that

J(A0
,B0) = min

A,B
J(A,B) (4)

subject to conditions of causality and variable finite
memory forA andB. The problem consists of two
unknowns,A andB.

A second way to formulate the problem, that
avoids a difficulty associated with the two unknowns,
is as follows. LetF : L2(Ω,Rn) → L2(Ω,Rm) be a
linear operator defined by

[F (y)](ω) = F [y(ω)] (5)

whereF ∈ Rn×m. Let rankF = r and

J(F) = ‖x−F (y)‖2
Ω.

FindF 0 : L2(Ω,Rn) → L2(Ω,Rm) such that

J(F0) = min
F

J(F) (6)

subject to
rankF ≤ min{m,n} (7)

and conditions of causality and variable finite mem-
ory for F . Unlike (4), the problem (6)–(7) has only
one unknown.

2 STATEMENT OF THE
PROBLEM

The basic idea of our approach is as follows.
Let x ∈ L2(Ω,Rm), y ∈ L2(Ω,Rn) and z ∈

L2(Ω,Rr), and letA andB be defined as (1) below.
Here, z is a compressed version ofx. We assume
that information about vectorz in the form of asso-
ciated covariance matrices can be obtained, in partic-
ular, from the known solution (Torokhti and Howlett,

2007) of problem (6)-(7)with no constraints associ-
ated with causality and memory.

In this paper, the data compression problemsub-
ject to conditions of causality and memoryis stated in
the form of two separate problems, (8) and (10) for-
mulated below.

We use the following notation:M (r,n,ηB) is a set
of causalr × n matricesB with a so-calledcomplete
variable finite memoryηB. The notationM (m, r,ηA)

is similar.
Consider

J1(B) = ‖z−B(y)‖2
Ω.

Let B0 be such that

J1(B
0) = min

B
J1(B) subject toB∈M (r,n,ηB).

(8)
We writez0 = B0(y). Next, let

J2(A) = ‖x−A(z0)‖2
Ω (9)

and letA0 be such that

J2(A
0) = min

A
J2(A) subject toA∈M (m, r,ηA).

(10)
We denotex0 = A0(z0).

The problem considered in this paper is to find op-
eratorsB0 andA0 that satisfy minimization criteria (8)
and (10), respectively.

The major differences between the above state-
ment of the problem and the statements considered
below are as follows.

First,A andB should be causal with variable finite
memory.

Second, it is assumed that certain covariance ma-
trices formed fromx, y and z are known or can
be estimated. In particular, such information can
be obtained from the known solution (Torokhti and
Howlett, 2007) of problem (6)-(7) with no constraints
associated with causality and memory. We note that
such an assumption does not look too restrictive in
comparison with the assumptions used in the associ-
ated methods (Hua and Nikpour, 1999)–(Torokhti and
Howlett, 2007).

Consequently and thirdly, we represent the initial
problem in the form of a concatenation of two new
separate problems (8) and (10).

3 MAIN RESULTS

Let τ1 < τ2 < · · · < τn be time instants andα,β,ϑ :
R → L2(Ω,R) be continuous functions. Sup-
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pose αk = α(τk), βk = β(τk) and ϑk = ϑ(τk) are
real-valued random variables having finite second
moments. We writex = [α1,α2, . . . ,αm]T y =

[β1,β2, . . . ,βn]
T and z = [ϑ1, . . . ,ϑr ]

T
.

Let z̃ be a compressed form of datay defined
by z̃ = B(y) with z̃ = [ϑ̃1, . . . , ϑ̃r ]

T , and x̃ be a de-
compression ofz̃ defined by x̃ = A(z̃) with x̃ =

[α̃1, . . . , α̃m]T .
In many applications2, to obtain ϑ̃k for k =

1, . . . , r, it is necessary forB to use only a limited
number of input components,ηBk

= 1, . . . , r. A num-
ber of such input componentsηBk

is here called akth
local memoryfor B.

To define a notation of memory for the compres-
sorB, we use parametersp andg which are positive
integers such that 1≤ p≤ n and n− r +2≤ g≤ n.

Definition 1. The vectorηB = [ηB1
, . . . ,ηBr

]T ∈ Rr

is calleda variable memoryof the compressor B. In
particular,ηB is called acompletevariable memory if
ηB1

= g andηBk
= n when k= n−g+1, . . . ,n. Here, p

relates to the last possible nonzero entry in the bottom
row of B and g relates to the last possible nonzero
entry in the first row.

The notationηA = [ηA1
, . . . ,ηAm

]T ∈Rm has a sim-
ilar meaning for the de-compressorA, i.e., ηA is a
variable memoryof the de-compressorA. Here,ηAj

is the jth local memoryof A.
The parametersq ands, which are positive inte-

gers such that 1≤ q≤ r and 2≤ s≤ m, are used
below to define two types of memory forA.

Definition 2. VectorηA is called acompletevariable
memory of the de-compressor A ifηA1

= q andηAj
= r

when j= s+ r −1, . . . ,m. Here, q relates to the first
possible nonzero entry in the last column of A and s
relates to the first possible nonzero entry in the first
column.

The memory constraints described above imply
that certain elements of the matricesB = {bi j}

r,n
i, j=1

andA = {ai j}
m,r
i, j=1 must be set equal to zero. In this

regard, for matrixB with r ≤ p≤ n, we require that

bi, j = 0

if j = p− r + i +1, . . .,n,

for

{

p = r, . . . ,n−1,

i = 1, . . . , r
and

{

p = n,

i = 1, . . . , r −1,

2Examples include computer medical diagnostics (Gi-
meno, 1987) and problems of bio-informatics (H. Kim,
2005).

and, for 1≤ p≤ r −1, it is required that

bi, j = 0

if

{

i = 1, . . . , r − p,

j = 1, . . . ,n,
and

{

i = r − p+1, . . . , r,
j = i − r + p+1, . . .,n.

For matrixA with r ≤ p≤ n, we require

ai, j = 0 (11)

if j = q+ i, . . . , rforq = 1, . . . , r −1, i = 1, . . . , r −q,

and, for 2≤ s≤ m, it is required that

ai, j = 0

if j = s+ i, . . . , r for s= 1, . . . ,m, i = 1, . . . ,s+ r −1,

The above conditions imply the following definitions.

Definition 3. A matrix B satisfying the constraint
(11)–(11) is said to be a causal operator with the
complete variable memoryηB = [g,g + 1, . . . ,n]T .
Here, ηBk

= n when k= n−g+ 1, . . . ,n. The set of

such matrices is denoted byMC(r,n,ηB).

Definition 4. A matrix A satisfying the constraint
(11)–(11) is said to be a causal operator with the
complete variable memoryηA = [r − q+ 1, . . . , r]T .
Here,ηAj

= r when j= q, . . . ,m. The set of such ma-

trices is denoted byMC(m, r,ηA).

3.1 Solution of Problems (8) and (10)

To proceed any further we shall require some more
notation. Let

〈αi ,β j〉 =

∫

Ω
αi(ω)β j(ω)dµ(ω) < ∞, (12)

Exy = {〈αi ,β j〉}
m,n
i, j=1 ∈ Rm×n

,

y1 = [β1, . . . ,βg−1]
T
, y2 = [βg, . . . ,βn]

T
, (13)

z1 = [ϑ1, . . . ,ϑg−1]
T and z2 = [ϑg, . . . ,ϑn]

T
.

(14)
The pseudo-inverse matrix (Golub and Loan,

1996) for any matrixM is denoted byM†. The symbol
O designates the zero matrix.

Lemma 1. (Torokhti and Howlett, 2007) If we de-
finew1 = y1 and w2 = y2−Pyy1 where

Py = Ey1y2E†
y1y1

+Dy(I −Ey1y1E†
y1y1

) (15)

with Dy an arbitrary matrix, thenw1 andw2 are mu-
tually orthogonal random vectors.
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Let us first consider problem (8) whenB has the
complete variable memoryηB = [g,g+1, . . . ,n]T (see
Definition 3).

Let us partitionB into four blocksKB,LB, SB1 and

SB2 so thatB =

[

KB LB

SB1 SB2

]

, where

KB = {ki j} ∈ Rnb×(g−1) is a rectangular matrix,

LB = {ℓi j} ∈ Rnb×nb is a lower triangular matrix,

SB1 = {s(1)
i j } ∈ R(r−nb)×(g−1)

,

SB2 = {s(2)
kl } ∈ R(r−nb)×nb

are rectangular matrices, andnb = n−g+1.

We haveB(y) =

[

TB(w1)+LB(w2)

SB(w1)+SB2(w2)

]

, whereTB =

KB +LBPy and SB = SB1+SB2Py. Then

J1(B) = J(1)(TB,LB)+J(2)(SB,SB2), (16)

where J(1)(TB,LB) = ‖z1 − [TB(w1) + LB(w2)]‖
2
Ω,

J(2)(SB,SB2) = ‖z2− [SB(w1)+SB2(w2)]‖
2
Ω. By anal-

ogy with Lemma 37 in (Torokhti and Howlett, 2007),

min
B∈M (r,n,ηB)

J1(B) = min
TB,LB

J(1)(TB,LB)+ min
SB,SB2

J(2)(SB,SB2).

Therefore, problem (8) is reduced to finding matrices
T0

B , L0
B, S0

B andS0
B2 such that

J(1)(T0
B ,L0

B) = min
TB,LB

J(1)(TB,LB) (17)

and
J(2)(S0

B,S0
B2) = min

SB,SB2
J(2)(SB,SB2). (18)

Taking into account the orthogonality of vectors
w1 andw2 and working in analogy with the argument
on pp. 348–352 in (Torokhti and Howlett, 2007), it
follows that matricesS0

B andS0
B2 are given by

S0
B = Ez2E†

w1w1
+HB(I −Ew1w1E†

w1w1
) (19)

and

S0
B2 = Ez2E†

w2w2
+HB2(I −Ew2w2E†

w2w2
), (20)

whereHB andHB2 are arbitrary matrices.
Next, to findT0

B andL0
B we use the following no-

tation.
For r = 1,2, . . . , ℓ, let ρ be the rank of the matrix

Ew2w2 ∈ Rn2×n2 with nb = n−g+1, and let

Ew2w2
1/2 = Qw,ρRw,ρ (21)

be the QR-decomposition forEw2w2
1/2 whereQw,ρ ∈

Rn2×ρ andQw,ρ
TQw,ρ = I andRw,ρ ∈ Rρ×n2 is upper

trapezoidal with rankρ. We writeGw,ρ = Rw,ρ
T and

use the notationGw,ρ = [g1, . . . ,gρ] ∈ Rn2×ρ where
g j ∈ Rn2 denotes thej-th column ofGw,ρ. We also
write Gw,s = [g1, . . . ,gs] ∈ Rn2×s for s≤ ρ to denote
the matrix consisting of the firsts columns ofGw,ρ.
For simplicity, let us denote thisGs := Gw,s. Next, let
e1

T = [1,0,0,0, . . .], e2
T = [0,1,0,0, . . .], e3

T =

[0,0,1,0, . . .], etc. denote the unit row vectors irre-
spective of the dimension of the space.

Finally, any square matrixM can be written as
M = M∆ +M∇ whereM∆ is lower triangular andM∇
is strictly upper triangular. We write‖ · ‖F for the
Frobenius norm.

Theorem 1. Let B∈ MC(r,n,ηB), i.e., the compres-
sor B is causal and has the complete variable mem-
ory ηB = [g,g+1, . . . ,n]T . Then the solution to prob-
lem (8) is provided by the matrix B0, which has the

form B0 =

[

K0
B L0

B
S0

B1 S0
B2

]

, where the blocks K0B ∈

Rnb×(g−1), S0
B1 ∈ R(r−nb)×(g−1) and S0

B2 ∈ R(r−nb)×nb

are rectangular, and the block L0
B ∈ Rnb×nb is lower

triangular. These blocks are given as follows. The
block K0

B is given by

K0
B = T0

B −L0
BPy (22)

with

T0
B = Ez1w1E†

w1w1
+NB1(I −Ew1w1E†

w1w1
) (23)

where NB1 is an arbitrary matrix. The block L0B =






λ0
1
...

λ0
nb






, for each s= 1,2, . . . ,n2, is defined by its

rows

λ0
s = es

TEz1w2Ew2w2
†GsGs

† + fs
T(I −GsGs

†) (24)

with fsT ∈ R1×n2 arbitrary. The blocks S0B1 and S0
B2

are given by
S0

B1 = S0
B−S0

B2Py (25)

and (20), respectively. In(25), S0
B is presented by

(19). The error associated with the compressor B0 is
given by

‖z−B0y‖2
Ω =

ρ

∑
s=1

n2

∑
j=s+1

|es
TEz1w2Ew2w2

†g j |
2

+
2

∑
j=1

‖Ezj zj
1/2‖2

F −
2

∑
i=1

2

∑
j=1

‖Eziwi Ew j w j
†1/2‖2

F . (26)

Let us now consider problem (10) when the de-
compressorA has the complete variable memoryηA =

[r −q+1, . . . , r]T (see Definition 4).
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In analogy with our partitioning of matrixB, we
partition matrixA in four blocksKA,LA, SA1 andSA2

so thatA =

[

KA LA

SA1 SA2

]

, where

KA = {ki j} ∈ Rq×(r−q) is a rectangular matrix,

LA = {ℓi j} ∈ Rq×q is a lower triangular matrix, and

SA1 = {s(1)
i j } ∈ R(m−q)×(r−q)

,

SA2 = {s(2)
kl } ∈ R(m−q)×q

are rectangular matrices.

Let us partitionz0 so thatz0 =

[

z0
1

z0
2

]

with z0
1 ∈

L2(Ω,Rr−q) andz0
2 ∈ L2(Ω,Rq). We also write

x1 = [α1 . . . ,αr−q]
T and x2 = [αr−q+1, . . . ,αm]T ,

and denote byv1 ∈ L2(Ω,Rr−q) andv2 ∈ L2(Ω,Rq),
orthogonal vectors according to Lemma 1 as

v1 = z0
1 and v2 = z0

2−Pzz0
1,

wherePz = Ez1z2E†
z1z1

+Dz(I −Ez1z1E†
z1z1

) with Dz an
arbitrary matrix.

We write Gv,s = [g1, . . . ,gs] ∈ Rq×s whereGv,s is
constructed from a QR-decomposition ofEv2v2

1/2, in
a manner similar to the construction of matrixGw,s.

Furthermore, we shall defineGs := Gv,s.

Theorem 2. Let A ∈ MC(m, r,ηA), i.e. the de-
compressor A is causal and has the complete variable
memoryηA = [r −q+1, . . . , r]T . Then the solution to
problem(10) is provided by the matrix A0, which has

the form A0 =

[

K0
A L0

A
S0

A1 S0
A2

]

, where the blocks K0A ∈

Rq×(r−q), S0
A1 ∈ R(m−q)×(r−q) and S0

A2 ∈ R(m−q)×q are
rectangular, and the block L0A ∈ Rq×q is lower trian-
gular. These blocks are given as follows. The block
K0

A is given by

K0
A = T0

A −L0
AP (27)

with

T0
A = Ex1v1E†

v1v1
+NA1(I −Ev1v1E†

v1v1
) (28)

where N1 is an arbitrary matrix. The block L0A =






λ0
1
...

λ0
q






, for each s= 1,2, . . . ,q, is defined by its rows

λ0
s = es

TEx1v2Ev2v2
†GsGs

† + fs
T(I −GsGs

†) (29)

with fsT ∈R1×q arbitrary. The blocks S0A1 and S0
A2 are

given by

S0
A1 = S0

A−S0
A2P, S0

A2 = Ex2E†
v2v2

+HA2(I −Ev2v2E†
v2v2

),
(30)

where

S0
A = Ex2E†

v1v1
+HA(I −Ev1v1E†

v1v1
) (31)

and HA2 and HA are arbitrary matrices.
The error associated with the de-compressor A0 is

given by

‖x−A0z0‖2
Ω =

ρ

∑
s=1

q

∑
j=s+1

|es
TEx1v2Ev2v2

†g j |
2(32)

+
2

∑
j=1

‖Exj xj
1/2‖2

F −
2

∑
i=1

2

∑
j=1

‖Exivi Evj vj
†1/2‖2

F . (33)

4 SIMULATIONS

The following simulations and numerical results illus-
trate the performance of the proposed approach.

Our filterF0 = A0B0 has been applied to compres-
sion, filtering and subsequent restoration of the refer-
ence signals given by the matrixX ∈ R256×256. The
matrix X represents the data obtained from an aerial
digital photograph of a plant3 presented in Fig. 1.

We divide X into 128 sub-matricesXi j ∈ Rm×q

with i = 1, . . . ,16, j = 1, . . . ,8, m = 16 andq = 32
so thatX = {Xi j }. By assumption, the sub-matrix
Xi j is interpreted asq realizations of a random vec-
tor x ∈ L2(Ω,Rm) with each column representing a
realization. For eachi = 1, . . . ,16 and j = 1, . . . ,8,
observed dataYi j were modelled fromXi j in the form

Yi j = Xi j •rand(16,32)(i j ).

Here, • means the Hadamard product and
rand(16,32)(i j ) is a 16×32 matrix whose randomly-
chosen elements are uniformly distributed in the
interval(0,1).

The proposed filterF0 has been applied to each
pair {Xi j , Yi j }. Each pair{Xi j , Yi j } was processed by
compressors and de-compressors with the complete
variable memory. We denoteB0

C
= B0 andA0

C
= A0

for such a compressor and de-compressor determined
by Theorems 1 and 2, respectively, so that

B0
C
∈M T (r,n,ηB) and A0

C
∈MC(m, r,ηA)

3The database is available in
http://sipi.usc.edu/services/database/Database.html.
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(c) Estimates of the reference signals by the filter
F0

C
with the complete variable memory.

Figure 1: Illustration of simulation results.

wheren= m= 16, r = 8, ηB = {ηBk}
16
k=1 with ηBk =

{

12+k−1, if k = 1, . . . ,4,

16, if k = 5, . . . ,16
,

and ηA = {ηA j }
16
j=1 with ηA j =

{

6+ j −1, if j = 1,2,

8, if k = 3, . . . ,16
. In this case,

the optimal filter F0 is denoted byF0
C

so that
F0

C
= A0

C
B0

C
. We write

J0
C

= max
i j

‖Xi j −F0
C

Yi j‖
2

for a maximal error associated with the filterF0
C

over
all i = 1, . . . ,16 and j = 1, . . . ,8. The compression
ratio wasc = 1/2. We obtainedJ0

C
= 3.3123e+005.

The results of simulations a are presented in Fig.
1 (a) - (c).
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Abstract: In the continuous casting process, various control strategies are used to reduce the mold level fluctuations 
which cause surface defects in the final product. This paper proposes a control structure able to improve the 
reduction of the bulging effect on the mold level. It is based on the Aström’s modified Smith predictor 
scheme which presents the advantage that the setpoint response is decoupled from the disturbance rejection 
transfer function. ∞H  control theory is utilized to develop the controller of this second loop. Both the 
disturbances rejection and the robust stabilization are considered in this design. Effective tuning rules are 
also given. Simulation results confirm that the proposed design is more effective than the one based on the 
PID control law currently implemented in several real plants. 

1 INTRODUCTION 

In the steel industry, the continuous casting is the 
most used process to solidify the steel. Mold level 
control strategies are a key factor in ensuring the 
quality of the final product. Real implementation 
remains however complex because the controllers 
have to take into consideration the process 
uncertainties, the operating point changes and the 
disturbances affecting the casting. In order to lower 
the level fluctuations, several control theories have 
been applied in recent years. Some of them are 
already implemented at real plants. For example, an 
adaptive control law has been used to improve the 
mold level control accuracy (Kurokawa et al., 1992). 
Matoba et al. applied the LQ control in the case of 
low speed casters (Matoba et al., 1990). In the 
present paper, a new control design is proposed 
aiming at reducing the bulging effect on the mold 
within a guaranteed delay margin. The performances 
are compared to those of the currently implemented 
PID control law. 

The paper is structured as follows. Next section 
describes the continuous casting machine, the 

phenomena disturbing the casting operations and 
presents the plant model and the PID control law 
implemented in the plants. Section III examines the 
Smith predictor and its modified version. Based on 
this one, the control structure designed using ∞H  
framework is presented. Section IV validates in 
simulation the proposed structure showing its 
efficiency compared to PID. 

2 CONTINUOUS CASTING 
MACHINE 

2.1 Process Description 

As shown in Figure 1, in the continuous casting 
machine, molten steel flows from the ladle through 
the tundish into the mold. The steel is solidified in 
the mold cooled by the water. A solidified shell is 
thus formed and continuously withdrawn out of the 
mold until the outlet of the machine where the steel 
fully solidified is cut into pieces used by different 
manufacturing processes. 
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Mold 

Tundish 
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Nozzle 

Stopper rod 

 
Figure 1: Continuous casting machine. 

The steel level in the mold is a balance between 
the flows in and out of the mold. In order to regulate 
it, the actuator moves the stopper rod vertically to 
control the flow into the mold while the casting 
speed is kept constant. The controller uses also a 
sensor which measures only local level variations. 

During casting operations, several disturbances 
occur and affect all the parts of the machine 
including the mold level regulation loop. The 
following two kinds of disturbances are dominant 
(Jabri et al., 2008a). 

2.2 Disturbances 

The main disturbance considered here is the bulging 
which occurs between rolls due to increasing 
pressure inside the strand. Its profile is strongly 
affected by the roll pitch and lightly by the cooling 
conditions. Unsteady bulging generates important 
level fluctuations in the mold (Yoon et al., 2002). 
Frequencies of this phenomenon appear to be in the 
range of 0.03-0.1Hz. 

Other disturbances take place as the slow phase 
of clogging followed by a sudden unclogging that 
raises considerably the mold level (Thomas and Bai, 
2001). There are also stationary surface waves of 
molten steel in the mold. Their frequencies depend 
on the mold width and are between 0.65 and 0.85Hz. 

2.3 Plant model 

Considering the description above and neglecting 
the level sensor dynamics, the plant model 
classically used for the design of the main control 

law is shown in Figure 2, with *P  the control input, 
P  the stopper position, N  the mold level, inQ  and 

outQ  the flow-rate into and out of the mold. 

saτ+1
1  s

n
neG τ-  Ss

1  
*P P inQ

outQ
N

+ - 

 
Figure 2: Plant model. 

The parameters of the transfer functions 
appearing in the plant model are: aτ  the actuator 
time constant, nG  the stopper gain, nτ  the nozzle 
delay, S  the mold section and s  the Laplace varia-
ble. The process transfer function is thus given by: 

 

s

a

s
n n

n

eH
sSs

eG
H τ

τ

τ
−

−

=
+

= 0)1(
 (1) 

 
In the plants, the mold level is often regulated by 

means of a PID controller which is not sufficient for 
bulging rejection. This current control strategy will 
be further used for comparison purposes. The tuning 
parameters are as follows, where the time constant 
of the derivative action filter is given by βdT : 

10s 2.0s 938.0 ==== βdi TTK   

3 SMITH PREDICTOR 
CONTROL 

3.1 Conventional Smith Predictor 

The Smith predictor is widely used for the control of 
systems with time delays. It is a highly effective 
dead-time compensator especially for stable 
processes whose time delay is known (Figure 3). 

)(sC
s

eG

a

s
n

n

τ

τ

+

−

1
 

Ss
1  

*N ε *P inQ
outQ

N
- + - + 

+ + )(0 sH  sne τ−−1  

 
Figure 3: Conventional Smith predictor. 

As shown in the equation below where 0H  is the 
delay free part of the plant model, the main 
advantage of the Smith predictor is that the delay is 
eliminated from the closed loop equation: 
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If the flow out of the mold outQ  is equal to zero, 
the steady state error for a constant setpoint is equal 
to zero too because the open loop contains an 
integral term. However, the steady state error 
imposed by a constant flow out of the mold 
considered as a disturbance is not equal to zero 
because at low frequencies, its Laplace transform is 
given by: 

out
n

s

out

s

Q

Q
S

Q
sHsCSs

esHsCNs
n

τ

ε
τ

0

0

0

))()(1(
1)1)(()()(

→

−

∝

+
+−−

=−=
 (3) 

In order to avoid this problem, several authors 
have suggested modifications to the original Smith 
predictor. Lim et al., 1990 proposes an extension 
based on the introduction of an additional feedback 
containing nnG τ  in parallel with )()(0 sHsH − . 
Although this structure cancels the steady state error, 
it does not allow users to tune the disturbances 
rejection which is a key factor in mold level control. 
The following paragraph describes the solution 
proposed by Aström to overcome this problem with 
the capability of shaping the frequency 
characteristics of the disturbances rejection (Chen et 
al., 2007). 

3.2 Aström’s Modified Smith Predictor 

In (Aström et al., 1994), a two-degree of freedom 
modified Smith predictor is presented for first order 
integrative processes with dead time as shown in 
Fig. 4. The Astrom’s Smith predictor decouples the 
disturbance response from the setpoint one and 
therefore can be independently optimized. 
Therefore, we can tune the performance of either 
setpoint tracking (through the transfer function 

)(sC ) or disturbance rejection (through the transfer 
function )(sM ) without affecting the other. 
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Figure 4: Aström’s modified Smith predictor. 

In this configuration, the setpoint response is 
given by: 

sne
sHsC

sHsC
N
N τ−

+
=

)()(1
)()(

0

0
*  (4) 

and the disturbance response is given by: 

)1(
1

0
s

out neMHSsQ
N

τ−+
−

=  (5) 

In this work, the Aström’s Smith predictor 
structure is used to reduce the influence of the 
bulging on the mold level. 

In (Guanghui et al., 2007), the proposed block 
diagram )(sM  is the following where )(0 sM  is the 
transfer function containing the tuning parameters: 

 

0

0

H
M

 

H  

+ + 

 
Figure 5: Proposed M(s) scheme. 

Some tuning rules are given for )(0 sM  in order 
to eliminate the steady state error with a step 
disturbance. Unfortunately, this design does not 
improve the bulging rejection. Moreover, it uses the 
identification results of the gain and the delay and 
depends thus upon uncertainties on these two 
parameters. 

Other simple forms of )(sM , e.g. first order 
function, have been investigated without success. In 
this paper, ∞H  control theory is used to shape the 
disturbance response by adjusting )(sM . Finally, 
the main controller )(sC  is chosen constant which is 
sufficient to tune the closed loop response time. 

3.3 M Design using ∞H  Control 
Theory 

For simplicity reasons, Figure 6 shows only the 
disturbance rejection loop. In order to achieve the 
foregoing specifications, a ∞H  control problem, 
described in Figure 7 and Figure 8, is established 
(Zhang et al., 1991). A second disturbance W  
(which represents the standing waves actually) was 
added to the initial bulging rejection loop to be able 
to solve the ∞H  problem which requires several 
assumptions. In the proposed scheme, two weighting 
functions have been introduced. The first one 1W  is 
chosen to reduce the bulging effect on the level. The 
second one 2W  is tuned in order to achieve robust 
stability under delay changes and uncertainties. 
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Figure 6: Disturbance rejection loop. 
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Considering the state space formalism of the 
process described in Figure 7, the ∞H  control 
problem is formulated as follows: 
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Figure 7: Standard ∞H  problem. 

In order to approximate the time delay effect, the 
first order Pade function is used. 

Since the bulging is described by a sinusoidal 
function with a frequency band between 0.03 and 
0.1Hz, )(11 sB  should have a weak magnitude over 
this frequency range. First, 1W  is thus selected so 
that its gain is high over bulging frequencies and 
high enough on the low frequency band in order to 
eliminate the steady state error. In this work 1

1
−W  is 

chosen as a phase lead compensator: 

sTa
sTKW
ww

w
w
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1
1

1
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1
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=−  with: 11 ≺wa  (8) 

Secondly, 2W  is tuned using the small gain 
theorem in order to achieve robust stability under 

delay changes. In fact, if the time delay changes less 
than nτΔ  (this upper bound is assumed to be 
known), the bulging rejection loop is stable if: 

1
1

≺
∞

Δ
+
−

MH
HM  (9) 

with Δ  a multiplicative uncertainty given by: 

)1( Δ+= HH a  and 1−=Δ ⋅Δ sne τ  (10) 

Knowing that: 00 HeHH sn == −τ  (11) 

(9) is equivalent to: 
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As Δ  satisfies the following inequality: 
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2W  is then chosen as: 

ωτ
ωτω
j

jjW
n

n

⋅Δ+
⋅Δ

1
2)(2  (14) 

The two filters 1W  and 2W  should be calculated 
from equations (8) and (14). Finally, the ∞H  
problem is solved using the Glover-Doyle’s 
algorithm (Glover et al., 1988). 

4 SIMULATION RESULTS 

The control structure designed in this way is tested 
by means of a mold level simulator developed with 
parameters issued from a real plant (Table 1). The 
previous tuning considers only the bulging rejection. 
The standing waves rejection was not explicitly 
taken into account. 

Table 1: Plant model parameters. 

Parameter Value 
aτ  s05.0  

nτ  s5.0  

nG  /s/mmmm10 36  
S  2mm2281600×  
v  m/min5.1  
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Figure 8: Block diagram of the proposed design.

The weight functions of the proposed design are: 

s
sW
58.132.0

5.01
1 +

+
=   

s
sW

+
=

1
7.2

2   

2W  was selected according to equation (14) in 
order to achieve a delay margin greater than the 
identified delay value (0.5s). In this case, the ∞H  
controller is given by: 

)2.0)(2.1)(9.9)(482(
)57.0)(1)(4)(20(27

1 ++++
++++

=
ssss

ssssM   

The stability and the robustness of the system 
controlled by the PID and the Aström’s modified 
Smith predictor can be analyzed using the following 
diagrams. They show the control laws actions when 
the bulging occurs. 

Figure 9 shows that the bulging rejection transfer 
function was improved with the modified Smith 
predictor. However, the steady state error is not 
equal to zero. In order to overcome this problem, the 
least of all the poles in 1M  was replaced by zero. 
Therefore, the new controller is given by (see 
Figure 10 for the new Bode diagram): 

)2.1)(9.9)(482(
)57.0)(1)(4)(20(27

2 +++
++++

=
ssss

ssssM   

Figure 10 shows that the performances over the 
bulging frequency band are not modified. Those 
over lower frequencies are improved. 

 
Figure 9: Bode diagram of the bulging rejection (case M1). 

Considering 2M , the main controller C  was 
adjusted to set the closed loop response time 
( 1=C ). Figure 11 presents results obtained for a 
level variation of 10 mm. 

 
Figure 10: Bode diagram of the bulging rejection 
(case M2). 

0  
Figure 11: Mold level (mm). 

 
Figure 12: Mold level during bulging when delay changes. 
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Figure 12 shows the mold level when the delay 
changes during bulging whose frequency is 0.05Hz. 
Using 2M , the performances remain better than 
those of the PID. 

 
2M  can also be approached by a PID control law 

(see Figure 13 for the Bode diagrams) as follows: 
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0.00251
12.037.0151.03   

Finally, the performances of all the versions of 
the Aström’s modified Smith predictor are summa-
rized and compared with those of the PID in Table 2. 

 

Figure 13: Bode diagrams of all the versions of Aström 
predictor. 

Table 2: Performances of the proposed control laws. 

Specifications PID 
Aström predictor 

1M  2M  3M  

Cutoff frequency (rad/s) 1.06 1.3 1.3 1.41 

Gain margin (dB) 8.7 10.1 9.9 10.4 

Phase margin (°) 66 54 46 42 

Delay margin (s) 1.1 0.75 0.61 0.52 
)(max 11]Hz1.003.0[

ω
ω

jB
∈

(dB) 9 7.2 8.1 7.1 

)(min 11]Hz1.003.0[
ω

ω
jB

∈
(dB) 8 2 -1.1 -0.6 

Steady state error % outflow 0 small 0 0 

5 CONCLUSIONS 

This paper presents an effective method based on 
∞H  control theory combined with the Aström’s 

modified Smith predictor which enhances the 
disturbance rejection performance compared to the 
conventional Smith predictor. This one cannot 

indeed be utilized in the mold level control process 
since it leads to a steady state error as a response to a 
step disturbance. 

Using simple tuning rules, the level error was 
reduced compared to the PID control with regards to 
robust stability. Moreover, this technique allows 
shaping the disturbance rejection independently 
from the closed loop response time which is not the 
case for PID. Further improvements may include 
additional features as the introduction of observers 
and feed-forward actions. 
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Abstract: In the paper a fast computational routines for identification algorithms for recovering nonlinearities in Ham-
merstein systems based on orthogonal series expansions of functions are proposed. It is ascertained that both,
convergence conditions and convergence rates of the computational algorithms are the same as their much
less computationaly attractive ’theoretic’ counterparts. The generic computational algorithm is derived and
illustrated by three examples based on standard orthogonal series on interval, viz. Fourier, Legendre, and Haar
systems. The exemplary algorithms are presented in a detailed, ready-to-implement, form and examined by
means of computer simulations.

1 INTRODUCTION

Recursive routines for nonparametric identification
are of interest for practitioners mainly because the
recursive formulas, involving only the last estimate
value and/or the current measurements, are much sim-
pler and much less computationally demanding than
their closed-form counterparts, and hence, they seem
to be more suitable for applications with limited com-
putational capabilities (e.g. in power constrained mo-
bile and/or remote devices).

The advantages of the recursive orthogonal series
identification algorithms presented here may thus be
of importance for a wide range of prospective users,
since Hammerstein systems (i.e. the cascades of non-
linear static element followed by the linear dynamics;
Fig. 1) are a popular modelling tool in many fields,
see (Giannakis and Serpedin, 2001); e.g. in biocy-
bernetics: (Westwick and Kearney, 2001; Dempsey
and Westwick, 2004; Kukreja et al., 2005), chem-
istry: (Eskinat et al., 1991), control: (Lin, 1994; Zi-
Qiang, 1993; Zhu and Seborg, 1994), and in econ-
omy: (Capobianco, 2002).

In the paper the new fast routine for a generic or-
thogonal series algorithm modelling a nonlinear char-
acteristic in Hammerstein systems is proposed and
three examples, employing representative orthogonal
bases on intervals, are presented. Namely, the follow-
ing algorithms are provided in a unified and ready-to-

implement form:
• the Fourier trigonometric,
• the Legendre polynomial, and
• the Haar wavelet algorithm.

Nonparametric estimates1 are well known for their
flexibility. They allow to model virtually any non-
linearity – be it continuous or not – exploiting the
measurement set only, see e.g. (Härdle, 1990; Györfi
et al., 2002). Application of orthogonal series, in par-
ticular, enables evaluation of the estimates values in
arbitrary points and at any stage of the identification
process (in contrast to kernel-based recursive algo-
rithms when the estimation points need to be set be-
forehand; see e.g. (Greblicki and Pawlak, 1989)).

2 REFERENCE ALGORITHM

The Hammerstein system under consideration is de-
scribed by the discrete-time input-output equation

yk = ∑
i=0,1,...

λim(xk−i)+ zk (1)

where m(x) is the system nonlinearity, {λi} is the im-
pulse response of the dynamic subsystem, and zk is

1The term ’nonparametric’ refers to the a priori knowl-
edge which is at ones disposal rather to the form of the re-
sulting algorithm.
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the external, additive noise. The standard nonpara-
metric assumptions are imposed on the system char-
acteristics, input signals and external noise; cf. (Gre-
blicki and Pawlak, 1994; Greblicki and Pawlak, 2008;
Śliwiński et al., 2009):
1. An input signal, {xk}, and an external noise,
{zk}, are second-order random stationary pro-
cesses. They are mutually independent and the
latter is a zero-mean process. The input {xk} is
white and has density, f (x), strictly positive in the
identification interval, say a standard unit interval,
[0,1].

2. A nonlinear characteristic of the static system,
m(x), has ν derivatives.

3. A linear dynamic subsystem is asymptotically sta-
ble. Its impulse response, {λi}, i = 0,1, . . ., is un-
known.

4. A set, {(xl ,yl)}, l = 1,2, . . . ,k, . . . of the system
input and output measurements is available.

m(x) { }i¸
xk yk

zk

Figure 1: The identified Hammerstein system.

Remark 1. Due to a composite structure of Ham-
merstein systems, only a scaled and shifted version
of the characteristic m(x) of the static block, i.e. the
nonlinearity µ(x) = am(x) + b, where a = λ0 6= 0,
b = Em(x1)∑

∞
i=1 λi, can at most be recovered from

the input-output measurements. Indeed, the following
holds, cf. (1) and (Greblicki and Pawlak, 2008):

E (yk |xk = x ) = λ0m(x)+Ezk

+E ∑
i=1,...

λim(xk−i)

= λ0m(x)+b
and to recover the genuine m(x) in general case, one
needs an additional a priori information about the
nonlinearity, e.g. its value in some points.

The reference algorithm construction starts with
the observation that any square integrable function in
the unit interval [0,1] may be represented by the or-
thogonal series (expansion):

µ(x) =
∞

∑
m=0

αmφm (x) (2)

where {φm} , m = 0,1, . . . is a proper orthonormal ba-
sis on the interval [0,1] , and where

αm = 〈φm,µ〉=
∫ 1

0
φm (x)µ(x)dx (3)

are the expansion (generalized Fourier) coefficients
associated with φm’s. Let µm (x) be an m-term ap-
proximation (cut-off) of µ(x) , that is, let (cf. (2))

µm (x) =
m

∑
m=0

αmφm (x) . (4)

Due to the completeness of the basis {φm} we have∫ 1

0
[µ(x)−µm (x)]2 dx→ 0 as m→ ∞

for virtually any µ(x); cf. (2). Moreover, due to
orthogonality of {φm}, the approximation accuracy
grows with the increasing number of approximation
terms, m, as the approximation error is ∑

∞
m=m+1 α2

m.
Assume now that for any k, the earlier and present

measurements {(xl ,yl)}, l = 1, . . . ,k, are sorted (or-
dered) increasingly with respect to the input values xl .
Then, the orthogonal series reference algorithm may
have the following natural form (cf. (4))

µ̄m (x) =
m

∑
m=0

ᾱmφm (x) (5)

where (cf. (3) and see (Greblicki and Pawlak, 1994;
Greblicki and Pawlak, 2008))

ᾱm =
k

∑
l=1

yl

∫ xl

xl−1

φm (u)du (6)

are estimates of the true expansion coefficients αm
(with x0 = 0). The following theorem describes the
limit properties of the reference algorithm:

Theorem 1. If the number m of terms in (5), i.e. the
number of the estimated coefficients ᾱm in the algo-
rithms, increases with the measurements number k so
that

m→ ∞ and m/k→ 0 as k→ ∞,

then

E
∫ 1

0
[µ(x)− µ̄m (x)]2 dx→ 0 as k→ ∞.

Moreover, for Fourier and Legendre series the algo-
rithm attains, for m =

⌊
k1/(2ν+1)

⌋
, the best possible

asymptotic convergence rate, i.e. for any ε > 0, it
holds for them that

E
∫ 1−ε

ε

[µ(x)− µ̄m (x)]2 dx = O
(

k−2ν/(2ν+1)
)

while the convergence of the Haar series algorithm
achieves, for m =

⌊
k1/3

⌋
, the asymptotic rate

E
∫ 1

0
[µ(x)− µ̄m (x)]2 dx = O

(
k−2/3

)
for any ν = 1,2, . . ..

COMPUTATIONAL ALGORITHM FOR NONPARAMETRIC MODELLING OF NONLINEARITIES IN
HAMMERSTEIN SYSTEMS

117



Proof. The proofs of the theorem for the algorithms
with Fourier trigonometric and Legendre polynomial
bases can be found in (Greblicki and Pawlak, 1994)
and in (Greblicki and Pawlak, 2008). The proof for
Haar wavelet algorithm is in (Greblicki and Śliwiński,
2002).

Remark 2. Using sorted measurements results in
a non-quotient form of the identification algorithms.
Such a form (achieved at a moderate cost of keep-
ing the measurement data sorted) can be seen as su-
perior to the alternate quotient-form estimates from
the stability and numerical error standpoint, espe-
cially, when the number of measurement data is
small or moderate (see (Śliwiński, 2009a; Śliwiński,
2009b) for on-line and e.g. (Greblicki, 1989; Pawlak
and Hasiewicz, 1998; Hasiewicz, 1999; Hasiewicz,
2001; Hasiewicz et al., 2005) for off-line quotient or-
thogonal series algorithms). The orthogonal series
algorithm (5)-(6) were presented in (Greblicki and
Pawlak, 1994).

3 COMPUTATIONAL (FAST)
ALGORITHM

In a view of Theorem 1, the algorithm (5)-(6) pos-
sesses desirable theoretical properties. It however
seems not to be computationally attractive for the fol-
lowing two reasons:

• calculating coefficient estimates needs integra-
tion, and
• updating the estimates, in case when the new

measurement data appear, requires repeating
the whole computation routine (6) ’right from
scratch’.

Our goal is therefore to make the algorithm com-
putationally efficient without sacrificing its prominent
properties. Namely, the abovementioned numeric
shortcomings maybe circumvented by:

• avoiding explicit integration in favor of subtrac-
tion, and
• providing a computation formula for recursive up-

dating of coefficients estimates.

The goal is accomplished in the following fast
generic routine. The first step is elementary – we
simply apply here The First Fundamental Theorem of
Calculus to get the integration-free counterpart of the
estimate in (6)

ᾱm =
k

∑
l=1

yl [Φm (xl)−Φm (xl−1)] (7)

where Φm (x) are the indefinite integrals for the ba-
sis functions φm (x). The second step is described
in the following proposition (being a generalization
of the result presented in (Śliwiński et al., 2009) for
wavelets).

Proposition 2. Let ᾱ
(k)
m denote the estimate of the

expansion coefficient αm obtained for k measure-
ments. Given the ordered sequence, {(x1,y1), . . . ,
(xl ,yl),(xl+1,yl+1), . . . ,(xk,yk)}, assume that for the
new, (k+1)th measurement pair, (xk+1,yk+1), it holds
that xl < xk+1 < xl+1. Then, (i) the new pair is in-
serted between (xl ,yl) and (xl+1,yl+1) to maintain the
ascending order of the updated measurement set, and
(ii) the following recurrence formula should be ap-
plied to update the coefficient estimates

ᾱ
(k+1)
m = ᾱ

(k)
m +(yk+1− yl+1)× (8)
× [Φm (xk+1)−Φm (xl)]

with the initial values ᾱ
(0)
m = 0, and with the initial

measurements set {(0,0),(1,0)}.

Proof. The proof is immediate. To derive the recur-
rence formula (8), it suffices to subtract the estimate
in (7), computed for k, from the one obtained for k+1
measurements.

Below we present three examples showing how
to implement Fourier, Legendre, and Haar orthogonal
systems in the general identification routine (5)-(8).

3.1 Fourier Trigonometric Series

Since sequence of trigonometric functions√
1/2π,

{√
1/πcos(mu) ,

√
1/πsin(mu)

}
constitutes, for m = 1,2, . . . , an orthogonal basis on
the interval [−π,π]; cf. (Szego, 1974; Greblicki and
Pawlak, 2008), thus for our identification interval,
[0,1], we need φ0 (x) = 1 and

φ2m−1 (x) =
√

2sin((2m−1)πx)

φ2m (x) =
√

2cos(2mπx)

for m = 1,2, . . .. From the above we immediately ob-
tain Φ0 (x) = x and

Φ2m−1 (x) = − κ

2m−1 cos((2m−1)πx)

Φ2m (x) = κ

2m sin(2mπx)

for m = 1,2, . . . and κ =
√

2/π.
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3.2 Legendre Polynomial Series

The Legendre polynomials can be defined recursively
as

pm+1 (x) = 2m+1
m+1 xpm (x)+ m

m+1 pm−1 (x)

for m = 1,2, . . . with p0 (x) = 1, p1 (x) = x; cf. (Szego,
1974; Greblicki and Pawlak, 2008). They form an
orthonormal basis on the interval [−1,1] with the
weighting function

√
(2m+1)/2. In our algorithm,

for the unit interval we thus need a slightly reformu-
lated

φm (x) =
√

2m+1pm (2x−1) .
The following recurrence formula for primitives of
Legendre polynomials holds (see the derivation in
Proposition 3 in Appendix A).

Pm+1(x)=κm
(
x2−1

)
pm(x)+KmPm−1(x)

for m = 1,2, . . ., where κm =
(2m+1)/((m+1)(m+2)), Km =
m(m−1)/((m+1)(m+2)) and P0 (x) = x + 1,
P1 (x) =

(
x2−1

)
/2. Eventually, we have

Φm (x) =
√

2m+1
2 Pm (2x−1) .

3.3 Haar Wavelet Series

To construct Haar wavelet basis one needs two func-
tions, the father and mother Haar wavelets:

ϕ(x) = I0≤x<1 (x) and ψ(x) = ϕ(2x)−ϕ(2x−1)
and translations and dilations of the latter, i.e.

ψkl = 2k/2
ψ

(
2kx− l

)
where the indices k, l run through the ranges 1, . . . ,
and 0, . . . ,2k−1, respectively; cf. e.g. (Wojtaszczyk,
1997). In our case the identification interval, [0,1],
is the native one for Haar system and we can directly
take

φ0 (x) = ϕ(x) and φm (x) = ψkl (x)
for m = 1,2, . . ., where

k = blog2 mc and l = mmod2k (9)
and where xmody = x− y · bx/yc denotes standard
modulus function.

Since, in fact, the father wavelet, ϕ(x), is merely
a box function, then the primitives of basis functions,
φm (x), are simply

Φ0 (x) = xI0≤x<1 (x)+ Ix≥1 (x)
and

Φm (x) = 1√
2k+1

[
Φ0

(
2k+1x− l

)
− Φ0

(
2k+1x− (l +1)

)]
for m = 1,2, . . . with k, l dependent on m and defined
as in (9).

4 COMPUTATIONAL
COMPLEXITY ANAYSIS

In what follows we compare the computational com-
plexities of both the reference and the proposed fast
computational versions.

4.1 Reference Algorithm

In the reference algorithm implementation one can
naturally distinguish two phases with the main rou-
tine (5)-(6) preceded by sorting of the measurement
sequence. The latter, employing a fast sorting algo-
rithm (e.g. quick sort, heap sort; cf. (Knuth, 1998)),
needs O (k logk) operations.

A naive implementation of the main routine (5)-
(6) requires O (mη) operations in (5) and O (kι) oper-
ations in (6), where O (η) is the cost of evaluating of
φm (x) and where O (ι) is the cost of calculating of the
definite integral for φm (x). The overall cost is there-
fore O (mη · kι). In a view of Theorem 1 this reads
O
(

k1+1/(2q+1) ·ηι

)
. In case of the Fourier and Haar

algorithms we have O (η) = O (1). In the Legendre al-
gorithm computing φm (x) (i.e. a polynomial of order
m) takes m operations. The cost O (ι) of computing
integrals (since the indefinite integrals for φm (x) are
known) is the same.

Table 1: Complexities of a direct implementation of the ref-
erence algorithms.

Algorithm Cost

Fourier O
(

k
2

2q+1 (q+1)
)

Legendre O
(

k
2

2q+1 (q+2)
)

Haar O
(

k
4
3

)

4.2 Fast Algorithm

Using the above naive implementation results in cost
of at least O

(
k2(q+1)/2q+1

)
operations for every sin-

gle new measurement to be added. Our algorithm
(5), (8) substantially reduces this complexity. First,
searching for the pairs (xl ,yl) and (xl+1,yl+1) in the
measurement sequence (employing e.g. a standard bi-
nary search algorithm) requires O (logk) operations;
cf. (Knuth, 1998). Computing the updated value
of µ̄m (x) requires another O (m(k)) operations. The
overall cost of the Fourier and Legendre algorithms
(in the latter the recurrence formulas (10), (11) are
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used) is therefore of order O (logk) +O (m(k)) =
O( 2q+1√k).

In case of the Haar algorithm, this cost can fur-
ther be reduced to the order O (logk) after observa-
tion that, due to compactness of Haar functions sup-
ports, only O(logk) terms of are involved in computa-
tions of (5), (8). Indeed, using wavelet ’natural’ scale-
translation notation (cf. (9)), one can easily ascertain
that, for each scaling index n = 0, . . . ,blog2 m(k)c, at
most one function ψnl (x) is non-zero – the one with
translation index l = b2nxc. The computation phase
of the Haar algorithm requires thus only O (logk) op-
erations for m = b 3√kc.

Table 2: Complexities of fast implementation of the refer-
ence algorithms.

Algorithm Cost

Fourier O
(

k
1

2q+1
)

Legendre O
(

k
1

2q+1
)

Haar O (logk)

5 NUMERICAL EXPERIMENTS

The first two examples, the Fourier and Legendre al-
gorithms, possess the same asymptotic behavior while
the last, the Haar one, is slightly slower for smooth
nonlinearities (i.e. for ν = 2,3, . . .). However, as we
will see in the following numerical experiments, this
fact does not necessarily hold true for sample sizes
being small or moderate.

To this end, the following piecewise-
[smooth|linear|constant] characteristics, referred
further to as the root, ramp, and step functions,
respectively, were considered in the interval [0,1]:

m(x) =


3
√

u
2
(
u+ 1

2

)
I
(
u+ 1

2

)
+2I

(
u− 1

2

)
−1

I (u+1)− I (u)

where u = 2x− 1 and I (x) is the abbreviated nota-
tion of the box function I0≤x<1 (x). The number m of
estimate components, i.e. of coefficients in the algo-
rithms, was governed by the practical rule, according
to which m = b 3√kc; cf. (Greblicki and Pawlak, 2008;
Hasiewicz et al., 2005). The input {xl}was uniformly
distributed over [0,1], and the (infinite) impulse re-
sponse of the dynamic part was λi = 2−i, i = 0,1, . . .
(thus we had exactly µ(x) = m(x) for all three non-
linearities, cf. Remark 1); the external zero-mean uni-
form noise was set to make max |zl |/max |m(x)| =
10%. Numerically computed MISE error served as
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Figure 2: The algorithms errors for three test nonlinearities:
a) root, b) ramp, and c) step one.

the indicator of algorithms accuracy (computed in
slightly narrowed interval, [ε,1− ε] ,ε = 0.1, in order
to avoid the boundary effect affecting Fourier algo-
rithm (cf. Figs 2a and 3)).
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Figure 3: Boundary effect illustration.

The experiments unveil that algorithms offer sim-
ilar accuracy for the root function. Slightly better
performance of Legendre algorithm in case of ramp
function and the Haar algorithm in case of step func-
tion can both be attributed to similarity of their basis
functions to the respective nonlinearities. Neverthe-
less, the Haar wavelet algorithm – achieving the simi-
lar results and being much faster – can be pointed out
as the most effective across the whole experiment.
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6 FINAL REMARKS

The new class of fast routines for nonparametric iden-
tification algorithms recovering the nonlinearity in
Hammerstein systems has been proposed. Preserving
all the asymptotic properties of their off-line origins,
the new algorithms offer much more computationally
efficient formulas. Comparing the algorithm proper-
ties one can draw the following conclusions:

• Fourier algorithm is fast but prone to boundary
effect,
• Legendre algorithms is the slowest but free bound-

ary problems, finally
• Haar algorithm is fast but do not perform well in

case of smooth nonlinearities (like the Fourier and
Legendre do).

Remark 3. Owing to the beneficial features pointed
out above it is not a serious disadvantage that all
measurement data need to be kept in our algorithm.
This – admittedly idiosyncratic feature – is a conse-
quence of both the form of the initial off-line version
of the algorithm (6) and the random nature of the in-
put data; cf. (Śliwiński et al., 2009). Moreover, the
measurement set needs to be maintained only during
the synthesis of the estimate. In the implementation
step, all k measurements can be rid off and only m
coefficients (with m being a significantly smaller num-
ber than k) have to be stored. Observe also that in all
nonparametric algorithms, be them kernel or k−NN
algorithms, see e.g. (Györfi et al., 2002; Greblicki
and Pawlak, 2008), the measurements need to be kept
as well in order to allow computing the estimate value
in arbitrary point.

That the measurements need to be kept in non-
parametric modelling is rather typical as the measure-
ments are essentially the only source of the infor-
mation about the system/phenomenon. This problem
is addressed in (Śliwiński, 2009a; Śliwiński, 2009b)
where the quotient form wavelet algorithm is pro-
posed. It is shown there that – on the one hand side –
getting rid of the measurements allows the algorithms
to be asymptotically equivalent to those possessing all
the data, but – on the other – reveals that for small and
moderate measurements number such algorithm per-
form worse.

Finally, we would like to emphasize that the
simplicity of the proposed computational algorithm
should be seen as an advantage for the practitioners
as it allows a straightforward implementation (cf. the
Appendix).
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APPENDIX

Recursion in Legendre Polynomials

The well known recurrence relation between Legen-
dre polynomials of adjacent orders (see e.g. (Szego,
1974)), i.e.:

(m+1) pm+1 (x) = (2m+1)xpm (x)+mpm−1 (x)

allows convenient generation of increasing order ele-
ments of polynomial orthogonal basis

pm+1 (x) = 2m+1
m+1 xpm (x)+ m

m+1 pm−1 (x) (10)

for m = 1,2, . . . , given p0 (x) = 1 and p1 (x) = x.
In the following proposition we show that the sim-

ilar relation holds for primitive functions of these
polynomials.

Proposition 3. Let Pm (x) =
∫ x
−1 pm (u)du. The fol-

lowing recurrence relation holds

Pm+1(x) =
(2m+1)(x2−1)
(m+1)(m+2) pm(x) (11)

+ m(m−1)
(m+1)(m+2)Pm−1(x)

for m = 1,2, . . . and with

P0 (x) = x+1 and P1 (x) = 1
2

(
x2−1

)
.

Proof. We will give only a sketch of the proof as it
involves elementary (yet a bit tedious) calculations.
Integrating both sides of the formula in (10) yields

Pm+1 (x) = 2m+1
m+1

∫ x

−1
upm (u)du− m

m+1 Pm−1 (x) (12)

Employing now integration by parts and another
known recursive formula:(

1− x2) p′m (x) = m [pm−1 (x)− xpm (x)]

we get∫ x

−1
upm (u)du = x2−1

m+2 pm (x)+ m
m+2 Pm−1 (x)

which applied to (12) yields (11), and (after substi-
tution m := m - 1) the formula used in subsequent
C++ implementation.

Code Samples

The following C++ implementations of the presented
recursive formulas prove not to be much more intri-
cate than their mathematical origins in (10):

template <typename T> struct p
{
T operator()(T const &x, size_t m)const
{

T const _2_ = T(2), _1_ = T(1);
if(m == 0) return _1_;
if(m == 1) return x ;
p<T> const lp;
return ((_2_*m-_1_)*x*lp(x, m-1)

- (m-_1_)*lp(x, m-2))/m;
}
};

and in (11), respectively:

template <typename T> struct P
{
T operator()(T const &x, size_t m)const
{
T const _2_ = T(2), _1_ = T(1);
if(m == 0) return x + _1_;
if(m == 1) return (x*x - _1_)/_2_;
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p<T> const lp;
P<T> const lpi;
return ( (_2_*m-_1_)*(x*x-_1_)

* lp(x, m - 1)
+ (m - _1_) * ( m - _2_)
* lpi(x, m - 2))

/(m * (m + _1_));
}
};
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Abstract: Parametric modelling deals with determination of model parameters of a system. Parametric modelling of 
systems may benefit from advantages of real coded genetic algorithms (RCGAs), as they do not suffer from 
loss of precision during the processes of encoding and decoding compared with Binary Coded Genetic 
Algorithm.  In this paper, RCGA is used to identify the best model order and associated parameters 
characterising a thin plate system. The performance of the approach is assessed on basis mean-squared 
error, time and frequency domain response of the developed model in characterising the system. A 
comparative assessment of the approach with binary coded GA is also provided. Simulation results signify 
the advantages of RCGA over two further algorithms in modelling the plate system are also provided. 

1 INTRODUCTION 

Parametric modelling is defined as the process of 
estimating parameters of a model characterising a 
plant. The technique basically searches for 
numerical values of the parameters so that to give 
the best agreement between the predicted (model) 
output and the measured (plant) output. Parametric 
modelling can include both the parameter estimates 
and the model structure. Statistical validation 
procedures, based on correlation analysis, are 
utilised to validate parametric models.  

Several advantages motivating research intention 
in a flexible structure are due to light weight, lower 
energy consumption, smaller actuator requirement, 
low rigidity requirement and less bulky design. 
These advantages lead to extensive usage of flexible 
plates in various applications such as space vehicles, 
automotive industries, and the construction industry. 
Modelling is the first step in a model-based control 
development of a system. Accordingly, the accuracy 
of the model is crucial for the desired performance 
of the control system.  

Artificial intelligence approaches such as genetic 
algorithm (GA), particle swarm optimisation (PSO), 
fuzzy logic and neural networks have been utilised 
in system identification applications. Among these 
GAs have shown great potential in parametric 
modelling of dynamic systems.  

The utilisation of binary-coded GA (BCGA) and 
real-coded GA (RCGA) for parameter estimator of 

models of dynamic systems has been reported in 
various applications.  Zamanan et al. (2006) have 
reported the use of RGA as an optimization 
technique for tracking harmonics on power systems. 
Mitsukura et al. (2002) have reported using BCGA 
and RCGA to (i) determine a function type and (ii) 
the coefficient of the function and time delay, 
respectively. They have tested the technique 
successfully in determining the hammer stain model 
and music data model. BCGA also has been used to 
estimate the parameters of a plate structure (Intan, 
2002). However, precision in BCGA is affected due 
to the processes of encoding and decoding. 
Moreover, BCGA is susceptible to the Hamming 
Cliff effect, which can be problematic when 
searching a continuous search space.  Instead of 
working on the conventional bit by bit operation in 
BCGA, an RCGA approach is chosen in a wide 
range of applications where both the crossover and 
mutation operators are handled with real-valued 
numbers. A real coded GA leads to reduced 
computational complexity and faster convergence 
compared to a binary coded GA. 

In this work, RCGA is proposed for parametric 
modeling of a flexible plate structure in comparison 
to a binary-coded GA. The rest of the paper is 
structured as follows: Section 2 describes the 
flexible plate system and formulates the problem. 
Section 3 presents the parametric models with 
RCGA and parametric system identification 
respectively. Section 4 presents implementation of 
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the algorithms in modeling the system using various 
excitation signals such as finite duration step, 
random and pseudo random binary signal (PRBS). 
Results and discussions of the model validity 
through input/output mapping, mean square of 
output error and frequency domain response are also 
presented. Parametric modelling is also confirmed 
with convergence of fitness values and time run. 
Finally, the paper is concluded in Section 5. 

2 THE FLEXIBLE PLATE 
SYSTEM 

Dynamic simulation of a plate structure using the 
finite differences (FD) method is considered in this 
paper. The finite difference method is used to 
discretise the governing dynamic equation 
considered with no damping and the lateral 
deflection of plates is obtained using central finite 
difference method. It then transformed into state 
space equation as the following equation. 

Wi,j,k+1= (A+2ijk)Wi,j,k + BWijk + CF (1) 

Where 2ijk represents the diagonal elements of (2/c), 
C=(Δt2/ρ), c=-DC, and Wi,j,k+1 is the deflection of 
grid points i = 1, 2,……, n+1 and j = 1, 2,.., m+1 at 
time step k+1. Wi,j,k and Wijk are the corresponding 
deflections at time steps k and k-1 respectively. A is 
constant (n+1)(m+1) x (n+1)(m+1) matrix  whose 
entries depend on physical dimensions and 
characteristics of the plate,  B is a diagonal matrix of 
-1 corresponding to Wi,j,k and C is a scalar related to 
the given input and F is an (n+1)(m+1) x 1 matrix 
known as the forcing matrix. The algorithm is 
implemented in Matlab/SIMULINK with applied 
external force or disturbance into all clamped edges 
plate. Twenty two equal divisions of plate elements 
with dimension 1.0mm× 1.0mm× 0.00032m is 
measured at the detection and observation points 
(Figure 1). Parameters of the plate considered 
comprise mass density per area, ρ = 2700 kg/m2, 
Young’s Modulus, E = 7.11 x 1010 N/m2, second 
moment of inertia, I = 5.1924 x 10-11 m2 and Poisson 
ratio, υ = 0.3 with sampling time 0.001. 

  

Detector 
Observer 

Primary Source 
(12Δx, 12Δy) 

(14Δx, 10Δy) 
(17Δx, 7Δy) 

xy 

       Δx = 45.455 mm 
       Δy = 45.455 mm 

 12Δx, 12Δy 

 17Δx, 17Δy 
  14Δx, 14Δy 

 
Figure 1: The flexible plate system. 

3 REAL CODED GENETIC 
ALGORITHM 

In most of practical engineering problems, the real-
coded GA is more suitable than the binary-coded 
GA, as transformations from real number to binary 
digits may suffer from loss of precision. Genetic 
operations are very important to the success of 
specific GA applications. In this work, real-coded 
representation is used to determine the model order 
of the plant and subsequently identify parametric 
model of the system. The initial population is 
created randomly within [-1,1] range.  The main 
three genetic operators involved are described 
below. 

3.1 Selection 

Selection is the process of determining the number 
of times or trials a particular individual in the 
population is chosen for reproduction (Chipperfield, 
1994). The process includes two steps, namely 
selection probability and sampling algorithm. 
Selection probability is concerned with 
transformation of raw fitness values into real as 
expected of an individual to reproduce. Sampling 
algorithm reproduces individuals based on the 
selection probabilities computed before. This 
process is repeated as often as individuals must be 
chosen. There are many methods reported such as 
roulette wheel selection, stochastic universal 
sampling and tournament selection, etc. The 
stochastic universal sampling (SUS) method is used 
in this work that randomly copies chromosomes and 
simulates N equally distributed pointers. SUS is a 
simpler algorithm, and as individuals are selected 
entirely on their position in the population, SUS has 
zero bias. After selection has been carried out, the 
construction of the intermediate population is 
complete and the crossover and mutation operators 
are then applied. 

3.2 Crossover (Recombination) 

Crossover produces new individuals that have some 
parts of both parent’s genetic material (Chipperfield, 
1994). However, Mühlenbein et. al (1991) have 
distinguished between recombination and crossover. 
The mixing of the variables was called 
recombination and the mixing of the values of a 
variable was named crossover. Line recombination 
employed in this work performs an exchange of 
variable values between the individuals. By using a 
real-valued encoding of the chromosome structure, 
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line recombination is a method of producing new 
phenotypes around and between the values of the 
parents’ phenotypes (Mühlenbein and Schlierkamp, 
1993). For the line recombination, let 

),...,( 1 nxxx = and ),...,( 1 nyyy =  be the parent strings. 
Then, the offspring ),...,( 1 nzzz = is computed by 

)( iiii xyxz −+= α      ni ,...,1=  (2) 

where α  is chosen uniform randomly in [-0.25, 
1.25]. Each variable in the offspring is the result of 
combining the variables in the parents according to 
(2). Line recombination can generate any point on 
the line defined by the parents within the limit of the 
perturbation,α , for a recombination in two 
variables. This operator can overcome limitations in 
variables decision and help improve in exploration 
during recombination. 

3.3 Mutation 

The mutation operator arbitrarily alters one or more 
components, genes, of a selected chromosome so as 
to increase the structural variability of the 
population. The role of mutation in GAs is that of 
restoring lost or unexplored genetic material into the 
population to prevent the premature convergence of 
GA to suboptimal solutions; it insures that the 
probability of reaching any point in the search space 
is never zero. Each position of every chromosome in 
the population undergoes a random change 
according to a probability defined by a mutation 
rate, the mutation probability, pm (Herrera et.al, 
1998). The probability of mutating a variable is set 
to be inversely proportional to the number of 
variables (dimensions). The more dimensions one 
individual has the smaller the mutation probability 
of it will be. A mutation rate of 1/m, (where m is the 
number of variables) produced good results for a 
broad class of test function. However, the mutation 
rate was independent of the size of the population 
(Mühlenbein and Schlierkamp, 1993). The mutation 
operator for the real coded GA uses a non-linear 
term for the distribution of the range of mutation 
applied to gene values. Real value mutation is used 
in this work. 

3.4 The Fitness Function 

In this study, minimum mean square error is used as 
a fitness function of the algorithm, while number of 
generations is used as stopping criterion. The fitness 
function, X, is set to minimize (3), in such a way 
that it approaches zero; 

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−= ∑

=

2n

1i

iyiy
n
1X )(ˆ)(min  (3) 

where y(i) is the actual system output subjected to a 
disturbance signal, )(ˆ iy  is the response of the 
estimated system under the same disturbance, and 
i=1,2,…,n ; n is total number of input/output sample 
pairs. The algorithm of all executions predefined a 
maximum number of generations as stopping 
criteria. 

3.5 Values of Real-coded Genetic 
Parameters 

The real-coded GA parameters used are presented in 
Table 1. 

Table 1: Parameters of real-coded GA. 

RCGA Properties
Population Size 100 
Selection rate 0.9 
Pc,max, Pc,min 0.67 
Pm,max, Pm,min 1/n (n=no of variables)
Selection Method SUS 
Crossover Method Line Recombination
Mutation method Real-value mutation

4 PARAMETRIC SYSTEM 
IDENTIFICATION 

The transfer function of the model used corresponds 
to the ARMA model structure by neglecting the 
noise,η  term; 
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In matrix form, the above equation can be written as 
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The first four variables are assigned to b0,…,b3 
and the next four to a1,…,a4 as indicated in (5). Once 
the model is determined, the model needs to be 
verified to determine whether it is well enough to 
represent the system. Correlation tests including 
autocorrelation of the error, cross correlation of 
input-error, input*input-error are carried out to test 
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and validate the model. Each simulation was 
observed over 7000 samples of data for each set. 
The first five resonance frequencies of vibration of 
the plate found from spectral density of the predicted 
output of the RCGA model were 9.971 rad/s, 34.51 
rad/s, 56.76 rad/s, 78.23 rad/s and 99.71 rad/s. 

5 RESULTS 

In order to determine appropriate model order for 
system model using RCGA, different model orders 
were tested. The results of these tests with model 
orders of 4 to 12 are summarized in Table 2. The 
results include time run, standard deviation, mean 
value and mean square error. The accuracy of the 
model, for different model orders, is presented in 
terms of standard deviation, mean value and MSE 
normalized with 10-15, run time represented in 
minutes, and values averaged for each 5 runs. As 
noted in Table 2, a model order of 4 achieved 
minimum mean square error of 1.195 with the 
smallest standard deviation computational time, and 
this was thus chosen for obtaining a model of the 
flexible plate. 

Table 2: Accuracy of model order. 

Model 
Order 

4 6 8 10 12 

Std. 
Deviation 

5.825 6.492 10.10 7.332 10.86 

Mean 
Value   

2.208 2.383 2.996 3.097 3.939 

Normal 
MSE 

1.195 1.203 1.196 1.281 1.562 

Time Run 
(min) 

34.84 34.93 42.55 42.13 43.02 

In subsequent attempts, model order of four 
(4) has been used to obtain unknown parameters of 
RCGA model system in comparison to binary coded 
genetic algorithm (BCGA). In BCGA, the design 
parameters are similar to those in RCGA with single 
point crossover and mutation rate of 0.0001. For 
RCGA, the time-domain and frequeny-domain 
results with random disturbance are shown in Figure 
2 and Figure 3 respectively. Both figures show 
agreement between the actual and predicted output 
in modelling the plate. The normalized error 
between the two outputs as depicted in Figure 4 is  
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Figure 2: The error between actual- predicted outputs. 
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Figure 3: PSD of the actual-predicted outputs. 
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Figure 4: Error between the actual-predicted outputs. 

reasonably small. The corresponding correlation test 
results are shown in Figure 5 using random signals 
for RCGA, and these are in general within the 95% 
confidence level. Thus, this confirms the accuracy of 
the model in representing the dynamic behaviour of 
the plant system. 

Small or less significant parameter variations 
with BCGA indicate convergence to local minima 
and/or pre-mature convergence. The MSE values 
achieved after 500/1000 generations (Figure 6 – 
Figure 8) with BCGA and RCGA are shown in 
Table 3. RCGA achieved faster convergence 
compared to BCGA. The RCGA achieved better 
convergence than BCGA over 500 generations or less  

Table 3: Mean squared output error with the Gas. 

Algorithm 
(Generation)/ 
Disturbance 

Mean Squared Error 
Random  
(x10-4) 

PRBS 
(x10-4) 

Step  
(x10-6) 

RCGA (500 ) 9.51350 1.83940 1.022 
RCGA (1000) 9.51070 1.84130 1.199 
BCGA (500) 12.02200 4.41720 7.6564 
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Figure 5: Correlation validation tests (a) – (e). 

(recommended about 350) with all the test signals. It 
was noted that a larger number of generations did 
not improved the convergence rate, but took more 
time to compute. Figures 9 and 10 show the 
convergence of parameter estimates with RCGA as 
compared to BCGA. 

The estimated system model parameters [a1, a2, 
a3, a4, b0, b1, b2, b3] with the tested disturbance 
signals at the end of 500 generations with RCGA 
and BCGA are shown below. 

i) Random disturbance  

RCGA: [0.07336, 0.1579, 0.1716, 0.07099, 1, 
0.5824, –1, 0.392], 
BCGA: [–0.375, 0.6445, –0.107, 0.1354, 0.9176, 
0.5837, –0.7937, 0.2734] 

ii) PRBS  
RCGA: [0.1355, –0.2193, 0.3892, –0.2897, 
1,0.6084, –1, 0.3739] 
BCGA: [–0.5263, 0.3177, 0.0453, 0.3203, 1, 
0.3285, –0.9275, 0.5801] 

iii) Finite duration step 
RCGA: [0.1850, –0.0002, –0.5244, 0.3418, 1, 
0.4964, –0.0352, –0.4639],  
BCGA: [–0.0576, 0.7715, –0.9993, 0.3186, 
0.4695, 0.3206, 0.4653, –0.4607] 

Figure 11 shows the MSE (in 10-4) and 
associated computer run time (in hours) for 
convergence with RCGA and BCGA. It is noted that 
in general the RCGA required less computing time 
as well as achieved lower MSE values as compared 
to BCGA. 
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Figure 6: Convergence with random signal. 
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Figure 7: Convergence with PRBS Signal. 
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Figure 8: Convergence with step signal. 
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Figure 9: Estimated parameters with BCGA. 
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Figure 10: Estimated parameters with RCGA. 
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Figure 11: MSE and time run for GAs. 

6 CONCLUSIONS 

Parametric modelling of a flexible plate system has 
been carried out. Real-coded GA has been used for 
estimation of order and parameters of the model 
characterising the dynamic behaviour of the plate 
system. The approach has been evaluated in 
comparison to equivalent binary-coded GAs with 
three different test signals. It is noted that the models 
obtained with RCGA have performed better in 
characterising the system in comparison to those 
obtained with BCGA. 
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Abstract: This paper describes a method for model-based development of software for programmable logic controllers 
(PLC). The method includes modeling of a control algorithm, verifying the algorithm with respect to the 
requirements, and automatically generating the code in one of the IEC 61131 languages. The modeling 
language is UML state machine diagram, and the verification tool is UPPAAL model-checking toolbox. The 
method has good scalability with respect to the number of the modeled objects and the ability to cope with 
integer values by means of variables and function blocks. 

1 INTRODUCTION 

This paper describes a method for model-based 
development of software for programmable logic 
controllers – PLC. The method includes modeling of 
a control algorithm, verifying the algorithm, and 
automatically generating the code for a PLC. 

The development cycle is shown in Figure 1. The 
modeling language is UML state machine diagram 
(OMG, 2005), which has been widely accepted as a 
means for specifying the controller at a suitable high 
level of abstraction. The verification tool is the 
UPPAAL model-checker (Behrmann et al, 2004). 
When the verification has been finished, the 
implementation code can be generated automatically 
in one of the IEC 61131 languages (IEC, 1993). 

 
Figure 1: Modeling, verification and implementation of 
the program code. 

A formal semantics for a UML state machine is 
given by a translatable finite state time machine – 
FSTM (Sacha, 2007, 2008). Modeling a controller in 
UML, modeling the environment in UPPAAL, and 
formulating safety requirements in a formal 

language of CTL formulae are done manually. The 
tasks of converting the model from UML to 
UPPAAL and to FSTM, verifying the model, and 
generating the program code are done automatically. 

The unique features of the method described in 
this paper are the use of UML state machine as a 
problem modeling tool, and the ability to verify time 
dependent behavior of the controller. Widely 
accepted models of timed automata (Alur, Dill, 
1996) and timed I/O automata (Kaynar et al, 2006) 
are used mainly for modeling and verification of 
time-dependent behavior of state systems. Still 
another models of time triggered automata (Krcal et 
al, 2004) and PLC-automata (Dierks, 1997) are used 
for code generation only. 

The paper is organized as follows. Section 2 
gives an overview of PLC controller and finite state 
time machine. Section 3 defines the semantics of 
UML state machine in FSTM. Section 4 presents a 
conversion algorithm from FSTM to UPPAAL and 
explains the verification process. The conversion of 
finite state time machine into a program code is 
described in Section 5. A discussion of the results 
and plans for future work are given in Conclusions. 

2 PLC CONTROLLER 

PLC is a computerized device that cooperates with 
its environment through a set of input and output 
signals. The controller executes in a loop, polling the 
inputs and computing the values of the outputs. 

Modeling in UML 

Verification in UPPAAL 

automatic translation 

automatic translation 
 Code generation in FSTM 

compilation (STEP7) 
 PLC 

Controller
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The controller counts time using timers. A timer 
can be activated in a given a set of states. An active 
timer counts time and expires when it has continued 
to be active for a predefined period of time. An 
expired timer is perceived by the controller similarly 
as an input signal. The execution of a controller can 
be described in a pseudo-code, which creates a 
reference model for PLC execution: 
state  = initial_state(); 
loop_forever { 

input  = poll_the_input(); 
timers = 
set_timers(active_timers(state)); 
state  = next_state(state,timers,input); 
output = count_output(state); 
set_the_output(output); 

} 

Board software of a PLC sets the initial state 
(initial_state), executes the loop (loop_ 
forever), polls the input signals  (poll_the_ 
input) counts time and sets the expired timers 
(set_timers), and sets the output signals (set_ 
the_output). The programmer must only write a 
code for selecting active timers (active_timers), 
and calculating the next state of the controller 
(next_state) and of the output (count_output). 

The semantics of a PLC program is defined by a 
finite state time machine (Sacha, 2007), which is a 
tuple A = ( S, Σ, Γ, τ , δ, s0 , Ω, ω ) where 

S is a finite set of states, 
Σ is a finite set of input symbols, 
Ω is a finite set of output symbols, 
Γ is a finite set of variables called timer symbols, 
τ : Γ → 2S × N+ is an injective function, called 

timer function (with two projections τS: Γ → 2S 
and τN: Γ → N+, respectively), 

δ : S × Σ × 2Γ → S is a partial function, called 
transition function, such that: 
[( s, a, T )∈Dom(δ )] ⇔ (∀ t∈ T )[ s∈ τS ( t )] 

s0 ∈ S  is the initial state, 
ω : S → Ω  is an output function. 

Notation: N+ is the set of positive integers, Dom(δ ) 
is the domain of a function δ, card(X) is the 
cardinality of a set X, and φ is an empty set. 

Finite state time machine looks much like a 
Moore automaton with three additional elements: Γ, 
τ , ε , which add to the model the dimension of time. 
A timer symbol t∈Γ is a variable, which takes values 
from the set N+. The current value of t is interpreted 
as the duration of a period of time. Timer function τ 
assigns to each timer a group of states and a constant 
value. The meaning is such that timer t is enabled, 

i.e. counts time, as long as the automaton resides in 
one of the states from τS ( t ) and it expires when the 
current value of t exceeds τN ( t ). 

Timer symbols in Γ can be set in an arbitrary 
order and denoted t1... tn. The valuation ŧ of timer 
symbols can be described as a vector of values ŧ. The 
current value of a timer ti is denoted ŧi. 

The execution of a finite state time machine 
starts in state s0 with the values of all timers equal to 
0. For a given state sk and a valuation of timers ŧk 
there exists a set of expired timers, defined as: 

Θ ( sk , ŧk ) = { ti∈Γ: sk∈τS ( ti
 ) and  ŧik ≥ τN (ti

 ) } 

The machine executes in a state ( sk , ŧk ) by taking 
an input symbol ak and moving to the next state sk+1 
defined by the transition function: 

sk+1=δ (sk ,ak ,Θ ( sk , ŧk ) ) where k= 0,1,..... 

When the machine enters a state sk+1 time 
advances and the values of timers change reflecting 
the elapsed time interval: 

  
ŧik+1 =  
 
When the valuation of timers ŧ changes, the set Θ 

of expired timers may change as well. This way a 
finite state time machine can respond to the flow of 
time, even if sk+1 = sk  and ak+1 = ak . Please note that 
the last argument of δ is a set of expired timers, 
hence, no conflict exists if several timers expire at 
the same time instant. 

The state space of a PLC as well as of an FSTM 
can be defined by enumerating all of the elements, 
eg. S = { s1 , s2 ,..., sn }. An alternative way is to allow 
for using variables and to define the state space as a 
Cartesian product of a set of enumerated elements 
and a set of all possible valuations of those 
variables. This is only a shorthand notation, which 
does not add any new semantics to the model, and 
therefore it is not shown in the formal definition.  

In the rest of this paper, we will adopt a naming 
convention of UPPAAL (Behrmann et al, 2004) and 
refer to the enumerated elements of state as 
locations. Locations will be shown in graphical 
models explicitly, as the nodes of a graph, while 
variables will be referred to by guard expressions 
and will be assigned values within actions of 
transitions. 

 
 

⎧
⎨  ŧik+ 1 if  sk+1∈τS ( ti

 )  and  sk ∈τS ( ti
 )

0 otherwise ⎩

MODEL-BASED DESIGN OF CODE FOR PLC CONTROLLERS

131



 

3 UML STATE MACHINE 

UML state machine diagram is a graph composed 
of nodes, which are locations, and edges, which are 
labeled transitions. A transition can be triggered by a 
signal received from the outside. A transition which 
is triggered can fire, if the corresponding guard 
expression over a set of variables evaluates to true. 
Firing of a transition can move the machine to a new 
location, change the values of variables and send a 
signal. This way, the state space of a UML state 
machine is a Cartesian product of the set of locations 
and the set of all possible valuations of variables. 

UML allows for nesting of locations. However, a 
hierarchy of locations can always be flattened. A 
formal model and an algorithm for flattening the 
hierarchy were described in detail in (Sacha, 2007) 
an will not be discussed in the rest of this paper. 

Relating this model to a PLC, one can note that a 
received signal corresponds to a combination of the 
input signals of the PLC, and a sent  signal 
corresponds to a combination of the output signals. 
States of an UML state machine and transitions 
between states correspond to states of a PLC and to 
the next-state function defined by a program code. 

A conversion algorithm of a UML state machine 
into a FSTM can be described as follows.  

S equals to the Cartesian product of the set of all 
locations of the UML state machine and the 
valuations of variables used in guard expressions. 

Σ equals to the set of external signals, which trigger 
transitions in the UML state machine; a signal is a 
combination of all the input signals of the PLC. 

Γ is a set of timer symbols t1,...,tn; there is one timer 
symbol ti for each timed transition (i.e. transition 
with an after clause) in the UML state machine, 

τ is the timer function, which assigns to each timer 
symbol ti created for a timed transition T a pair 
composed of a source state of this transition and 
the value of the after clause of this transition. 

δ is the transition function δ : S × Σ × 2Γ → S , such 
that: δ ( s1 , a, T ) = s2 if and only if there exists a 
transition in the UML state machine diagram such 
that s1 is the source and s2 the destination state of 
this transition, and either a is the event that 
triggers this transition (in this case T = φ ), or 
T = {ti} and ti is the timer symbol of this timed 
transition (ie. δ ( s1 , a, T ) = s2 for all a∈Σ ). 

so is the initial state of the UML state machine. 
Ω equals to the set of combinations of all the output 

signals of the PLC that are set by the actions of 
the UML state machine. 

ω is the output function, which assigns to each state 
s∈S the output symbol q∈Ω, which is set by all 
transitions to s. 

Example. Consider a railroad crossing controlled by 
a PLC. There are a number of railway tracks within 
the crossing, and a number of trains can approach 
the crossing simultaneously (one train on a track is 
allowed). The movement of trains is controlled by a 
set of semaphores that can prevent trains from 
entering the crossing. The road traffic is controlled 
by a gate that can be open or closed. A semaphore 
can be operated by a controller to display green 
light, when a train approaches, but not earlier than 
after the gate has been closed. Opening and closing 
states of the gate are confirmed to the controller by 
the input signals: up and down, respectively. Closing 
the gate must last less than 30 seconds, or else an 
alarm must sound. The semaphores are red and the 
gate is up in the initial state of the crossing. 

An algorithm for the railroad crossing controller 
is shown in Figure 2. The locations within the graph 
correspond to states of the crossing with respect to 
train positions. The transitions bear labels of the type 
event / action, where event corresponds to a 
condition on the input signals or timers, and action 
corresponds to setting the values of variables.  

Outside

Entering

Inside

approach(i) / a(i):=1,close

approach(i) / a(i):=1

down / MOV(a,green)

Leaving

when: a==0 / MOV(0,green),open

Alarm

after: 30 / sound

down / MOV(a,green)

leave(i) / a(i):=0approach(i) / 
a(i):=1, green(i)

up 

/ MOV(0,green),open

 
Figure 2: UML model of the railroad crossing controller. 

The positions of particular trains are signaled to 
the controller by short input pulses approach(i) and 
leave(i), i=0,...n-1. The appearance of an approach-
pulse is stored in a vector variable a(i), i=0,...n-1 
and makes the controller to close the gate. When the 
gate is down, the controller uses the stored data to 
send green signals to the appropriate semaphores – 
the function MOV(a,green) sends a green-signal for 
each train, which approaches the crossing.  
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The controller keeps track of all the trains inside 
the crossing, and waits until the last train has left. If 
this is the case, the controller turns the green signals 
off, opens the gate and waits until the gate is up. 

Vector a is part of the controller state. This way, 
there are in fact as many Entering and Inside states 
as are the combinations of values in vector a. Output 
signals of the state machine are open and close to 
operate the gate, and the signals green(i) to operate 
the semaphores to display green or red.  

FSTM model of the controller has the same set 
of locations and the same set of variables. It has a 
single timer symbol t, and the timer function 
τS ( t ) = {Entering} and τN ( t ) = 30. The transition 
function is defined by the set of all the transitions of 
the UML state machine. The sets of input and output 
symbols are the combinations of input and output 
signals. 

4 VERIFICATION 

UPPAAL is a toolbox for modeling and verification 
of real time systems, based on the theory of timed 
automata. The core part of the toolbox is a model-
checking engine, which enables for verification of 
properties defined as CTL path formulae. 

A timed automaton (Alur, Dill, 1996), as used in 
UPPAAL, is a finite state machine extended with 
clock variables that evaluate to positive real numbers 
and state variables that evaluate to discrete values. 
State variables are part of the state. All the clock 
variables progress simultaneously. An automaton 
may fire a transition in response to an action, which 
can be thought of as an input symbol, or to a time 
action related to the expiration of a clock condition. 
A clock variable can be reset to zero at a transition. 

A set of timed automata can be composed into a 
network over a common sets of clocks, variables and 
actions. This way a cooperation between a controller 
and a controlled plant can be modeled.  

The use of a dense-time model-checker to verify 
a discrete-time model may look as an overkill. But 
in fact it is not, because the environment of the 
controller works in real-time and must be modeled 
using a dense-time method. 

A conversion algorithm of FSTM into UPPAAL 
is described in (Sacha, 2008). 

Verification. UPPAAL can verify the model with 
respect to the requirements, expressed formally as 
CTL formulae. To do this, UPPAAL model-checker 
evaluates path formulae over the reachability graph 
of a network of timed automata. 

The query language consists of state formulae 
and path formulae. A state formula is an expression 
that can be evaluated for a particular state in order to 
check a property (e.g. a deadlock). Path formulae 
quantify over paths of execution and ask whether a 
given state formula ϕ can be satisfied in any or all 
the states along any or all the paths. 

Path formulae can be classified into three types: 

• Reachability properties: E<>ϕ. (will ϕ be 
satisfied in a state of a path?) 

• Safety properties: E[]ϕ and A[]ϕ. (will ϕ be 
satisfied in all the states along a single or along 
all paths?) 

• Liveness properties: A<>ϕ and ψ -->ϕ. (will ϕ 
eventually be satisfied? will ϕ  respond to ψ?) 

Example. Consider again the railroad crossing 
described in Section 3. A train cannot be stopped 
instantly. When a train is detected by a train position 
sensor, a controller has 30 seconds to close the gate 
and display a green signal, which allows the train to 
continue its course. After these 30 seconds, it takes 
further 20 seconds to reach the crossing. Otherwise, 
if the green signal is not displayed within these 30 
seconds, the train must break in order to stop safely 
before the crossing. Closing the gate must last less 
than 20 seconds, or else an alarm must sound. The 
gate can be opened when the position sensor has sent 
a leave signal after the last train has left the crossing. 

The environment of the controller consists of a 
number of trains and a gate. Each of these elements 
can be modeled in UPPAAL and synchronized with 
the controller within a network of timed automata.  

The template of a train is shown in Figure 3. 
Actions, which names bear the suffix ‘?’, act like 
input symbols that enable the associated transitions. 
Actions, which names bear the suffix ‘!’, act like 
output symbols that are passed to other automata in 
order to trigger the respective input symbols. This 
way the execution of one automaton can control the 
execution of a other automata. 

Faraway

Approaches

i:=id
approach!

t:=0

On crossing

i==id && t<=30
green?

t:=0

i:=id
leave!
t >20

Starting

Stop
t>=30 i==id

green?
t:=0

t >10
t:=0

t<=30 t<=25

t<=40

 
Figure 3: UPPAAL model of a train. 
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Time invariant t≤30 of state Approaches forces a 
transition after 30 seconds have passed since the 
train has entered the state. This models the necessity 
of breaking the train if green has not been displayed 
in time. Time condition t>20 at the transition from 
On crossing to Faraway reflects the minimum time 
of passing the crossing by a fast train. Time 
invariant t≤40 of the state On crossing reflects the 
maximum time of passing by a slow train. 

The template is parameterized with the train 
identifier id. A set of n trains, e.g. four, can be 
generated using the values of id = 0 through 3. 

A model of the gate is shown in Figure 4. Time 
invariants t ≤ 20 at states Closing and Opening reflect 
time that it takes to close or to open the gate. 

Open

Closed

OpeningClosing

down!

open?

close?

up!
t<=20 t<=20

 
Figure 4: UPPAAL model of the gate. 

The simple reachability properties can check if a 
given state is reachable: 

• E<> train1.On crossing: This checks if train 1 
can pass the crossing (a similar property can be 
checked for other trains). 

• E<> ( train1.On crossing && train2.On crossing 
&& train3.On crossing && train4.On crossing ): 
This checks if all the trains can move through the 
crossing simultaneously. 

The safety properties can check that unsafe states 
will never happen: 

• A [] ( train1.On crossing or train2.On crossing or 
train3.On crossing or train4.On crossing ) imply 
gate.Closed: This ensures that each time a train is 
passing the crossing, the gate is closed. 

• A [] ( gate.open imply (¬ train1.On crossing && 
¬ train2.On crossing  && ¬ train3.On crossing 
&& ¬ train4.On crossing ) ): This ensures that 
each time the gate is open, a train is not on the 
crossing. 

The liveness properties can check consequences 
of an event, e.g.: 

• train1.Approaches --> train1.On crossing: This 
ensures that whenever train 1 approaches the 
crossing, it will eventually pass it. 

In our example the liveness condition is not 
satisfied: Assume that the train 2 approaches when 

train 1 is just leaving. The controller does not react 
to approach in state Leaving, hence, the transition to 
Outside appears without displaying green signal for 
train 2. The train will stop and can never reach the 
crossing. 

The corrected finite state time machine model of 
the controller is shown in Figure 5. 

approach(i) / 
a(i)=1,close

Outside

Entering

Inside

approach(i) / a(i):=1,close

approach(i) / a(i):=1

down / MOV(a,green)

Leaving

when: a==0 / MOV(0,green),open

Alarm

after: 30 / sound

down / MOV(a,green)

leave(i) / a(i):=0approach(i) / 
a(i):=1, green(i)

up 

/ MOV(0,green),open

 
Figure 5: The corrected model of the controller. 

5 CODE GENERATION 

The semantics of a PLC program is defined within 
the reference model by the semantics of its 
programming language (IEC, 1993), e.g. ladder 
diagram or structured text. The behavior of a finite 
state time machine has been defined in Section 2. By 
that means a method for translating a high level 
abstract model of finite state time machine ( S, Σ, Γ, 
τ, δ, s0, Ω, ω ) into a PLC program can formally be 
defined in the following steps: 

1. Mapping of sets Σ, Ω into the input and output 
signals of PLC. This can be an arbitrary one-to-
one mapping (coding of symbols). 

2. Mapping of the set of locations which define part 
of state S into the values of flip-flops. This can be 
an arbitrary one-to-one mapping (coding of 
states). Mapping of the variables which define the 
other part of the state into the variables within the 
memory of the PLC. 

3. Mapping of set Γ into the set of timers. A 
separate timer with the expiration time equal to τN 

( t ) is allocated for each timer symbol t ∈Γ. 
4. Defining the function active_timers 

consistently with function τ. This function defines 
the input signals of all timer blocks. The input 
signal of a timer block allocated for a timer t ∈Γ , 
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is a Boolean function over the set of flip-flops 
used for coding of states, such that it is true in 
state s if and only if s ∈ τS(t). 

5. Defining function next_state consistently with 
function δ. This function defines the set and reset 
signals of flip-flops, which have been used for 
coding of states. The signal to set (reset) a flip-
flop is a Boolean function over the set of flip-
flops, input signals of PLC and output signal of 
timer blocks, such that it is true if and only if this 
flip-flop is set (reset) in the next state of FSTM.  

6. Defining function count_output consistently 
with function ω. This function defines the values 
of output signals of PLC. The value of an output 
signal is a Boolean function over the set of flip-
flops, such that it is true if and only if this output 
signal is set in the current state of FSTM. 

Example. To capture four trains within the crossing, 
we need four approach and four leave input signals 
from trains, plus two up and down input signals from 
the gate (Figure 5). There are four green signals 
output to semaphores, two signals open and close to 
the gate and a sound output signal. Any combination 
of the input (output) signals corresponds to an input 
(output) symbol. PLC controller stores the locations 
as states of its internal flip-flops. At least three flip-
flops are needed. A selected coding for states and 
output signals of the controller is shown in Table 1. 

Table 1: The coding of states and output signals. 

M1 M2 M3 a[i] State close open green(i) sound
0 0 0 0 Outside 0 0 0 0 
0 1 0 a(i) Entering 1 0 0 0 
1 1 0 a(i) Inside 0 0 a(i) 0 
1 0 0 0 Leaving 0 1 0 0 
0 1 1 a(i) Alarm 1 0 0 1 

The program for PLC is a ladder diagram (IEC, 
1993) consisting of a sequence of lines, each of 
which describes a Boolean expression to set or reset 
a flip-flop or an output signal, to activate a timer, or 
to call a function block to operate a variable, 
according to the values of input signals, states of 
flip-flops, variables and timers. The expressions 
reflect the coding of locations and implement the 
functions active_timers, next_state and 
count_output described in Section 2. An example 
is shown in Figure 6, which presents the transitions 
from Entering to Alarm and from Entering to Inside 
(Figure 5). M11 and M13 are auxiliary flip-flops, 
which mirror the main flip-flops M1 and M3, in 
order to assure atomicity of the transitions. 

 
Figure 6: A fragment of the ladder diagram program for 
the railroad crossing controller. 

6 CONCLUSIONS 

A method is described for the specification, 
verification and automatic generation of code for 
PLC controllers. The advantages of the method are 
intuitive modeling by means of a widely accepted 
UML state machine, and a potential for automatic 
verification and implementation of the model. 

A tool which implements the steps of the method 
has been implemented and verified on small scale 
examples. The verification included experiments in a 
lab equipped with a few process models and a set of 
S7 PLC controllers from Siemens. 
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Abstract: The implementation of a recursive algorithm for the estimation of parameters of a linear single-input single-
output errors-in-variables system is re-considered. The objective is to reduce the computational complexity
in order to reduce the computation time per recursion, which, in turn, will allow a wider applicability of the
recursive algorithm. The technique of stationary iterative methods for least squares is utilised, in order to
reduce the complexity from cubic to quadratic order with respect to the model parameters to be estimated. A
numerical simulation underpins the theoretically obtained results.

1 INTRODUCTION

In the case of linear time-invariant (LTI) errors-in-
variables (EIV) models not only the output signals
of the system, but also the input signals are as-
sumed to be corrupted by additive measurement noise
(Söderström, 2007b). An EIV model representation
can be advantageous, if the aim is to gain a better
understanding of the underlying process rather than
prediction. One interesting approach for the identi-
fication of dynamical systems within this framework
is the so-called Frisch scheme (Beghelli et al., 1990;
Söderström, 2007a), which yields estimates of the
model parameters as well as the measurement noise
variances. Recently, recursive Frisch scheme algo-
rithms have been developed in a series of papers by
the authors (Linden et al., 2008b; Linden et al., 2007;
Linden et al., 2008a). This paper considers a fast im-
plementation of the algorithm presented in (Linden
et al., 2008a), which reduces the computational com-
plexity from cubic to quadratic order with respect to
the model parameters to be estimated, hence allowing
a wider range of applicability of the proposed algo-
rithm.

The paper is outlined as follows. The problem of
EIV system identification is formulated in Section 2,
where the required notation is also introduced. The
Frisch scheme, being one particular EIV system iden-
tification approach is reviewed in Section 3, where
non-recursive and recursive implementations are dis-
cussed. Section 4 develops the novel algorithm which
reduces the computational complexity from cubic to

quadratic order, whilst Section 5 presents numerical
examples. Section 6 contains concluding remarks as
well as direction for further work.

2 PROBLEM STATEMENT

A discrete-time, LTI single-input single-output
(SISO) EIV system is considered, which is defined
by

A(q−1)y0i = B(q−1)u0i , (1)

wherei is an integer valued time index and

A(q−1) , 1+a1q
−1 + ...+anaq

−na, (2a)

B(q−1) , b1q−1 + ...+bnbq
−nb (2b)

are polynomials in the backward shift operatorq−1,
which is defined such thatxiq−1 = xi−1. The noise-
free inputu0i and outputy0i are unknown and only
the measurements

ui = u0i + ũi, (3a)

yi = y0i + ỹi (3b)

are available, where ˜ui and ỹi denote the input and
output measurement noise, respectively. Such an EIV
setup is depicted in Figure 1.

The following assumptions are introduced:

A1 The dynamic system (1) is asymptotically stable,
i.e. A(q−1) has all zeros inside the unit circle.
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System
u0i y0i yi

ỹi
ũi ui

Figure 1: Errors-in-variables setup.

A2 All system modes are observable and control-
lable, i.e. A(q−1) andB(q−1) have no common
factors.

A3 The polynomial degreesna andnb are knowna
priori with nb ≤ na.

A4 The true inputu0i is a zero-mean ergodic process
and is persistently exciting of sufficiently high or-
der.

A5 The sequences ˜ui and ỹi are zero-mean, ergodic,
white noises with unknown variancesσũ andσỹ,
respectively.

A6 The sequences ˜ui andỹi are mutually uncorrelated
and uncorrelated withu0i andy0i , respectively.

A notational convention within this paper is that co-
variance matrices of two column vectorsvk andwk are
denoted

Σvw , E
[

viw
T
i

]

, Σv , E
[

viv
T
i

]

, (4)

whereE[·] denotes the expected value operator. In ad-
dition, vectors consisting of covariance elements are
denoted

ξvc , E [vici ] (5)

with ci being a scalar. The parameters are elements
within a vector, which is defined by

θ ,
[

aT bT
]T

=
[

a1 ... ana b1 ... bnb

]T
,

(6a)

θ̄ ,
[

āT bT
]T

=
[

1 θT
]T

. (6b)

This allows an alternative formulation of (1)-(3) given
by

ϕ̄T
0i

θ̄ = 0, (7a)

ϕ̄i = ϕ̄0i + ˜̄ϕi, (7b)

where the regression vector is defined by

ϕi ,
[

ϕT
yi

ϕT
ui

]T
(8)

, [−yi−1 ... −yi−na ui−1 ... ui−nb]
T
,

ϕ̄i ,
[

ϕ̄T
yi

ϕT
ui

]T
, [−yi ϕT

i ]T . (9)

The noise-free regression vectorsϕ0i , ϕ̄0i and the vec-
tors containing the noise contributionsϕ̃i , ˜̄ϕi are de-
fined in a similar manner. The EIV identification
problem is now stated as:

Problem 1. Given an increasing number of k sam-
ples of noisy input-output data{u1,y1, ...,uk,yk}, de-
termine an estimate of the augmented parameter vec-
tor

ϑ ,
[

θT σT
]T

=
[

a1 ... ana b1 ... bnb σỹ σũ
]T

. (10)

Throughout this paper, the convention is made that
estimated quantities are marked by a ˆ whilst time de-
pendent quantities have a sub- or superscriptk, e.g.
Σ̂k

ϕ for a sample covariance matrix corresponding to
Σϕ.

3 REVIEW OF THE FRISCH
SCHEME

One possibility to address Problem 1 is the so called
Frisch scheme (Beghelli et al., 1990; Söderström,
2006), which defines a set of admissible solutions
for the estimates of the input and output measure-
ment noise variances as well as the parameter vec-
tor. In order to single out one particular solution,
different model selection criteria have been proposed
within the literature, leading to different variants of
the Frisch scheme (Hong et al., 2007). The criterion
which is considered here is the Yule-Walker (YW)
model selection criterion described in (Diversi et al.,
2006) and the corresponding Frisch scheme algorithm
is denoted Frisch-YW.

3.1 Non-recursive Frisch Scheme

The estimates of the (non-recursive) Frisch-YW are
characterised by the input measurement noise vari-
anceσũ, whose estimate, denotedσ̂k

ũ, is obtained by
the nonlinear set of equations (Beghelli et al., 1990;
Diversi et al., 2006)

θ =
(

Σ̂k
ϕ −Σϕ̃(σ)

)−1
ξ̂k

ϕy, (11a)

σỹ = λmin
(

Âk
)

, (11b)

σ̂k
ũ = arg min

σũ
Vk, (11c)

where

Σϕ̃(σ) =

[

σỹIna 0
0 σũInb

]

, (12a)

Âk , Σ̂k
ϕ̄y
− Σ̂k

ϕ̄yϕu

[

Σ̂k
ϕu
−σũInb

]−1
Σ̂k

ϕuϕ̄y
, (12b)

Vk =
1
2
‖rk(θ)‖2

2 =
1
2
‖Σ̂k

ζϕθ− ξ̂k
ζy‖

2
2, (12c)
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andλmin denotes the minimum eigenvalue operator.
The instrument vector ,denotedζk, is defined by

ζk =
[

uk−nb−1 · · · uk−nb−nζ

]T
(13)

wherenζ ≥ na +nb+1 denotes the number of instru-
ments which is user specified. The quantityrk(θ) de-
notes the nonlinear least squares residual correspond-
ing to a certainθ. Once theσũ has been estimated,
this value is substituted in (11b) and (11a), in order to
obtainσ̂k

ỹ andθ̂k, respectively. Note that (11a)-(11b)
form the core of the Frisch scheme, whilst (11c) is the
YW model selection criterion with the corresponding
YW cost function, denotedVk. Also note that̂θk de-
pends on̂σk

ũ andσ̂k
ỹ, where the latter is also a function

of σ̂k
ũ defined by (11b), hence,Vk is nonlinear inσ̂k

ũ.

3.2 Recursive Frisch Scheme

Update of θ. The recursive Frisch scheme pre-
sented in (Linden et al., 2008b) is based on the iter-
ative/recursive bias compensating least squares (RB-
CLS) approach (Sagara and Wada, 1977; Söderström,
2007b; Zheng and Feng, 1989). Assuming the noise
covariances have already been obtained, the parame-
ter vector is computed via

θ̂k = θ̂LS
k +PkΣϕ̃(σ̂k)θ̂k−1, (14)

whereθ̂LS
k andPk are the least squares (LS) estimate

and corresponding (scaled) error covariance matrix,
respectively. Both quantities are computed via the
well known recursive least squares (RLS) algorithm
(Ljung, 1999)

θ̂LS
k = θ̂LS

k−1 +Lk

(

yk−ϕT
k θ̂LS

k−1

)

, (15a)

Lk =
Pk−1ϕk

ϕT
k Pk−1ϕk + 1−γk

γk

, (15b)

Pk =
1

1− γk

(

Pk−1−
Pk−1ϕkϕT

k Pk−1

ϕT
k Pk−1ϕk + 1−γk

γk

)

. (15c)

The quantityPk is scaled such thatPk = [Σ̂k
ϕ]−1, whilst

the scaling factorγk is chosen to be 1−λ in the case
of exponential forgetting, withλ being the forgetting
factor.

Update of σỹ. For the determination ofσỹ, a conju-
gate gradient subspace tracking algorithm (cf. (Feng
and Owen, 1996)) has been utilised in (Linden et al.,
2008b). In order to reduce the computational com-
plexity from cubic to quadratic complexity1, an ap-

1The complexity with respect to the number of parame-
ters to be estimated is considered. Note that the conjugate
gradient algorithm in (Linden et al., 2008b) is of cubic order
due to the inverse computation within the Schur comple-
ment (12b) and not due to the subspace tracking algorithm.

proximate algorithm based on the Rayleigh quotient
has been proposed in (Linden et al., 2007). This leads
to

θ̂k− 1
2

= θ̂LS
k +Pk

[

σ̂k−1
ỹ Ina 0

0 σ̂k
ũInb

]

θ̂k−1, (16a)

σ̂k
ỹ =

ˆ̄aT
k− 1

2

ˆ̄aT
k− 1

2

ˆ̄ak− 1
2

(

Σ̂k
ϕ̄y

ˆ̄ak− 1
2
+ Σ̂k

ϕ̄yϕu
b̂k− 1

2

)

, (16b)

whereθ̂k− 1
2

denotes an intermediate parameter esti-
mate, which makes use of the most recent estimate of
σũ (which is determined before the update ofσ̂k

ỹ takes
place).

Update of σũ. For the update of the input measure-
ment noise varianceσũ, a steepest-gradient algorithm
has been proposed in (Linden et al., 2008b). Re-
cently, an alternative approach for the (approximate)
minimisation of (12c) has been suggested in (Lin-
den et al., 2008a). There, the cost functionVk is
modified by replacingθ in (12c), which is nonlinear
in σũ due to (11a) and (11b), by the approximation
Lθ(ϑ̂k−1), which is obtained by making use of lin-
earisations of (11a) and (11b) around the latest esti-
matesϑ̂k−1. These linearisations have been developed
in (Söderström, 2007a) and are given by

θ̂k ≈ Lθ(ϑ̂k−1) , θ̂k−1 +
(

Σ̂k
ϕ −Σϕ̃(σ̂k−1)

)−1

(17a)

×

(

ξ̂k
ϕy− Σ̂k

ϕθ̂k−1 +

[

σ̂k
ỹak−1

σ̂k
ũbk−1

])

,

σ̂k
ỹ ≈ Lσỹ(ϑ̂k−1) , σ̂k−1

ỹ +
b̂T

k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1

(

σ̂k−1
ũ − σ̂k

ũ

)

.

(17b)

For a convenient notation, introduce

ι(ϑ̂k−1) , ξ̂k
ϕy− Σ̂k

ϕθ̂k−1 (18a)

+

[

σ̂k−1
ỹ +

b̂T
k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1
σ̂k−1

ũ

]

[

âk−1
0

]

,

κ(ϑ̂k−1) ,





−
b̂T

k−1b̂k−1
ˆ̄aT
k−1

ˆ̄ak−1
âk−1

b̂k−1



 , (18b)

Σϕ0(σ̂k−1) , Σ̂k
ϕ −Σϕ̃(σ̂k−1). (18c)

Using this notation, the quantityσỹ given by (17b) can
be eliminated in (17a) yielding a linear expression for
θ which only depends on̂σk

ũ

Lθ(ϑ̂k−1) = θ̂k−1 + Σ−1
ϕ0

(σ̂k−1)ι(ϑ̂k−1)

+ Σ−1
ϕ0

(σ̂k−1)κ(ϑ̂k−1)σ̂k
ũ. (19)
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Substitutingθ in (12c) with Lθ(ϑ̂k−1) allows the ap-
proximate cost function to be defined

V lin
k ,

1
2

∥

∥rk
(

Lθ(ϑ̂k−1)
)∥

∥

2
2 , (20)

which can be minimised analytically at each time in-
stancek. Differentiating with respect toθ and setting
equal to zero gives

σ̂k
ũ =

JT(σ̂k
ũ)
(

Σ̂k
ζϕ
[

θ̂k−1 + Σ−1
ϕ0

(σ̂k−1)ι(ϑ̂k−1)
]

− ξ̂k
ζy

)

−JT(σ̂k
ũ)Σ̂k

ζϕΣ−1
ϕ0 (σ̂k−1)κ(ϑ̂k−1)

,

(21)

where the JacobianJ(σ̂k
ũ) is given by

J(σ̂k
ũ) = Σ̂k

ζϕ
dLθ

dσ̂k
ũ

, (22)

whilst the total derivative ofLθ is obtained from (19)
as

dLθ

dσ̂k
ũ

= Σ−1
ϕ0

(σ̂k−1)κ(ϑ̂k−1). (23)

The resulting algorithm, which consists of (14)-(16)
and (21) is referred to as recursive Frisch scheme
(RFS) within the subsequent development.

4 FAST RECURSIVE FRISCH
SCHEME ALGORITHM

It is observed that for the computation of the input
measurement noise variance in (21), the matrixΣϕ0 is
required to be inverted. A matrix inversion is gener-
ally of cubic complexity with respect to its dimension,
which is here equal tona +nb, the number of param-
eters to be estimated. Indeed, this matrix inversion is
the bottleneck within the RFS approach described in
Section 3.2, since the remaining operations are only
of quadratic complexity with respect to the model pa-
rameters. Since the intended use for such a recursive
scheme lies in an online computation of the system
parameters, it would certainly be attractive to reduce
the computational burden of the input measurement
noise computation to quadratic order. This would
allow a wider application of the algorithm for cases
where less computational power is available. The de-
velopment of such an algorithm is the topic of this
section.

4.1 First Bottleneck

The first bottleneck is due the computation of the in-
verse within the total derivative ofLθ, which has been

given in Section 3.2 by (23). However, by making use
of stationary iterative methods for solving LS prob-
lems (Björck, 1996, Chapter 7), Equation (23) can be
re-expressed as

Σ̂k
ϕ

dLθ

dσ̂k
ũ

−Σϕ̃(σ̂k−1)
dLθ

dσ̂k
ũ

= κ(ϑ̂k−1), (24)

where the matrix splitting is given naturally by (18c).
An iterative/recursive way to computedLθ/dσ̂k

ũ could
therefore be given by

Lk′
θ , Pk

[

κ(ϑ̂k−1)+ Σϕ̃(σ̂k−1)L
k−1′
θ

]

, (25)

whereLk′
θ denotes the recursively computed deriva-

tive andPk = [Σ̂k
ϕ]−1 is given by the matrix inversion

lemma of the RLS algorithm, which is already com-
puted for the determination ofθ̂k.

4.2 Second Bottleneck

The second bottleneck is due to the matrix inverse
within the computation of (19), therefore, an (approx-
imate) recursive expression forLθ(ϑ̂k−1) is required,
which is of quadratic complexity only. Firstly, intro-
duce the notationLθ(ϑ̂k−1) , Lk

θ, where the indexk
is chosen to reflect the fact thatLk

θ corresponds to the
linearisation at time instancek (although it depends
on the estimatêϑk−1 with time indexk− 1). Sec-
ondly, assume that all pastθ̂k have been computed
using the expression (19), which means thatθ̂k−1 can
be replaced withLk−1

θ in (19). Thirdly, from (18a) and
(18b) it holds

ι(ϑ̂k−1)+ κ(ϑ̂k−1)σ̂k
ũ = ξ̂k

ϕy− Σ̂k
ϕθ̂k−1 +

[

âk−1
0

]

σ̂k−1
ỹ

+

[

b̂T
k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1
âk−1

0

]

σ̂k−1
ũ +

[

−
b̂T

k−1b̂k−1
ˆ̄aT
k−1

ˆ̄ak−1
âk−1

0

]

σ̂k
ũ

+

[

0
b̂k−1

]

σ̂k
ũ, (26)

and by assuming thatσ̂k
ũ ≈ σ̂k−1

ũ , σ̂k
ỹ ≈ σ̂k−1

ỹ and using

θ̂k−1 = Lk−1
θ , one obtains

ι(ϑ̂k−1)+ κ(ϑ̂k−1)σ̂k
ũ ≈ ξ̂k

ϕy− Σ̂k
ϕLk−1

θ

+

[

σ̂k
ỹIna 0
0 σ̂k

ũInb

]

Lk−1
θ .

(27)

Finally, by substituting (18c) and (27) into (19), it
holds

[

Σ̂k
ϕ −Σϕ̃(σ̂k−1)

]

Lk
θ =

[

Σ̂k
ϕ −Σϕ̃(σ̂k−1)

]

Lk−1
θ

+ ξ̂k
ϕy− Σ̂k

ϕLk−1
θ + Σϕ̃(σ̂k)L

k−1
θ , (28)
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which simplifies to
[

Σ̂k
ϕ −Σϕ̃(σ̂k−1)

]

Lk
θ = −Σϕ̃(σ̂k−1)L

k−1
θ + ξ̂k

ϕy

+ Σϕ̃(σ̂k)L
k−1
θ . (29)

Thus, by usingLk−1
θ ≈ Lk

θ, a recursive computation of
the linearisedθ-equation (17a) is given by

Lk
θ ≈ [Σ̂k

ϕ]−1ξ̂k
ϕy +[Σ̂k

ϕ]−1Σϕ̃(σ̂k)L
k−1
θ , (30)

which interestingly is, indeed, the RBCLS algorithm
given in (14) (i.e. simply replacêθk with Lk

θ in (14)).
Since the recursive computation ofLk

θ is identical to
the RBCLS computation of̂θk, the latter, more fa-
miliar, notation can be utilised. Substituting the lin-
earisedλmin-equation (17b), the RBCLS equation be-
comes

θ̂k = θ̂LS
k +Pk

[

σ̂k
ỹâk−1

σ̂k
ũbk−1

]

⇔ θ̂k = θ̂LS
k +Pk

[

0
b̂k−1

]

σ̂k
ũ +Pk

[

âk−1
0

]

(31)

×

[

σ̂k−1
ỹ +

b̂T
k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1
σ̂k−1

ũ −
b̂T

k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1
σ̂k

ũ

]

,

which simplifies to

θ̂k = Pkῑ(ϑ̂k−1)+Pkκ(ϑ̂k−1)σ̂k
ũ, (32)

whereκ(ϑ̂k−1) is defined by (18b) and

ῑ(ϑ̂k−1) , ξ̂k
ϕy +

[

âk−1
0

]

[

σ̂k−1
ỹ +

b̂T
k−1b̂k−1

ˆ̄aT
k−1

ˆ̄ak−1
σ̂k−1

ũ

]

.

(33)

4.3 Fast Update of σ̂k
ũ

Using the previous results, a fast implementation for
the update of̂σk

ũ can be realised. With the Jacobian at
time instancek being given by (cf. (22))

Jk , Σ̂k
ζϕLk′

θ , (34)

it is therefore possible to computeσ̂k
ũ as

0 = JT
k

[

Σ̂k
ζϕθ̂k− ξ̂k

ζy

]

(35)

and by substitutinĝθk given in (32), the fast update
for σ̂k

ũ is finally given by

σ̂k
ũ =

JT
k

[

ξ̂k
ζy− Σ̂k

ζϕPkῑ(ϑ̂k−1)
]

JT
k Σ̂k

ζϕPkκ(ϑ̂k−1)
. (36)

Note that only matrix vector multiplications are re-
quired for the fast computation ofσ̂k

ũ, hence the com-
putational effort is reduced towards quadratic com-
plexity. The fast RFS algorithm, which consists of
(14)-(16) and (36) is referred to as FRFS within the
subsequent development.

5 NUMERICAL EXAMPLES

It is of interest to compare the RFS estimates with
those obtained by the FRFS and also to compare the
computation time of both algorithms.

5.1 Estimation of σũ

A LTI SISO system withna = nb = 2 and given by

θ =
[

−1.5 0.7 1 0.5
]T

(37a)

σ =
[

2.1 0.1
]T

(37b)

is simulated for 1000 samples using a zero mean,
white and Gaussian distributed input signal of unity
variance. The RFS and FRFS algorithms are applied
to estimateϑ usingnζ = na + nb + 1, whilst λ = 1 is
chosen (i.e. no forgetting). The estimates ofσũ andσỹ
are projected into the intervals[0,σmax

ũ ] and[0,σmax
ũ ],

where the maximal admissible values for the input
and output measurement noise variances are chosen
to beσmax

ũ = 2σũ = 0.2 andσmax
ỹ = 2σỹ = 4.2, respec-

tively. The estimates ofσũ are compared in Figure 2.
Here it is observed that the projection facility (which

200 400 600 800 1000
0

0.05

0.1

0.15

 

 true
RFS
FRFS

σ̂k ũ

k

Figure 2: Estimates ofσũ for using the RFS, and FRFS.

setsσ̂k
ũ = σ̂k−1

ũ if the estimate is not within the speci-
fied interval) seems to be more often active for the fast
algorithm (see aroundk = 420). After approximately
500 recursions, however, the FRFS estimate is barely
distinguishable from the RFS, although the FRFS so-
lution seems to be slightly more erratic. Hence, at
least in the example considered here, the FRFS ap-
pears to be able to approximate the estimate ofσũ ob-
tained by the more computationally demanding RFS
algorithm.

5.2 Comparison of Computation Time

Naturally, it is of major interest to compare the com-
putation time per recursion of the FRFS algorithm
with that of the RFS scheme. Therefore, the algo-
rithms are applied to systems with an incrementally
increasing model orderm = na = nb = 1, ...,30 and
the computation time per single recursion is recorded
for each identification task. The results are presented
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in Figure 3, which clearly shows the relative reduction
of computational complexity for the FRFS approach.
For a model order ofm= 30, the RFS requires around

5 10 15 20 25 30
1

2

3

x 10
−3

tim
e[

s]

 

 

RFS
FRFS

m
Figure 3: Computation time per single recursion with in-
creasing model orderm.

3.5ms, whilst the FRFS requires less than 2.0ms. The
fact that the slope of the curve corresponding to the
FRFS algorithm is lower than that of the RFS ap-
proach illustrates that the computational complexity
is reduced from cubic to quadratic order; this under-
pins the theoretical results obtained in this paper.

6 CONCLUSIONS AND FURTHER
WORK

The Frisch scheme for the identification of lin-
ear time-invariant single-input single-output errors-
in-variables systems has been reviewed. The well-
known non-recursive case as well as a recently devel-
oped recursive algorithm has been discussed. Since
the latter is of cubic computational complexity with
respect to the number of parameters to be estimated,
several approximations have been introduced, in or-
der to reduce the complexity from cubic to quadratic
order. This theoretical result is in agreement with the
measured computation time which has been obtained
for a numerical simulation. This simulation has also
shown that the fast algorithm is able to approximate
the solution of the computationally more demanding
algorithm satisfactorily.

Further work could concern the convergence prop-
erties of the recursive algorithm.
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Abstract: An algorithm for the recursive identification of single-input single-output linear discrete-time time-invariant
errors-in-variables system models in the case of white input and coloured output noise is presented. The
approach is based on a bilinear parametrisation technique which allows the model parameters to be estimated
together with the auto-correlation elements of the input/output noise sequences. In order to compensate for the
bias in the recursively obtained least squares estimates, the extended bias compensated least squares method
is used. An alternative for the online update of the associated pseudo-inverse of the extended observation
covariance matrix is investigated, namely an approach based on the matrix pseudo-inverse lemma and an
approach based on the recursive extended instrumental variables technique. A Monte-Carlo simulation study
demonstrates the appropriateness and the robustness against noise of the proposed scheme.

1 INTRODUCTION

The errors-in-variables (EIV) approach forms an ex-
tension of the standard output error system setup
in which it is postulated that only the output mea-
surements are uncertain. In the EIV framework all
measured signals, hence, including the system in-
put, are assumed to be contaminated with noise, see
(Söderström, 2007) for the recent survey on this sub-
ject. The EIV framework can offer advantages over
the classical approach, mainly when the description
of the internal laws governing a system is of prime in-
terest, e.g. application areas in chemistry, image pro-
cessing, fault detection etc., see (Söderström, 2007;
Markovsky and Van Huffel, 2007) for further details.

One of the EIV techniques that has been shown
to be robust and to yield relatively precise estimates
is the extended compensated least squares (ECLS)
method. The approach is based on the extended bias
compensated least squares (EBCLS) and utilises sep-
arable nonlinear least squares to solve the resulting
overall identification problem. The method was first
proposed in (Ekman, 2005a), which considered the
case of white input and output noise sequences and
subsequently extended to handle the case of coloured
output noise in (Ekman et al., 2006). Further anal-
ysis, considering a generalised framework, has been
carried out in (Mahata, 2007).

Alternatively, by exploiting the property that the
overall optimisation problem is bilinear in the un-
knowns, see (Ljung, 1999), which in this case corre-
sponds to the model parameters and the input/output
noise auto-correlation elements, the principle of bi-
linear parametrisation can be utilised. The resulting
scheme, termed here the extended bilinear parametri-
sation method (EBPM) involves solving iteratively
two ordinary least squares problems, see (Larkowski
et al., 2008) for details. Although the quality of the
parameters obtained by the EBPM is comparable to
the quality of the estimates yielded by the ECLS, an
important distinction is that the EBPM is significantly
less computationally demanding than the ECLS tech-
nique.

The bilinear parametrisation method was first
utilised to solve the EIV identification problem in
a recursive manner in (Ekman, 2005b) for the case
of white input and output noise. It has also been
exploited in (Ikenoue et al., 2008) for the case of
coloured input and output noise sequences and for the
purpose of offline as well as online estimation. How-
ever, in both cases the term ‘bilinear parametrisation’
has not been explicitly stated. In (Ekman, 2005b) the
constructed recursive algorithm is not computation-
ally attractive, since its complexity at each iteration is
actually greater than that of the corresponding batch
algorithm applied in an offline manner at each recur-
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sion. Whereas, in (Ikenoue et al., 2008) due to a spe-
cial choice of the instruments, the resulting algorithm
is not causal, in general, hence its recursive imple-
mentation yields delayed estimates.

In this paper a recursive realisation of the EBPM
is presented for a discrete-time linear time-invariant
(LTI) single-input single-output (SISO) system model
in the case of the white input and coloured output
noise and it is demonstrated that the above men-
tioned shortcomings may be avoided. The bias of
the recursively calculated least squares (LS) estima-
tor is removed at each recursion via the extended bias
compensated least squares (EBCLS) technique. The
online update of the pseudo-inverse of the overde-
termined observation matrix is realised by consider-
ing an alternative, namely an approach based on the
pseudo-inverse lemma, see (Feng et al., 2001) and an
approach based on the recursive extended instrumen-
tal variables technique, see (Friedlander, 1984). The
two resulting algorithms are analysed and compared
with their offline counterpart via a Monte-Carlo sim-
ulation study. It is shown that the instrumental vari-
ables approach is the more preferable due to its supe-
rior robustness and improved convergence properties,
in general.

2 NOTATION AND PROBLEM
STATEMENT

Consider a discrete-time LTI SISO system repre-
sented by the difference equation

A(q−1)y0k = B(q−1)u0k, (1)

where the polynomialsA(q−1) andB(q−1) are given
by

A(q−1) , 1+a1q
−1 + . . .+anaq

−na, (2a)

B(q−1) , b1q−1 + . . .+bnbq
−nb (2b)

with q−1 being the backward shift operator, defined
by q−1xk , xk−1. The unknown noise-free input and
noise-free output signals denotedu0k andy0k, respec-
tively, are related to the available noisy variables, de-
noteduk andyk, such that

uk = u0k + ũk, yk = y0k + ỹk, (3)

whereũk andỹk denote the input and output measure-
ment noise sequences, respectively. The following
standard assumptions, see e.g. (Ekman et al., 2006),
are introduced:

A1 The LTI system (1) is asymptotically stable, i.e.
A(q−1) has all zeros inside the unit circle.

A2 All system modes are observable and control-
lable, i.e. A(q−1) andB(q−1) share no common
factors.

A3 The system structure, i.e.na andnb, is knowna
priori andna≥ nb.

A4 The true inputu0k is a zero mean, ergodic random
sequence persistently exciting and of sufficiently
high order, i.e. at least of orderna +nb.

A5a The additive input noise sequence ˜uk of un-
known varianceσũ is an ergodic zero mean white
process.

A5b The additive output noise sequence ˜yk is
an ergodic zero mean process characterised
by an unknown auto-covariance sequence
{rỹ(0), rỹ(1), . . .}.

A6 The input/output noise sequences are mutually
uncorrelated and uncorrelated with signalsu0k and
y0k.

By postulating that the output noise sequence exhibits
an arbitrary degree of correlation allows for measure-
ment sensor uncertainties to be taken into account, as
well as potential disturbances in the process.

The system parameter vector is denoted

θ ,
[

aT bT
]T
∈ R nθ , (4a)

a ,
[

a1 . . . ana

]T
∈ R na, (4b)

b ,
[

b1 . . . bnb

]T
∈ R nb, (4c)

wherenθ = na + nb. The extended regressor vectors
for thek-th measured data are defined as

ϕ̄k ,
[

−yk ϕT
k

]T
∈ R nθ+1

, (5a)

ϕ̄yk,
[

−yk ϕT
yk

]T
∈ R na+1

, (5b)

where

ϕk ,
[

ϕT
yk

ϕT
uk

]T
∈ R nθ , (5c)

ϕyk ,
[

−yk−1 . . .−yk−na

]T
∈ R na, (5d)

ϕuk ,
[

uk−1 . . .uk−nb

]T
∈ R nb. (5e)

The noise contributions in the corresponding regres-
sor vectors are denoted by a tilde, i.e.˜[·], whereas the
noise-free signals are denoted by a zero subscript, i.e.
[·]0. From (3) it follows that

ϕ̄k = ϕ̄0k + ˜̄ϕk. (6)

The notationΣgd is used as a general notion for the
covariance matrix of the vectorsgk anddk, whereas
ξg f is utilised for a covariance vector withfk being
a scalar. The corresponding estimates are denoted by
a hat. In addition, 0g×d denotes the null matrix of
arbitrary dimensiong× d and a single index is used
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in the case of a column vector as well as in the case of
a square matrix, e.g. the identity matrixIg. The auto-
correlation elements, denotedrỹ(·) are defined as

rỹ(τ) , E [ỹkỹk−τ] , (7)

whereE[·] is the expected value operator. Introducing

ρ ,
[

ρT
y σũ

]T
∈ R na+2

, (8a)

ρy ,
[

rỹ(0) . . . rỹ(na)
]T
∈ R na+1

, (8b)

the dynamic identification problem in the EIV frame-
work considered here is formulated as:

Problem 1. (Dynamic EIV identification problem)
Given N samples of the measured signals, i.e.{uk}

N
k=1

and{yk}
N
k=1, determine the vector

Θ ,
[

θT ρT
]T
∈ R nθ+na+2

. (9)

3 REVIEW OF APPROACHES

This section briefly reviews the EBCLS technique and
the offline EBPM algorithm.

3.1 Extended Bias Compensated Least
Squares

Denoting an estimate bŷ[·], a solution of the system
(1)-(3) in the LS sense is given by

θ̂LS = Σ̂†
xϕξ̂xy, (10)

where[·]† is the pseudo inverse operator defined by
A†

, (ATA)−1AT , xk ∈ R
nx denotes an arbitrary in-

strumental vector withnx ≥ nθ. Due to the mea-
surement noise, unless the elements ofxk are uncor-
related withϕ̃k, the solution obtained is biased. In
order to achieve an unbiased estimate ofθ, a bias
compensation procedure is required to be carried out
(Söderström, 2007). This consideration yields the
EBCLS estimator defined as

θ̂EBCLS ,
(

Σ̂xϕ−Σx̃ϕ̃
)†

(

ξ̂xy− ξx̃ỹ

)

. (11)

Note thatΣx̃ϕ̃ andξx̃ỹ, in general, are functions ofρ,
which, in turn, will depend on the elements contained
in the instrument vectorxk.

3.2 Extended Bilinear Parametrisation
Method

The bilinear parametrisation method is applicable
for problems that are bilinear in the parameters, see
(Ljung, 1999) for details, and it is presented here

in accordance with the development proposed in
(Larkowski et al., 2008).

Based on the EBCLS rule given by (11) a bilinear
(in the parameters) cost function can be formulated,
i.e.

Θ̂ = argmin
Θ

V(Θ), (12)

where

V(Θ) ,

∥

∥

∥
ξ̂xy− ξx̃ỹ−

(

Σ̂xϕ−Σx̃ϕ̃
)

θ
∥

∥

∥

2

2
. (13)

Note that the instrumentsxk must be chosen such that
the resulting problem is soluble, i.e. the total number
of unknowns is less than or equal to the total num-
ber of equations, see (Larkowski et al., 2008) for a
detailed treatment. Alternatively, utilising the bilin-
earity property, (13) can be re-expressed as

V(Θ) =
∥

∥

∥
ξ̂xy− Σ̂xϕθ−Wρ

∥

∥

∥

2

2
, (14)

whereW , S1−S2(θ) ∈ R nx×(na+2) such thatS1ρ ,

ξx̃ỹ andS2(θ)ρ , Σx̃ϕ̃θ.
It is observed that for fixedρ (i.e. the expres-

sionsΣx̃ϕ̃ andξx̃ỹ) the cost function (13) is linear in
θ. Analogously, for fixedθ (i.e. the matrixW) the
cost function (14) is linear inρ. Consequently, a nat-
ural approach is to treat (13) and (14) as separate LS
problems, cf. (Ljung, 1999). This leads to a two-step
algorithm where the LS solutions of the sub-problems
defined by (13) and (14) are obtained at each iteration.
Furthermore, local convergence of such algorithm is
guaranteed, see (Ljung, 1999).

4 RECURSIVE EXTENDED
BILINEAR
PARAMETRISATION METHOD

This section presents the proposed recursive realisa-
tion of the EBPM technique, denoted REBPM. First
the problem of an online update of the parameter vec-
tor is addressed. Subsequently, two approaches for
updating the pseudo-inverse of the extended obser-
vation matrix are considered. Finally, the problem
of calculating the input noise variance and the auto-
correlation elements of the output noise is discussed.

4.1 Recursive Update of Parameter
Vector

Considering (11) and by making use of (10) it follows
that

θ = θ̂LS+ Σ̂†
xϕ

(

Σx̃ϕ̃θ− ξx̃ỹ
)

. (15)
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It is remarked that the expression̂Σ†
xϕ

(

Σx̃ϕ̃θ− ξx̃ỹ
)

represents the bias of the LS estimator. Since the true
value ofθ on the right hand side of (15) is unknown, a
natural approach is to utilise the most recent estimate,
i.e. the previous value. This leads to the following
recursive EBCLS scheme

θ̂k
EBCLS = θ̂k

LS +
(

Σ̂k
xϕ

)†(

Σk
x̃ϕ̃θ̂k−1

EBCLS− ξk
x̃ỹ

)

. (16)

Despite that an inevitable error is introduced by as-
suming θ̂k

EBCLS ≈ θ̂k−1
EBCLS, the above approach also

known as the stationary iterative LS principle (Björck,
1996), has been successfully employed in several re-
cursive as well as iterative algorithms.

4.2 Recursive Update of Pseudo-inverse

Considering equation (16), it is observed that a
recursive update of the pseudo-inverse ofΣ̂k

xϕ as well

as of the LS estimate, i.e.̂θk
LS, is required. This

problem can be tackled by two approaches described
below.

Approach based on the Matrix Pseudo-inverse
Lemma - REBPM1. The first, i.e. direct approach
is to utilise an extension of the matrix inverse lemma,
namely the matrix pseudo-inverse lemma, see (Feng
et al., 2001). This allows the recursive computation of
the expression̂Σ†

xϕ as well as the correspondingθ̂LS.
The algorithm can be summarised as follows:

θ̂k
LS = θ̂k−1

LS +Lk

(

yk−ϕT
k θ̂k−1

LS

)

, (17a)

Lk =

(

Σ̂k−1
xϕ

)†
xk

k−1+ ϕT
k

(

Σ̂k−1
xϕ

)†
xk

, (17b)

(

Σ̂k
xϕ

)†
=

k
k−1

[

(

Σ̂k−1
xϕ

)†
−LkϕT

k

(

Σ̂k−1
xϕ

)†
]

, (17c)

Σ̂k
xϕ = Σ̂k−1

xϕ +
1
k

(

xkϕT
k − Σ̂k−1

xϕ

)

, (17d)

ξ̂k
xy = ξ̂k−1

xy +
1
k

(

xkyk− ξ̂k−1
xy

)

. (17e)

The main shortcoming of the pseudo-inverse ap-
proach when dealing with practical applications re-
sults from its relatively high sensitivity with respect
to the initialisation of the pseudo-inverse of the ma-
trix Σ̂k

xϕ. This issue is not trivial and can lead to a
divergence of the overall algorithm. In order to appro-

priately initialise the expression
(

Σ̂k
xϕ

)†
, it is required

that the pseudo-inverse is computed offline after an ar-
bitrary number, denotedα, of measurements is taken
and before the recursive algorithm commences oper-
ation.

Remark 1. It is noted that the uniqueness of
(

Σ̂xϕ
)†

in the case of recursive approaches is not always
guaranteed when utilising equations(17), see (Lin-
den, 2008) for further details. As a consequence, the
corresponding estimate ofθk

LS may not represent the
optimal, in terms of the minimum variance, solution
to the overdetermined set of equations given by(10).

Approach based on Extended Instrumental Vari-
ables - REBPM2. An alternative to employing the
matrix pseudo-inverse lemma, an approach based on
the recursive extended instrumental variables tech-
nique, see (Friedlander, 1984), can be utilised in or-
der to obtain, albeit indirectly, a recursive update of
(

Σ̂k
xϕ

)†
. Define

Pk =

[

(

Σ̂k
xϕ

)T
Σ̂k

xϕ

]−1

. (18)

In this approach the expressionPk is updated recur-

sively, rather than the total pseudo-inverse
(

Σ̂k
xϕ

)†
.

The algorithm can be summarised as:

θ̂k
LS = θ̂k−1

LS +Kk

(

vk−φT
k θ̂k−1

LS

)

, (19a)

Kk = Pk−1φk
[

Λk + φT
k Pk−1φk

]−1
, (19b)

Λk =

[

−xT
k xk 1
1 0

]

, (19c)

φk =
[

wk
1
kϕk

]

, (19d)

wk =
k−1

k

(

Σ̂k−1
xϕ

)T
xk, (19e)

vk =
1
k

[

(k−1)xT
k ξ̂k−1

xy
yk

]

, (19f)

Pk = Pk−1−KkφT
k Pk−1 (19g)

with Σ̂k
xϕ and ξ̂k

xy updated as in equations (17d) and
(17e), respectively. Since it is the expressionPk which
is obtained recursively, hence, in order to calculate
(

Σ̂k
xϕ

)†
, for the recursive bias compensation equation

(16), an additional matrix product has to be computed,
i.e.

(

Σ̂k
xϕ

)†
= Pk

(

Σ̂k
xϕ

)T
. (20)

Consequently, the pseudo-inverse ofΣ̂k
xϕ is obtained

in an indirect manner. Moreover, note that the recur-
sive algorithm (19a) requires an inverse of the matrix
of dimension 2×2 at each recursion. This, however,
does not significantly increase the associated compu-
tational burden. On the other hand, the important ad-
vantages of this algorithm are that, firstly, it can be
easily initialised and, secondly, it is relatively insensi-
tive to the quality of the initial values. With reference
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to (Friedlander, 1984), in the case of noa priori in-
formation the initialisation can be performed as

Σ0
zφ =µ

[

Inθ
0(nx−nθ)×nθ

]

, P0
k =

1
µ2 Inθ, θ0

LS=0nθ×1. (21)

The scalar parameterµ allows the speed of conver-
gence to be adjusted, hence affects the ‘smoothness’
of Θ̂ (i.e. large value ofµ corresponds to the slow
convergence and smooth parameters). Further algo-
rithmic details ensuring that the update of the matrix
Pk, given by (19g), is (semi-) positive definite are ad-
dressed in (Friedlander, 1984).

4.3 Determination of Noise
Auto-correlation Elements

Since the matrixWk is sparse, in general, the compu-
tational effort involved in its pseudo-inverse is negli-
gible when compared to that ofΣ̂k

xϕ. Therefore, it is

the pseudo-inverse of̂Σk
xϕ which forms a crucial bot-

tleneck of the overall algorithm. Consequently, a re-
cursive computation of̂ρk is not considered here and
its estimate is determined offline at each recursion by
solving (14) in the LS sense, i.e.

ρ̂k =
(

Wk
)†(

ξ̂k
xy− Σ̂k

xϕθ̂k
EBCLS

)

. (22)

5 SIMULATION STUDIES

This section addresses a numerical analysis of the
two proposed recursive realisations of the EBPM ap-
proach, namely REBPM1 and REBPM2, when ap-
plied for the purpose of identifying a SISO discrete-
time LTI second order system within the EIV frame-
work. The system to be identified is described by

θ =
[

−1.5 0.7 1.0 0.5
]T

(23)

with the input generated by

u0k = 0.5u0k−1 + βk, (24)

whereβk is a white, zero mean sequence of unity vari-
ance. The input noise sequence is zero mean, white of
varianceσũ and the coloured output noise sequence is
generated by

ỹk = 0.7ỹk−1+ γk, (25)

whereγk is zero mean, white and of varianceσγ. In
the case of both algorithms the instrumental vector is
based on the instruments proposed in (Ekman et al.,
2006), i.e. built from delayed inputs and delayed out-
puts, and utilised withnx = 10.

Table 1: Results of the estimation of model parameters and
auto-correlation elements of the noise sequences.

true EBPM REBPM1 REBPM2

SNR≈ 11dB

a1 −1.500 −1.501±0.041 −1.504±0.051 −1.494±0.023

a2 0.700 0.701±0.045 0.705±0.056 0.694±0.024

b1 1.000 0.998±0.039 0.996±0.045 1.001±0.038

b2 0.500 0.500±0.072 0.495±0.083 0.508±0.051

σũ 0.100 0.100±0.054 0.095±0.065 0.124±0.052

r ỹ(0) 3.922 3.273±2.349 2.647±3.902 3.834±1.376

r ỹ(1) 2.745 2.168±1.938 1.631±3.275 2.618±1.174

r ỹ(2) 1.922 1.540±0.949 1.250±1.612 1.721±0.715

e1 − 0.001±0.001 0.004±0.005 0.001±0.001

e2 − 0.097±0.120 1.187±3.464 0.143±0.197

Λ − 0 2 0

T − − 1.381±0.102 1.663±0.134

The robustness of the two algorithms is examined
via a Monte-Carlo simulation study comprising of
100 runs. The mean values of the estimates obtained
at the last recursion, i.e. fork = N are recorded and
compared with the corresponding results produced by
the offline EBPM. The the overall quality of the esti-
mators is assessed via the following two performance
criteria:

e1 ,
∥

∥θ̂N
λ −θ

∥

∥

2
2, e2 ,

∥

∥ρ̂N
λ −ρ

∥

∥

2
2, (26)

whereλ denotes theλ-th Monte-Carlo run. Prior to
the calculation of the performance indecese1 ande2
the possible outliers are removed from the data. An
estimate is classified as an outlier if

∥

∥θ̂N
λ
∥

∥

2 > 10. The
number of outliers is denoted byΛ. Additionally, a
computation time in seconds, denotedT, is recorded.

The initial values of the parameters are set as fol-
lows: α = 50 for the REBPM1 andµ = 100 for the
REBPM2. In order to provide a fair comparison, in
the case of the REBPM2, the bias compensation phase
is enabled from sample 50 onwards, although the ex-

pressionŝθk
LS and

(

Σ̂k
xϕ

)†
are recursively calculated

from the commencement of the algorithm. The values
of the noise parameters are chosen asσũ = 0.1 and
σγ = 2.0. Consequently, the noise auto-correlation
vector is given by

ρ =
[

3.922 2.745 1.922 0.100
]T

, (27)

which yields an approximately equal signal-to-noise
ratio (SNR) of around 11dB on both the input and
the output signals. The results expressed obtained
in terms of mean value± standard deviation are pre-
sented in Table 1. It is observed that the mean values
of the model parameters, obtained by the algorithms,
seee1, are relatively accurate and close to the true val-
ues and are also characterised by acceptable standard
deviations. In the case ofe2 the estimateŝρ are rel-
atively less precise, especially those produced by the
REBPM1.
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In general, comparison of the two recursive real-
isations of the EBPM reveals that it is the REBPM2
which produces the more accurate results overall.
Moreover, it is noted that in the case of the REBPM1
the algorithm diverged twice, producing two outliers.
In terms of the computational burden, the time re-
quired by the REBPM2 is slightly greater when com-
pared to that of REBPM1, i.e. the former technique is
faster by approximately 17% with respect to the latter
method.

In general, the experiments carried out seem to
suggest that the REBPM2 is more advantageous than
the REBPM1 due to a simpler initialisation, greater
robustness and an absence of convergence problems,
at least under the conditions considered here.

6 CONCLUSIONS

A recursive realisation of the extended bilinear
parametrisation method for the identification of dy-
namical linear discrete-time time-invariant single-
input single-output errors-in-variables models has
been proposed. Two alternative approaches for the
online update of the pseudo-inverse of the extended
observation covariance matrix have been considered.
The first approach is based on the pseudo-inverse ma-
trix lemma, whereas the second is constructed within
the framework of the extended instrumental variables
technique. For the cases considered, the two resulting
algorithms appear to be relatively robust and they are
also found to yield precise estimates of the model pa-
rameters. Results suggest that the instrumental vari-
ables based approach would appear to be the superior
of the two developed algorithms.
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Abstract: In this paper, robust quadratic stabilization of nonlinear polynomial systems within the frame work of Linear
Matrix Inequalities (LMIs) is investigated. The studied systems are composed of a vectoriel polynomial func-
tion of state variable, perturbed by an additive nonlinearity which depends discontinuously on both time and
state. Our main objective is to show, by employing the Lyapunov stability direct method and the Kronecker
product properties, how a polynomial state feedback control law can be formulated to stabilize a nonlinear
polynomial systems and, at the same time, maximize the bounds on the perturbation which the system can
tolerate without going unstable. The efficiency of the proposed control strategy is illustrated on the Turbine -
Governor system.

1 INTRODUCTION

The problem of robust quadratic stabilization for non-
linear uncertain systems has attracted a consider-
able attention and several methods have been pro-
posed in the literature (Siljak, 1989) (Leitmann, 1993)
(Kokotovic and Arcak, 1999). In some very interest-
ing works, Lyapunov stability theory has been used
to design control laws for systems with structured or
unstructured parametric uncertainties and state pertur-
bations.

The basic principle of quadratic stabilization is to
find a feedback controller such that the closed-loop
system is stable with a fixed Lyapunov function. This
problem was initially proposed in (Barmish, 1985) to
study the control of uncertain systems satisfying the
so-called matching conditions. Since then, various re-
sults have been reported, including a necessary and
sufficient condition given in (Barmish, 1985) and the
Riccati equation method established in (Petersen and
Hollot, 1986). Particularly, they consider the class of
linear continuous systems subject to additive pertur-
bations which are nonlinear and discontinuous func-
tions in time and state of the system. The perturba-
tions are uncertain and all we know about them is that
they are contained within quadratic bounds.

Recently, the Linear Matrix Inequality (LMI) method
has been widely used in quadratic stabilization since
it can be solved efficiently using the interior-point
method (Boyd et al., 1994). In this fact, the quadratic
feedback stabilization of this type of systems using
LMI approach has received a great deal of atten-
tion in the Siljak-Stipanovic’works (Siljak and Sti-
panovic, 2000) (Stipanovic and Siljak, 2001) (Siljak
and Zecevic, 2005), in which sufficient conditions for
quadratic stabilizability are developed. Latter, a new
method which gives a less conservative result com-
pared to that of (Siljak and Stipanovic, 2000), by us-
ing a descriptor model transformation of the consid-
ered system, where an improved sufficient condition
for robust quadratic stabilization is given in terms
of Linear Matrix Inequality (LMI) (Zuo and Wang,
2005). However, the proposed results remain restric-
tives to the systems represented by a linear nominal
part and these conditions are rather difficult to check
and, in general, a nonlinear control law is required.

The main contribution of the present paper con-
sists in the replacement of the linear constant part by
a nonlinear polynomial function based on the Kro-
necker power of the state vector (Rotella and Tanguy,
1988) (Benhadj Braiek et al., 1995) (Brewer, 1978),
which has the advantage to approach any analytical
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nonlinear systems and general enough to model many
physical systems (Benhadj Braiek and Rotella, 1992)
(Benhadj Braiek and Rotella, 1994) (Benhadj Braiek
et al., 1995) (Benhadj Braiek and Rotella, 1995)
(Benhadj Braiek, 1995) (Bouzaouache and Benhadj
Braiek, 2006). In another hand, we propose the use
of the LMI approach in terms of minimization prob-
lems (Belkhiria Ayadi and Benhadj Braiek, 2005) , to
derive a new sufficient LMI stabilization conditions,
which resolution yields a stabilizing polynomial con-
trol law involving the quadratic stabilization of the
polynomial closed-loop systems and the maximiza-
tion of the nonlinearity bounds. Notice that, in recent
years, various methods have been developed in field
of system analysis and control amount to compute
the controllers which enlarge the domain of attraction
of equilibrium points of polynomial systems through
LMI approach (Chesi et al., 1999). Mainly based on
LMI relaxation for solving polynomial optimizations
(Chesi et al., 2003) (Chesi, 2004), these methods
proposes a convex optimization solutions with LMI
constraints for a chosen Lyapunov functions (Chesi,
2009).

An additional contribution of this paper is to ap-
ply the versatile tools of LMI for the design of robust
feedback Turbine-Governor control (Anderson and
Fouad, 1977) (Elloumi, 2005). Our primary reason for
selecting this type of control is the underlying sys-
tem model, which can be bounded in a way that con-
forms to quadratic bounds of nonlinearity. The pro-
posed method has an advantage such as the control
design of our power system is formulated as a con-
vex optimization problem, which ensures computa-
tional simplicity, and guarantees the existence of a
solution. The optimal gains matrices are obtained di-
rectly, with no need for tuning parameters or trial and
error procedures.

This paper is organized as follows: section 2 is
devoted to introduce the description of the nonlin-
ear studied systems and problem formulation. In the
third section, the LMI sufficient condition for robust
quadratic stabilization of polynomial systems is pro-
posed. Applications to power systems are then con-
sidered in section 4. Finally some concluding remarks
are given in the last section.

2 DESCRIPTION OF THE
STUDIED SYSTEMS AND
PROBLEM FORMULATION

In the present paper, we focus on analytical non-
linear polynomial control-affine systems under non-

linear perturbations described by the following state
space equation:

Ẋ = f (X(t))+GU(t)+h(X(t), t)

=
r
∑

i=1
FiX [i] +GU(t)+h(X(t), t), (1)

where:
∀t ∈ R+; X ∈ Rn is the state vector, U(t) ∈ Rm is the
input vector.
For i = 1, ...,r, X [i] ∈Rni

is the i-th Kronecker power
of the vector X and Fi ∈ Rn×ni

are constant matrices.
G is a constant (n×m) matrix and the polynomial de-
gree r is considered odd: r = 2s−1, with s ∈ N∗.
h : Rn+1→Rn is the nonlinear perturbations. The cru-
cial assumption about nonlinear function h(t,X(t)) is
that it is uncertain and all we know is that, in the do-
mains of continuity, it satisfies the quadratic inequal-
ity:

hT (t,X)h(t,X)≤ α
2XT HT HX , (2)

where α > 0 is the bounding parameter and H is a
constant matrix. For simplicity, we use h(t,X) instead
of h(t,X(t)) .
A large amount of works have been developed in
the robust quadratic stabilization area, considering
a particular class of nonlinear systems, where the
nonlinearities are totally in the perturbation terms
(Stipanovic and Siljak, 2001) (Siljak and Zece-
vic, 2005) (Zuo and Wang, 2005). The basic idea
addressed in this paper is the consideration of a non-
linear uncertain systems described by a polynomial
part with nonlinear perturbations which present the
uncertainties (Mtar et al., 2007). The present work is
an attempt towards expanding the robust quadratic
stabilization approach of the considered nonlinear
systems in the literature to polynomial ones. The aim
of the proposed approach is to guarantees on the
one hand, the stabilization of the linear part of the
polynomial system, and on the other hand to weaken
the perturbation which provide the maximization of
the domain of uncertainties.

3 ROBUST STABILIZING
CONTROL SYNTHESIS USING
THE LMI APPROACH

When the linear part of the perturbed polynomial sys-
tem (1) (defined by F1) is not stable, we can introduce
a nonlinear feedback to stabilize the overall system
and, at the same time, maximize its tolerance to uncer-
tain nonlinear perturbations. The considered polyno-
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mial control law is described by the following equa-
tion:

U = k(X) =
r

∑
i=1

KiX [i], (3)

where Ki,i=1,...,r are constant gains matrices, which
stabilizes asymptotically and globally the equilibrium
(X = 0) of the considered system.
When we apply the feedback (3) to the open-loop sys-
tem (1), we obtain the closed-loop system:

Ẋ = ( f +Gk)(X)+h(t,X)

= a(X)+h(t,X)

=
r
∑

i=1
AiX [i] +h(t,X)

(4)

where:
Ai = Fi +GKi (5)

is the closed-loop system matrix.
We define the following set:

S(h,H,α) = {h : hT (t,X)h(t,X)≤ α
2XT HT HX}.

(6)
For any given matrix H, our purpose is to establish
robust quadratic stabilization of the system (4-5) and
meanwhile make the set S(h,H,α) as large as possi-
ble.

Definition 1. The system (1) is robustly stabilized by
the control law (3) if the closed-loop system (4) is ro-
bustly stable with degree α for all h(t,X) satisfying
constraint (2).

Using the quadratic Lyapunov function:

V (X) = XT PX , (7)

which is positive definite when P is a symmetric
positive definite (n× n) matrix and computing the
derivative V̇ (X) along the trajectory of the system (4),
lead to the sufficient condition of the global asymp-
totic stabilization of the perturbed polynomial sys-
tem. Useful mathematical transformations have al-
lowed the formulation of the obtained condition as an
LMI optimization problem according to the polyno-
mial system parameters, given by the following The-
orem 1:

Theorem 1. The system (4) is robustly stabilized by
control law (3) if the following optimization problem
is feasible:

minimize η =
1

α2

subject to DS(P) > 0, γ > 0


Π(P) ? ? ? ?

ΛDS(P)τ −I 0 0 0
DS(P)τ 0 − 1

γ
I 0 0

GM̃ (k)τ 0 0 − 1
γ
I 0

HΛτ 0 0 0 −ηI

< 0 (8)

where: η = 1
α2 and M̃ (k) = γ−1M (k).

? : denotes the elements below the main diagonal of
a symmetric block matrix.

The relative notations of the Theorem 1 are men-
tioned in Appendix A.3.
To prove the Theorem 1, we need the two following
lemmas:

Lemma 1. (Yakubovich, 1977)
Let Ω0(x) and Ω1(x) be two arbitrary quadratic forms
over Rn, then Ω0(x)< 0 for all x∈Rn−{0} satisfying
Ω1(x)≤ 0 if and only if there exist σ≥ 0 such that:

Ω0(x)−σΩ1(x) < 0, ∀x ∈ Rn−{0} (9)

Lemma 2. (Zhou and Khargonedkar, 1988)
For any matrices A and B with appropriate dimen-
sions and for any positive scalar γ > 0, one has:

AT B+BT A≤ γAT A+ γ
−1BT B (10)

Proof of Theorem 1:
Let us consider the quadratic Lyapunov function (7)
and differentiating along trajectory of the system (4),
we have:

V̇ (X) = ẊT PX +XT PẊ

= XT P(
r
∑

i=1
AiX [i] +h(t,X))

+ (
r
∑

i=1
AiX [i] +h(t,X))T PX

=
r
∑

i=1
(XT PAiX [i] +X [i]T AT

i PX)

+ hT PX +XT Ph

= 2
r
∑

i=1
XT PAiX [i] +hT PX +XT Ph.

(11)

Using the rule of the vec-function (see Appendix A.1),
one obtains:

V̇ (X) = 2
r
∑

i=1
ΨT

i X [i+1] +hT PX +XT Ph, (12)

where:
Ψi = vec(PAi). (13)

Then, we have:

V̇ (X) = 2X T DS(P)M (a)X +hT PX +XT Ph
= X T [DS(P)M (a)+M (a)T DS(P)]X
+ hT PX +XT Ph,

(14)
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where DS(P) and M (a) are defined in Appendix, and
X is expressed by the following equation:

X =
[

XT X [2]T · · · X [s]T
]T

(15)

For more details, the transitions between the inequali-
ties (12) to (14) are detailed in (Benhadj Braiek, 1996)
(Belhaouane et al., 2008).
When considering the nun-redundant form, the vector
X can be written as:

X = τX̃ , (16)

where τ is mentioned in Appendix A.3.
Consequently, V̇ (X) can be expressed as:

V̇ (X) = X̃ T τT (DS(P)M (a)+M (a)T DS(P))τX̃
+ hT PX +XT Ph

(17)

Which can be written as:

V̇ (X) = X̃ T τT (DS(P)M (a)+M (a)T DS(P))τX̃
+ hT ΛDS(P)τX̃ + X̃ T τT DS(P)Λh,

(18)

with Λ is mentioned in Appendix A.3.
A sufficient condition of the global quadratic stabi-
lization of the equilibrium (X = 0) is that (18) is neg-
ative definite. Considering the obtained result, we can
derive LMI sufficient conditions for global asymp-
totic stabilization of the studied system by employing
some LMI techniques given by the following devel-
opment:
Using the S-procedure method, presented by the
Lemma1, the inequality (18) with the constraint
hT h−α2X̃ T (HΛτ)T (HΛτ)X̃ ≤ 0 derived from (2), is
equivalent to the existence of a DS(P) matrix and a
scalar ε≥ 0 such that:

X̃ T τT (DS(P)M (a)+M (a)T DS(P))τX̃ +hT ΛDS(P)τX̃
+X̃ T τT DS(P)Λh− ε[hT h−α2X̃ T (HΛτ)T (HΛτ)X̃ ] < 0

which can be written as:

[
X̃ T

hT

]T [
Q11 + εα2(HΛτ)T (HΛτ) ?

ΛDS(P)τ −εI

][
X̃
h

]
< 0

(19)
where:
Q11 = τT (DS(P)M (a) + M (a)T DS(P))τ. It should be
noted that inequality (19) is a non-strict LMI since
ε≥ 0. For the minimization problem, it is well-known
in (Boyd et al., 1994), that the minimization result
under non-strict LMI constraints is equivalent to that
under strict LMI constraints. Thus we can substitute
ε > 0 by ε ≥ 0. Then, the inequality (19) is further
equivalent to the existence of a matrix D̂S(P) so that:

D̂S(P) > 0[
Q̂11 +α2(HΛτ)T (HΛτ) ?

ΛD̂S(P)τ −I

]
< 0 (20)

where P̂ = ε−1P and D̂S(P) = ε−1DS(P).
In what follows, the matrix D̂S(P) is replaced by
DS(P), to relieve the writing.
According to the following relation (see the lemma
given in (Benhadj Braiek et al., 1995)):

M (a) = M ( f +Gk) = M ( f )+GM (k), (21)

we can write: [
S11 +R11 ?
ΛDS(P)τ −I

]
< 0 (22)

where:
S11 = Π(P)+α2(HΛτ)T (HΛτ),
R11 = τT (DS(P)GM (k)+(DS(P)GM (k))T )τ
and Π(P) = τT (DS(P)M ( f )+M ( f )T DS(P))τ.
G , DS(P), M ( f ) and M (k) are mentioned in Ap-
pendix A.3.
Using the well known matrix inequality given by
Lemma 2, it follows that (22) holds if there exist a
constant symmetric matrix DS(P) > 0 and a positive
scalar γ > 0, such that:[

S11 +R′11 ?
ΛDS(P)τ −I

]
< 0 (23)

where:

R′11 = γτ
T DS(P)T DS(P)τ+ γ

−1
τ

T M (k)T GT GM (k)τ1.

Relying on the generalized Schur Complement, equa-
tion (23) can be rewritten as:

Π(P)+α2(HΛτ)T (HΛτ) ? ? ?
ΛDS(P)τ −I 0 0
DS(P)τ 0 − 1

γ
I 0

GM (k)τ 0 0 −γI

< 0

(24)
Pre-multiplying and post-multiplying:

Φ = diag(I, I, I,γ−1I)

for both sides of (24), we have:
Π(P)+α2(HΛτ)T (HΛτ) ? ? ?

ΛDS(P)τ −I 0 0
DS(P)τ 0 − 1

γ
I 0

GM̃ (k)τ 0 0 − 1
γ
I

< 0

(25)
where M̃ (k) = γ−1M (k) and K̃i = γ−1Ki.
Finally, by using the Schur complement, we get:

Π(P) ? ? ? ?
ΛDS(P)τ −I 0 0 0
DS(P)τ 0 − 1

γ
I 0 0

GM̃ (k)τ 0 0 − 1
γ
I 0

HΛτ 0 0 0 −ηI

< 0 (26)

where η = 1
α2 .

To establish robust quadratic stabilization in the sense
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of Definition 1 of the system (4) under the constraint
(2) with maximal α, it comes the following optimiza-
tion problem: minimize η = 1

α2

s.t. (26)
γ > 0,DS(P) > 0,P > 0

(27)

translated by the Theorem1, which ends the proof.

4 APPLICATION TO POWER
SYSTEM CONTROL

To illustrate how the proposed LMI approach can
be applied for the robust feedback control of power
systems, we will consider a electrical mono-machine
system with steam valve control (see Figure 1). The
parameters of the considered system are given by the
following list of symbols:
δ : rotor angle for machine, in radian;
ω : relative speed for machine, in radian/s;
Pm : mechanical power for machine, in pu;
Pc : power control input of machine, in pu;
Xe : steam valve opening for machine, in pu;
H : inertia constant for machine, in second;
D : damping coefficient for machine, in pu;
Tm : time constant of machine’s turbine of machine,
in second;
Te : time constant of machine’s speed governor, in
second;
Km : gain of machine turbine;
R : regulation constant of machine, in pu;
E : internal transient voltage for machine, in pu;
B : nodal susceptance for machine, in pu;
ω0 : the synchronous machine speed, in radian/s;
δ0, Pm0 and Xe0 are the initial values of δ(t), Pm(t)
and Xe(t) respectively.

The generator dynamics are described as (Sauer
and Pai, 1998) (Siljak and Zecevic, 2002):

δ̇ = ω

ω̇ = − D
2H ω+ ω0

2H (Pm−EV Bsinδ).
(28)

The equation linking the mechanical power Pm to the
steam valve opening of turbine Xe for synchronous
machine is:

Ṗm =− 1
Tm

Pm +
Km

Tm
Xe. (29)

The mechanical-hydraulic speed governor can be rep-
resented as first order system:

Ẋe =− Ke

TeRω0
ω− 1

Te
Xe +

1
Te

Pc, (30)

+

-
Local speed

regulator

Pc

ω

Valve Turbine

Gain

Generator

ω

+
-Pm

Pm 0

δ

∆Pm

+
-

0

∆δ δ

+
-

X
0

∆

e

Xe Xe

Figure 1: Diagram Bloc representation of Electrical Mono-
machine System.

where the term Pc represents the control input.
Defining new states:[

∆δ(t) ω(t) ∆Pm(t) ∆Xe(t)
]T (31)

as deviations from the equilibrium,
where:

∆δ(t) = δ(t)−δ0 ; ∆Pm(t) = Pm(t)−Pm0

∆Xe(t) = Xe(t)−Xe0 .

Then, we obtain the modified system given by the fol-
lowing state space equation:

Ẋ(t) = AX(t)+B0U +h(t,X), (32)

where:

A =


0 1 0 0
0 −D

2H
ω0
2H 0

0 0 − 1
Tm

Km
Tm

0 − Ke
TeRω0

0 − 1
Te


B0 = (0 0 0 1

Te
)T and

h(t,X) =

 0
−ω0EV B/2H

0
0

g(X(t)),

with g(X(t)) = sinδ(t)−sinδ0, represents the nonlin-
earity of system (32).
The nonlinear system (32) can be developed into a
polynomial form by a Taylor series expansions, then
we obtain the new state space representation given by
the following form:

Ẋ = F1X +F2X [2] +F3X [3] +GU(t)+h(t,X),
(33)

where:

F1 =


0 1 0 0

−ω0EV B/2H −D
2H

ω0
2H 0

0 0 − 1
Tm

Km
Tm

0 − Ke
TeRω0

0 − 1
Te
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F2 = 04×16, F3(2,1) =
ω0EV B

12H
.

For the others values:

F3(i, j) = 0 ∀ i, j : (i = 1, ...4; j = 1, ...64)

G = B0 and

h(t,X) =

 0
−ω0EV B/2H

0
0

g(X(t)), (34)

where:

g(X(t)) = sinδ(t)−δ(t)+
δ(t)3

6
. (35)

According the values of the machine parameters
(Sauer and Pai, 1998) indicated in Table 1, the evo-
lution of the state variables of system (33) is shown
in the Figure 2. Since the nonlinearity (34) of system

Table 1: Machine system parameters.

Symbols of parameters Values
H(s) 5.1

D(pu) 3
Tm(s) 0.35
Te(s) 0.1

R 0.05
Km 1
Ke 1

ω0(rad/s) 314.159
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1
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∆
 δ

 (
ra
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0 2 4
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d/

s)

0 2 4
−0.02

0
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∆
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m
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pu
)

0 2 4
−0.05

0

0.05

0.1

0.15

temps(s)

∆
 X

e 
 (

pu
)

Figure 2: Evolution of state variables towards an perturba-
tion on the variable δ.

(33) satisfy the quadratic inequality (2) with H = I,
the LMI robust stabilizing control given by Theorem
1 can be applied to considered power system in order
to maximize the domain of nonlinearity while ensur-
ing the stability of the overall system.

The solution of problem (27) yields to the uncertainty
bound αmax = 0.4834 and

P =

 10.0734 5.3037 −3.2516 1.8013
5.3037 6.0628 −4.6859 1.2175
−3.2516 −4.6859 9.7071 −2.1715
1.8013 1.2175 −2.1715 12.3111


The control law gain matrices, extracted from M (k),
are given by:

K1 =
[
−86.592 −87.171 −90.911 −89.173

]T
- For i = 1, ...,16 :

K2(1) =−216.909, K2(2) = K2(5) =−40.431

K2(3) = K2(4) = K2(7) = K2(8) = K2(9) =−49.443
K2(10) = K2(12) = K2(13) = K2(14) = K2(15) =−49.443

K2(11) = K2(16) =−96.292.

- For i = 1, ...,64 :

K3(1) = K3(17) = K3(33) = K3(49) =−216.909

K3(2) = K3(5) = K3(18) = K3(21) =−40.431
K3(34) = K3(37) = K3(50) = K3(53) =−40.431

K3(3) = K3(4) = K3(7) = K3(8) =−49.443
K3(9) = K3(10) = K3(12) = K3(13) = K3(14) =−49.443
K3(15) = K3(19) = K3(20) = K3(23) = K3(24) =−49.443
K3(25) = K3(26) = K3(28) = K3(29) = K3(30) =−49.443
K3(31) = K3(35) = K3(36) = K3(39) = K3(40) =−49.443

K3(41) =−49.443 = K3(42) = K3(44) = K3(45) =−49.443
K3(46) = K3(47) = K3(51) = K3(52) = K3(55) =−49.443
K3(56) = K3(57) = K3(58) = K3(60) = K3(61) =−49.443

K3(62) = K3(63) =−49.443
K3(6) = K3(11) = K3(16) = K3(22) = K3(27) =−96.292
K3(32) = K3(38) = K3(43) = K3(54) = K3(59) =−96.292

K3(64) =−96.292
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Figure 3: Closed-loop responses of the power system with
polynomial control.

From the simulation results shown in Figure 3, it
is obvious that the results confirm the validity of the
proposed method and the uncertainty bound found by
the LMI procedure (27), dominates the maximum of
the perturbation function (35) of the system (33). The
polynomial robust control can rapidly damp the os-
cillations of the studied system and greatly enhance
transient stability of the mono-machine power sys-
tem. Besides, the polynomial control is more reassur-
ing in the case of a more aggressive perturbation.
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5 CONCLUSIONS

A sufficient LMI condition for robust quadratic stabi-
lization of polynomial systems under nonlinear per-
turbations has been proposed in this work. This new
feedback stabilizing approach is based on the direct
Lyapunov method and elaborated algebraic develop-
ments using the Kronecker product properties. These
developments have been turned into an LMI min-
imization problem, which can be easily solved by
means of numerically efficient convex programming
algorithms. A mono-machine power system is consid-
ered as an application example of the technique devel-
oped in this paper. The numerical simulation results
have confirmed the efficiency of the proposed poly-
nomial controller which can rapidly damp the system
oscillations and greatly enhance the transient stability
of the considered mono-machine power system de-
spite the nonlinear uncertainty affecting the studied
system.
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systèmes non linéaires interconnectés: Application
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APPENDIX

The dimensions of the matrices used in this section
are the following: A(p×q), C(q× f ), E(n× p)
A.1- vec(.) function:
An important vector valued function of matrix de-
noted vec(.) was defined in (Brewer, 1978) as follows:

A =
[

A1 A2 ... Aq
]
∈ Rp×q,

where
∀i ∈ {1, ...,q} , Ai ∈ Rp

vec(A) = [A1 A2 . . . Aq]T ∈ Rpq.

We recall the following useful rule (Brewer, 1978) of
vec-function:

vec(EAC) = (CT ⊗E)vec(A)
A.2- mat(.) function:
A special function mat(n,m) (.) can be defined as fol-
lows:
If V is a vector of dimension p = n.m then M =
mat(n,m)(V ) is the (n × m) matrix verifying V =
vec(M).
A.3- Notations related to Theorem 1:
(i).

τ =


T1

T2 0
T3

0
. . .

Ts


where:
∀i ∈ N; ∃! Ti ∈ Rni×ni , such as X [i] = TiX̃ [i],

with:
X̃ [i] represents the nun-redundant i-power of X
(Benhadj Braiek et al., 1995).

(ii).

Λ =
[

In 0n×n2 · · · 0n×ns
]
,

verifying X = X̃ = Λ̃X̃ , ΛT P = Ds(P)ΛT

where:
Λ̃ = Λτ.

(iii).

Ds(P) =


P 0

P⊗ In
. . .

0 P⊗ Ins−1


(iv).

G =


G 0

G⊗ In
. . .

0 G⊗ Ins−1


(v).

Π(P) = DS(P)M ( f )+M ( f )T DS(P),
where for a polynomial vectorial function:

z(X) =
r

∑
i=1

ZiX [i],

with X ∈Rn and Zi are (n×ni) constant matrices.
We define the (υ×υ) matrix M (z) by:

M (z) =



M11(Z1) M12(Z2) 0 . . . 0

0 M22(Z3)
. . .

. . .
.
.
.

.

.

.
. . .

. . .
. . . 0

.

.

.
. . . Ms−1,s−1(Z2s−3) Ms−1,s(Z2s−2)

0 . . . . . . 0 Ms,s(Z2s−1)


,

where υ = n+n2 + ...+ns and:

– For j = 1, ...,s

M j, j(Z2 j−1) =


mat(n j−1,n j)

(
Z1T

2 j−1

)
mat(n j−1,n j)

(
Z2T

2 j−1

)
...

mat(n j−1,n j)
(

ZnT
2 j−1

)


– For j = 1, ...,s−1

M j, j+1(Z2 j) =


mat(n j−1,n j)

(
Z1T

2 j

)
mat(n j−1,n j)

(
Z2T

2 j

)
...

mat(n j−1,n j)
(

ZnT
2 j

)


where Zi

k is the ith row of the matrix Zk.
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BUILDING TRAINING PATTERNS FOR MODELLING MR
DAMPERS

Jorge de-J. Lozoya-Santos, Javier A. Ruiz-Cabrera, Vicente Diaz-Salas
Ruben Morales-Menendez and Ricardo Ramirez-Mendoza
Tecnológico de Monterrey, Av. Garza Sada 2501, Monterrey, NL, México
{jorge.lozoya, A00804994, A00790521, rmm, ricardo.ramirez}@itesm.mx

Keywords: Pattern validation, Modelling, Magneto-rheological damper, Identification.

Abstract: A method for training patterns validation for modellingMR damper is proposed. The method was validated
with two models based on black-box and semi-phenomenological approaches. An input pattern that allows a
better identification of theMR damper model was found. Including a frequency modulated displacement and
increased clock period in the training pattern, theMRdamper model fitting is improved. Also, the designed in-
put pattern minimizes of training phase and reduces of the number of experiments. Additionally, incorporation
of the electric current in theMRmodels outperforms the modelling approach.

1 INTRODUCTION

A Magneto-Rheological (MR) damper is a device
which allows the dissipation of energy in a automo-
tive suspension. Its principal components are: piston,
housing, accumulator, coil andMR fluid. The me-
chanical structure is the unchanged of passive damper.
The MR fluid is a suspension of micrometer-sized
magnetic particles in an oil. In the area of piston
where the oil is transfered between housing chambers,
a magnetic field is applied via electric current. The
later varies the damping properties of the device. The
interaction of the several aforementioned mechanisms
and the magnetic field variations results in highly non
linear behavior with hysteretic patterns of the gener-
ated force.

The power generated and energy dissipated by this
device are defined by the piston displacement and ve-
locity multiplied for the force, respectively. In the
control system of a semi-active automotive suspen-
sion, the precision on the generated power and dis-
sipated energy ofMR damper is crucial. This pre-
cision depends on the accuracy of theMR damper
model. Therefore, a goodMR damper model is a key
issue. Having a goodMRdamper simulation demands
a good mathematical equation of the damper, a good
training phase and a good learning phase of the model
(coefficients). The training phase must find out the
main characteristics of theMR damper through the
training patterns. This requires a specific Design of
Experiments (DoE).

The role that the input patterns plays in theMR
damper identification process was analyzed with two
models. The hypothesis is that there exists experi-
mental input patterns that allows the best learning of
the coefficients of the model, regardless the chosen
model structure. This paper is organized as follows.
Section 2 presents a literature review. In section 3,
several input patterns were implemented in order to
validate the proposal. Section 4 discusses the results.
Section 5 concludes the paper.

2 LITERATURE REVIEW

2.1 Input Patterns

The training patterns of the most representative mod-
eling approaches were reviewed. In some research
works the Design of Experiments (DoE) and theMR
damper model were not clearly associated. The de-
velopment of aMR damper model, its parameteriza-
tion and its final application were not integrally per-
formed.

A training pattern for modelling of aMR damper
consists of signal that includes a displacement (x) and
electric current (I ). The velocity is considered as a
rate of change of the displacement. Table 1 summa-
rizes some important works. This table is divided in
three sections according to the training patterns.

Section one (SSS+C). The displacement is a
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Table 1: Comparison ofMR damper models.Power col-
umn shows if the research work studied the generated power
(!), or did not (%). Energy column same meaning as
power column. Finally, the reference are cited.

Power Energy SSS+C training patterns

X X (Spencer et al., 1996)
X X (Li et al., 2000)
X % (Wang and Kamath, 2006)% % (Shivaram and Gangadharan, 2007)
X X (Guo et al., 2006)
X X (Nino-Juarez et al., 2008)

Power Energy BWN+C training patterns% X (Burton et al., 1996)% % (Wang and Liao, 2001)% % (Savaresi et al., 2005)

Power Energy BWN+BWN training patterns% % (Wang and Liao, 2001)% % (Chang and Zhou, 2002)
X X (Du et al., 2006)

Sinusoidal Sweep Signal (SSS) with specific fre-
quency and aConstant electric current. This is a typ-
ical training input forMRdamper models. Exploiting
this pattern, bothEnergy (E) andPower (P) are suc-
cessfully simulated. The number of experiments is
high. The obtained model accuracy is high (5% er-
ror). There are not electrical current transients, this
compromises the use of the model. Table 1 shows six
representative works with this type of training inputs.

Section two (BWN+C). The displacement is a
bandwidthBandWidth Noise (BWN) pattern and a
Constant electric current (C). This training input pat-
terns has the same features as SSS+C signals. How-
ever, the information richness due to the magnitude of
displacement is decreased.Power andEnergy simu-
lation are not achieved.

Section three (BWN+BWN), both displacement
and electric current follow a bandwidth noiseBWN
pattern. Power and energy simulation are not
achieved, except if a displacement greater than 10 mm
is generated, (Du et al., 2006). The pattern requires
shorter training inputs. The fitting error this pattern is
low (3%).

The BandWidth (BW) in all the reviewed works
was lower than 6 Hz, except in (Savaresi et al., 2005)
and (Nino-Juarez et al., 2008). Hence, theMRdamper
response to high frequency has not been explored.
Neither, hard non-linearities due to the broken mag-
netic bounds of metallic particles (because of high
frequency and displacements). There are missing
analysis of power and energy responses in automo-
tive applications for frequencies around 10-15 Hz and
displacement greater than 10 mm.

There are research works with other type of pat-
terns, such as,Amplitude PseudoRandomBinary
Signal APRBS in electric current (Savaresi et al.,
2005). (Wang and Liao, 2005). explored electric cur-
rent with sinusoidal wave signals.

There are not a standard definition of training pat-
terns in order to identify the power and energy fea-
tures. The overuse of theMR damper due to long ex-
perimental exploration at electric current greater than
3 amperes could give a skewed model. Therefore,
more research of training patterns forMR damper
modelling is needed.

2.2 Modeling Approaches

Several models have been developed with differ-
ent approaches. These models could be: phe-
nomenological (P), semi-phenomenological (SP) and
black-box (BB) (neural network, fuzzy, non-linear
ARX, polynomial among others). The training pat-
tern will be tested with both non-linear withAuto
Regressive eXogenous inputs (NARX) and aSemi-
Phenomenological models. A brief review of these
models will be included for completeness.

Table 2: Description of variables for DoE.

Variable Description

xk or x Damper piston displacement
Ik or I Electrical current
ẋk or ẋ Damper piston velocity

fMRk or fMR Damping force
a j j-esime modeling coefficient
d time delays

q1, q2 Electrical current exponents
ESR Error-Signal-to-noise Ratio

k Discrete sample, discrete time
j Subindex

The MR damper model based on a non-linear
ARX structure is a lineal combination of a vector
of delayed inputs multiplied for their parameters. If
electric current is not an input, all the parameters have
a polynomial dependence on it.

In (Nino-Juarez et al., 2008), a non-linear ARX
model of nine parameters (1) achieves high precision
simulation of power and energy. Table 2 defines the
parameters of this equation.

fMRk = a1 fMRk−1 +a2 fMRk−2 +a3 fMRk−3

+a4xk−1 +a5xk−2 +a6xk−3

+a7ẋk−1 +a8ẋk−2 +a9ẋk−3 (1)

By the side of Semi-Phenomenological (SP) ap-
proaches, the bi-viscous and hysteretic behavior are
shaped with smooth and concise forms. The instanta-
neous force is delivered without taking into account
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the transients, and consequently at high frequency,
dynamic features are not well emulated. Transients
can be omitted at both low frequencies and small dis-
placements. The coefficients are related to energy and
power features ofMRdampers but they are not linked
to components. The SP model has a good balance be-
tween simulation capability and easy to fit model.

(Guo et al., 2006) (2) have well defined parame-
ters for the dynamic yield force, the post-yield and the
pre-yield proportions. The theMR damper response
is simulated using hyperbolic tangents.

fMR = a1tanh

(

a3

(

ẋ+
a4

a5
x

))

+a2

(

ẋ+
a4

a5
x

)

(2)
The non-linear ARX model has less than 1% error

prediction; while the SP approach has less than 4%
error prediction.

3 EXPERIMENTS

The specimen tested was a DELPHI GabrielMR
damper. It is a standard mono-tube configuration with
36 mm piston andMRfluid. This damper is part of the
Delphi MagneRideTM commercial system. The con-
figuration of the experimental system was a MTSTM

which can deliver enough force and time response
with respect to the maximum force and bandwidth of
theMR damper.

The monitored variables were the damping force
fMR, displacementx, and electric currentI . The
data acquisition system was Software TestlinkTM and
TestwareTM II). Thanks toMetalsa1 for using its fa-
cility.

The DoE considered a displacement that fol-
lows this signal 0.0125·sin(ω· k

512), where the
sampling frequency was 512Hz,ω = 2π f , f =
{1,1.5, . . . ,13.5,14}Hz. The absolute resultant range
for the displacement was [0,25] mm. The absolute re-
sultant range for the force was (0,2.850] N. The cur-
rent was kept constant.

The displacement signal was replicated 12 times.
At each replicate, the current was increased in 0.25 A
from 0 to 4 A. Figure 1 shows an example of these
experimental results.

All the experimental data sets were identified
with a semi-phenomenological model obtaining aMR
damper simulator (Guo et al., 2006).

In order to generate several datasets, eleven train-
ing patterns were designed. The Table 3 shows
two example of this. The displacement follows a

1www.metalsa.com.mx

Figure 1: Experimental data for 4.5− 14.5 Hz (high fre-
quency). Top plot. Time versus displacement, velocity and
force response. Middle and bottom plots show the experi-
mental energy and power. These plots include several force
responses according to applied electric currents.

FrequencyModulatedFM signal with fixed ampli-
tude and aBW from 0.5 to 14.5 Hz. This signal was
generated by a Voltage Controlled Oscillator (VCO).
The VCO’s input was anICPSwith values between
0 and 1. Each ICPS step had a time length of 100ms
which means that the frequencies in signal were con-
stant over same time. The magnitude of displacement
was held constant in 3 mm. Two different signals of
electric current were evaluated: anIncreasedClock
Period Signal (ICPS) and aPseudoRandomBinary
Sequel (PRBS). The length of time was 30 seconds.
All the experiments were piecewise designed, assur-
ing the invariance of conditions during all the exper-
iment. The signals were fed through the simulator in
order to retrieve the force.

For the displacement, the several DoE forms were:
Sinusoidal Stepped Frequency (SFS), Sinusoidal
CHirp Signal (CHS), RoadProfile (RP) and (FM).

For the electric current, the DoE shapes were:
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Stepped increment at electricalCurrent (SC), Ramp
Periodic positive slopeCurrent (RC), Ramp with pos-
itive and negative slopeCurrent (ADRC), ICPS, and
PRBS.

With later defined signals the DoEs were:(1)
(SFS,SC), (2)(SFS,RC), (3)(SFS,ADRC),
(4)(CHS,ICPS), (5)(CHS,PRBS), (6)(SFS,ICPS),
(7)(SFS,PRBS), (8)(FM,ICPS), (9)(FM,PRBS),
(10)(RP,ICPS) and, (11)(RP,PRBS). The precedent
number will identified the training patterns in the rest
of the paper. For rich details, see (Lozoya-Santos
et al., 2009).

Table 3: Design of experiments.

Displacement

PTIC
τ(vco) Time

Current PTIC(I)
PTIC(x)

FM,ICPS 0.10s 30 τ‖I‖ = 0.10s 1
FM,PRBS 0.10s 30 minτ = 0.05s 1

Equation Description

τ(vco) Time constant for VCO
PTIC(I)
PTIC(x) How many PTIC(I) utilized each PTIC(x)

minτ Minimum clock period in PRBS
τ‖I‖ Amplitude Period in ICPS

The Figure 2 shows three computed experiments.
These training pattern exhibit fixed amplitude for dis-
placement and persitent signals in frequency.

4 RESULTS

Performing an analysis of the models (1) and (2)
and a-priori knowledge ofMR damper dynamics, the
modified models and its degree of freedoms were pro-
posed. TheDegreeof Freedom (DoF) of the model
represents a main variation in the original structure of
the model

Then, for the given experimental data sets, the two
MR damper models were trained. The first trained
model was the modified version of (1). The new
model has added regressors of the current. Each de-
layed value of current is raised to power two. Thus,
the augmented regressors structure were:

a10· I
2
k−1 + · · ·+a{10+d−1}· I

2
k−(1+d) (3)

The resultant model could have from 11 to 14 param-
eters, then itsDoF is the number of parameters for
I . The second trained model was the modified SP
model (4). The modification consisted of the incorpo-
ration of the factorIq j as direct input on both terms,
where j={1,2} is the j-esime model term. TheDoFs
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Figure 2: Experimental training patterns. Top plot shows a
(CHS,PRBS). Middle plot shows a (FM,ICPS). Bottom plot
describes a (FM,PRBS).

of model (4) were the powerq j , where its possible
values were{0.5, 0.33, 0.25, 0.2}. The parameters
number remains the same.

fMR = a1· I
q1tanh

(

a3

(

ẋ+
a4

a5
x

))

+a2· I
q2

(

ẋ+
a4

a5
x

)

(4)

Finally, the modified models were identified by
nonlinear curve fitting using the non-linear least
squares algorithm. Based on these models, the DoEs
were validated.

The training patterns have persistent signals with
richness frequency content for each signal (x, ˙x, I,
fMR). For each experiment, the model was fitted at
each definedDoF. Then a validation of the model via
ESR was performed with the rest of the experiments
and the ESR average was computed.

This process was repeated until all the possible
values ofDoF were varied and the resultant model
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was fitted.
After obtaining all the fit measures per DoF for

experiment data sets, a sort process from lowest to
highest ESR was done. This step did include all the
experiments. The combination ofDoF and experi-
ment with the lowest error-to-noise ratio was selected
as the best.

Identification and validation were performed for
all the experiments and models. Therefore pro-
posed NARX model was submitted to the variation in
number of coefficients. The semi-phenomenological
model always maintained five coefficients alongDoF
variations. The models include the electric current as
natural input. The validation process confirmed that
the emulation of bi-viscous and hysteretic features by
the proposed models are dependent on the design of
experiments.

Table 4: Comparison of ESR results for different training
patterns. M is the type of model. E is the number of training
pattern, ESR AVG is the average ESR. BEST ESR is the
best obtained ESR.

M E ESR AVG BEST ESR
BB 8 0.002 0.0009

9 0.003 0.0009
5 0.0011 0.0010
11 2139 2232
6 2.0582 3.6940
7 1.1010 1.9761

SP 8 0.0239 0.0212
1 0.0235 0.0202
4 0.0240 0.0205
10 0.1916 0.1055
3 0.1002 0.1094
11 0.2132 0.0979

In Table 4, general approach results are shown.
BB and SP correspond to the modified model (1) and
the model (4) respectively. E column sorts the ex-
periments by the top 3 performance and the worst
3 for the same DoF. The next columns ESR AVG
and SD shows the overall ESR statistical behavior, in
other words, for all DoF variations and for all valida-
tions with a specific experiment. For example, the
first row specifies that EXP 8 for NARX proposed
model has an averageESR= 0.0002 when the coef-
ficients obtained by experiment 8 are used to validate
others patterns. For this row, the best model has a
DoF = 2. An analysis of the full table demonstrates
that the best performing E is the number 8 because
it has the lowest ESR values. For completeness, the
values for DoFs have been included into the Table 4.
The best performingDoF were: number of regres-
sors of electric current equal to 2 for NARX model

andq1 = 0.5,q2 = 0.2 for electric current dependent
semi-phenomenological model.

By other side, the experiments 11, 6 and 7 used
to fit BB and the experiments 10, 3 and 11 used to fit
SP have big ESRs (i. e. lack of fit). The experiment
11 is repeated for both worst cases, hence the use of
road profiles could generate skewed models. Thus,
the configuration of input patters has high significa-
tion on the learning of model parameters.

Based on the results, a frequency modulated dis-
placement, with the same spectral frequency content
as road profile and an electrical current excitation with
ICPS shaping can recreate the dynamical force re-
sponse ofMR Damper devices, regardless of theMR
damper model’s structure.

Moreover, coefficients are robust when model is
tested with other patterns (cross validation), obtaining
lows ESRs. The ESR span intervals were for NARXs
(6.17x10−5

,0.00026), for SP(0.00635,0.05687) and
for P (0.02234,0.06917), respectively. The experi-
ments 5, 7, 9 y 12 (current equal to PRBS) for mod-
ified SP always offer anESR≥ 0.15 which means
that discontinuous values of current are not proper for
model.

4.1 Discussion

The classic DoE has poor frequency content in elec-
tric current and excessive repetitions in displacement.
Hence, the number of experiments are a multiple of
the values of the tested electric current plus the repli-
cates for each experiment. The lengths of time of the
eleven DoEs in this work were between 30-60 sec-
onds. The maximum number of experiments will be
30, including the replicates. The realistic nature of
exogenous and actuation variables allows a safe test.

The best learning of the coefficients in each tested
model was successfully with the training pattern
FM+ICPS. The frequency modulated displacement
implies a continuous changes of slope implying the
persistence of the effect of the velocity overMR
damper. Therefore, with a short and continuous test,
the uniform coverage of the semi-active zone, (the
exploration of energy and power capabilities) inMR
damper is achieved.

5 CONCLUSIONS

A comparative analysis of training pattern for identi-
fication ofMR damper models was done. Two mod-
els were exploited to validate the proposal: non-linear
ARX and Semi-phenomenological models. The key

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

160



variables in training patterns are the frequency band-
width and the electric current.
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Figure 3: Top plot. Comparison of simulated responses ver-
sus experiment 8. Middle and bottom plots show the power
and energy extraction using the experiment 8. The black
dots are experimental data. The gray dots are emulated data
by SP proposed model with aq1 = 0.5, q2 = 0.2.

I was validated that the configuration of the train-
ing patterns has a high impact over the model fitting.
Features as short duration, continuity, uniform cov-
erage of electric current and displacement ranges are
needed. Also, the use of the model must be consid-
ered into the DoE.
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Abstract: In this paper, we use Generalized Hamiltonian systems approach to synchronize dynamical networks of modi-
fied fourth-order Chua’s circuits, which generate hyperchaotic dynamics. Network synchronization is obtained
among a single master node and two slave nodes, with the slave nodes being given by observers.

1 INTRODUCTION

The synchronization problem of two chaotic oscilla-
tors has received a lot of attention in last decades,
see e.g. this example in order to achieve the high-
est quality possible (Pecora and Carroll, 1990); (Ni-
jmeijer and Mareels, 1997); (López-Mancilla and
Cruz-Hernández, 2005); (López-Mancilla and Cruz-
Hernández, 2008); (Cruz-Hernández and Nijmeijer,
2000); (Boccaleti and et. al., 2002); (Luo, 2008);
(Cruz-Hernández, 2004) and references therein. This
interest increases by practical applications in differ-
ent fields, particularly in secure communications, see
e.g. (Cruz-Hernández, 2004); (López-Mancilla and
Cruz-Hernández, 2005); (Aguilar-Bustos and Cruz-
Hernández, 2008); (Cruz-Hernández and N.Romero-
Haros, 2008). Hyperchaotic dynamics characterized
by more than one positive Lyapunov exponent are
advantageous over simple chaotic dynamics. How-
ever, hyperchaos synchronization is a much more dif-
ficult problem, see e.g. (Aguilar-Bustos and Cruz-
Hernández, 2008) for two coupled oscillators.

In (Posadas-Castillo and et.al.(a), 2007) was de-
veloped an experimental study on practical realization
to synchronize dynamical networks of Chua’s circuits
globally coupled. While in recent works (Posadas-

Castillo and et. al.(b), 2007); (Posadas-Castillo and
et. al., 2008); (H. Serrano Guerrero, 2009) was ob-
tained synchronization in coupled star networks with
chaotic nodes given by Nd:YAG lasers and 3D CNNs,
respectively; by using the approach given in (Wang,
2002). Some literature devoted on synchronization
of complex networks (Manrubia and et.al., 2004);
(Pogromsky and Nijmeijer, 2001); (Wang, 2002).

Network synchronization of coupled star nodes
can be applied to transmit encrypted messages, from
a single transmitter to multiple receivers in network
communication systems, if the coupled nodes are
chaotics. The aim of this paper is to synchronize three
modified fourth-order Chua’s circuits (which exhibit
hyperchaotic behavior) studied in (Thamilmaran and
et.al., 2004) in star coupled networks via Generalized
Hamiltonian forms and observer design proposed in
(Sira-Ramı́rez and Cruz-Hernández, 2001). This ap-
proach presents several advantages over the existing
synchronization methods reported in the current liter-
ature.

2 PROBLEM SETTING

Consider the following set ofN interconnected iden-
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tical dynamical systems

xi = f (xi)+ui, i = 1,2, ...,N, (1)

wherexi = (xi1,xi2, ...,xin)
T ∈ Rn is the state vector

andui = ui1 ∈ R is the input signal of the systemi,
defined by

ui1 =c
N

∑
j=1

ai jΓx j , i = 1,2, . . . ,N, (2)

the constantc > 0 represents thecoupling strength,
and Γ ∈ Rn×n is a constant 0-1 matrix linking cou-
pled states.Whereas,A = (ai j ) ∈Rn×n is thecoupling
matrix, which represents the coupling configuration
in (1)-(2). If there is a connection between nodei
and nodej, thenai j = 1; otherwise,ai j = 0 for i 6= j.
Note that, ifui1 = 0, i = 1,2, ...,N, in (1) we have a set
of N isolated dynamical systems, operating with their
own dynamics. While, ifui1 6= 0 the set constitutes
a dynamical networkand each dynamical systemi is
callednodo i; and under appropiatesui1 the dynami-
cal networks can be achieve collective behaviors. It is
clear that, the input singalui1 determines the kind of
coupling among nodes in the networks. The coupling
matrix for star coupled networks is given by

A =













N−1 −1 −1 · · · −1
−1 0 0 · · · 0
...

...
...

. ..
...

−1 0 0 · · · 0
−1 0 0 · · · 0













(3)

The star coupled configuration forN nodes is
shown in Fig. 1, with the common or central node
1.

2

5

1

3

4

N

6

Figure 1: Star coupled configuration with N nodes.

The complex dynamical network (1) is said to
achieve (asymptotically)synchronization, if (Wang

2002):

x1(t) = x2(t) = ... = xN(t) as t → ∞. (4)

The synchronization state in (1) can be an equi-
librium point, a periodic orbit or, a chaotic attrac-
tor. This paper addresses the synchronization prob-
lem of dynamical networks (1) with coupled nodes
in star topologies. In particular, by choosing a mas-
ter node with the objective of to impose a particular
collective behavior in (1). For illustrative purposes
only, we consider three isolated nodes (N = 3) to be
synchronized (which are described in Section 4), see
Fig. 2(a). In Fig. 2(b) is shown this dynamical net-
work with master nodeN1 and two slave nodesN2
andN3. Our objective is the synchronization of this
network, when the coupled nodes are given by mod-
ified fourth-order Chua’s circuits, to be described in
Section 4. This particular coupling topology is impor-
tant for its application to network communication sys-
tems, to transmit messages from a single transmitter
to multiple receivers (Chow T.W.W. and Ng, 2001).

N2

N3

N1

N2

N3

N1

(a) (b)

Figure 2: (a) Three isolated nodes. (b) Star coupled network
with master node N1.

S1 M S2
y y

Figure 3: Single master node M and two slave nodes S1 and
S2 configuration.

3 SYNCHRONIZATION VIA
HAMILTONIAN FORMS

To solve the network synchronization problem stated
in previous section, we appeal to synchronization (of
two chaotic oscillators) via Hamiltonian forms and
observer design reported in (Sira-Ramı́rez and Cruz-
Hernández, 2001). In the sequel, we show that this
approach is appropriate to synchronize a coupled star
network with three nodes shown in Fig. 2(b). By us-
ing the proposed synchronization scheme shown in
Fig. 3, whereM is given in Hamiltonian form (Eq.
(7)) andS1 andS2 being two observers forM given
by Eq. (8).

Consider the following isolated dynamical system
ẋ = f (x), (5)
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wherex(t) ∈ Rn is the state vector,f : Rn → Rn is a
nonlinear function.

In (Sira-Ramı́rez and Cruz-Hernández, 2001) is
reported how the dynamical system (5) can be written
in the following Generalized Hamiltonian canonical
form,

ẋ = J (x)
∂H
∂x

+ S (x)
∂H
∂x

+F (x) , x∈ Rn
, (6)

H(x) denotes a smooth energy function which is glob-
ally positive definite inRn. The gradient vector ofH,
denoted by∂H/∂x, is assumed to exist everywhere.
We use quadratic energy functionH(x) = (1/2)xTMx
with M being a, constant, symmetric positive definite
matrix. In such case,∂H/∂x = Mx. The matrices,
J (x) andS(x) satisfy, for allx ∈ Rn, the properties:
J (x)+ J T (x) = 0 andS(x) = ST(x). The vector field
J (x)∂H/∂x exhibits the conservative part of the sys-
tem and it is also referred to as the workless part,
or work-less forces of the system; andS(x) depict-
ing the working or nonconservative part of the sys-
tem. For certain systems,S(x) is negative definite or
negative semidefinite. Thus, the vector field is con-
sidered as the dissipative part of the system. If, on the
other hand,S(x) is positive definite, positive semidef-
inite, or indefinite, it clearly represents, respectively,
the global, semi-global, and local destabilizing part
of the system. In the last case, we can always (al-
though nonuniquely) descompose such an indefinite
symmetric matrix into the sum of a symmetric nega-
tive semidefinite. matrixR(x) and a symmetric pos-
itive semidefinite matrixN(x). Finally, F(x) repre-
sents a locally destabilizing vector field.

In the context of observer design, we consider a
special class of Generalized Hamiltonian forms (to be
considered as the master nodeM) with linear output
mapy(t), given by

ẋ = J (y)
∂H
∂x

+(I + S )
∂H
∂x

+F (y) , x∈ Rn
, (7)

y = C
∂H
∂x

, y∈ Rm
,

whereS is a constant symmetric matrix, not necessar-
ily of definite sign. The matrixI is a constant skew
symmetric matrix, andC is a constant matrix.

We denote the estimates of the statex(t) by x̂i(t),
i = 1,2 and consider the Hamiltonian energy func-
tion H(x̂i) to be the particularization ofH in terms
of x̂i(t). Similarly, we denote byηi(t), i −1,2 the es-
timated outputs, computed in terms of the estimated
states ˆxi(t). The gradient vector∂H(x̂i)/∂x̂i is natu-
rally, of the formMx̂i with M being a, constant, sym-
metric positive definite matrix.

Two nonlinear state observersfor M (7) are given

by

˙̂xi = J (y)
∂H
∂x̂i

+(I +S )
∂H
∂x̂i

+F (y)+Ki(y−ηi), (8)

ηi = C
∂H
∂x̂i

, ηi ∈ Rm
, i = 1,2,

with x̂i ∈ Rn andKi is the observer gain.
The state estimation errors, defined asei(t) =

x(t)− x̂i(t) and the output estimation error, defined
aseiy(t) = y(t)−ηi(t), are governed by

ėi = J (y)
∂H
∂ei

+(I + S −KC )
∂H
∂ei

, ei ∈ Rn
, (9)

eiy = C
∂H
∂ei

, eiy ∈ Rm
, i = 1,2,

where the vectors∂H/∂ei actually stands, with some
abuse of notation, for the gradient vector of the
modified energy functions,∂H(ei)/∂ei = ∂H/∂x−
∂H/∂x̂i = M(x− x̂i) = Mei . We set, when needed,
I +S=W .

A necessary and sufficient condition for global
asymptotic stability to zero of the estimation errors
(9) is given by the following theorem.

Theorem 1 (Sira-Ramı́rez and Cruz-Herńandez,
2001).The statex(t) of the master nodeM (7) can
be globally, exponentially, asymptotically estimated,
by the states ˆxi(t), i = 1,2 of the observers (8) if and
only if, there exist constant matricesKi such that the
symmetric matrices

[W −KiC ]+ [W −KiC ]
T = [S −KiC ]+[S −KiC ]

T

= 2

[

S−
1
2
(KiC + C TKT

i )

]

are negative definite.

4 HYPERCHAOTIC CHUA’S
CIRCUIT LIKE NODE

Consider the modified fourth-order Chua’s circuit de-
scribed by (Thamilmaran and et.al., 2004):

ẋ1 = α1 (x3− f (x1)) ,
ẋ2 = −α2x2−x3−x4,

ẋ3 = β1(x2−x1−x3) ,
ẋ4 = β2x2,

(10)

with nonlinear function given by

f (x1) = bx1 +
1
2

(a−b)(|x1 +1|− |x1−1|) . (11)

With the paramerter values:α1 = 2.1429, α2 =
−12.83,β1 = 0.0393,β2 = 0.0015,a=−0.0299, and
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b = 1.995 the modified Chua’s circuit (10)-(11) ex-
hibits hyperchaotic behavior, with two positive Lya-
punov exponents. By using the initial conditions
x(0) = (1.1,0.1,−0.5,0.01), Figs. 1, 2, 3, and 4 show
the hyperchaotic attractorsx1vs x2, x2vs x3, x3vs x4,
andx1vsx4, respectively.

−4 −3 −2 −1 0 1 2 3 4
−1.5
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−0.5

0
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1.5

Figure 4: Hyperchaotic attractor projected onto the (x1, x2)-
plane.
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Figure 5: Hyperchaotic attractor projected onto the (x2, x3)-
plane.
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Figure 6: Hyperchaotic attractor projected onto the (x3, x4)-
plane.
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Figure 7: Hyperchaotic attractor projected onto the (x1, x4)-
plane.

Next, we show the arrangement for star dynami-
cal network by using as coupled node to hyperchaotic
Chua’s circuit defined by (10)-(11).

5 SYNCHRONIZATION OF
HYPERCHAOTIC CHUA’S
CIRCUITS IN A STAR
NETWORK

In this section, we show the synchronization of three
hyperchaotic Chua’s circuits in a star coupled net-
work, via Generalized Hamiltonian forms and ob-
server design proposed in (Sira-Ramı́rez & Cruz-
Hernández 2001). Firstly, we rewrite the modified
fourth-order Chua’s circuit (10)-(11) for the master
node as follows.

Taking as Hamiltonian energy function to

H (x) =
1
2

(

1
α1

x2
1 +x2

2 +
1
β1

x2
3 +

1
β2

x2
4

)

. (12)

Modified fourth-order Chua’s circuit (10)-(11) in
Generalized Hamiltonian form (master node, M) ac-
cording to Eq. (7) is given by







ẋ1
ẋ2
ẋ3
ẋ4






=







0 0 α1β1 0
0 0 −β1 −β2

−α1β1 β1 0 0
0 β2 0 0







∂H
∂x

+ (13)







0 0 0 0
0 −α2 0 0
0 0 −β2

1 0
0 0 0 0







∂H
∂x

+







−α1 f (x1)
0
0
0






.

The destabilizing vector field calls forx1 (t) to be
used as the outputy(t), of the master nodeM (13).
The matricesC, S, andI are given by

C T =







α1
0
0
0






, S =







0 0 0 0
0 −α2 0 0
0 0 −β2

1 0
0 0 0 0






,

I =







0 0 α1β1 0
0 0 −β1 −β2

−α1β1 β1 0 0
0 β2 0 0






.

Next, we design two state observers (slave nodesS1
andS2, see Fig. 3) for master node (13). The first
nonlinear state observer for the Generalized Hamilto-
nian system (13) (according to Eq. (8) asslave node

SYNCHRONIZATION OF MODIFIED CHUA'S CIRCUITS IN STAR COUPLED NETWORKS

165



S1 is given by








˙̂x11
˙̂x12
˙̂x13
˙̂x14









=







0 0 α1β1 0
0 0 −β1 −β2

−α1β1 β1 0 0
0 β2 0 0







∂H
∂x̂

+ (14)







0 0 0 0
0 −α2 0 0
0 0 −β2

1 0
0 0 0 0







∂H
∂x̂

+







−α1 f (x1)
0
0
0






+







k11
k12
k13
k14






e1y,

η1 = x̂11,

the second state observer (slave S2) is described by








˙̂x21
˙̂x22
˙̂x23
˙̂x24









=







0 0 α1β1 0
0 0 −β1 −β2

−α1β1 β1 0 0
0 β2 0 0







∂H
∂x̂

+ (15)







0 0 0 0
0 −α2 0 0
0 0 −β2

1 0
0 0 0 0







∂H
∂x̂

+







−α1 f (x1)
0
0
0






+







k21
k22
k23
k24






e2y,

η2 = x̂21,

wheree1y = x1 − x̂11 (e11 = y− η1) ande2y = x1 −
x̂21 (e21 = y−η2). From master node (13) and slave
nodes (14) and (15), we have that the synchronization
error dynamics among the master node and two slave
nodes (observers) is governed by







ėi1
ėi2
ėi3
ėi4






=









0 ki2α1
2 γi

ki4α1
2

− ki2α1
2 0 −β1 −β2

−γi β1 0 0
− ki4α1

2 β2 0 0









∂H
∂ei

+









−ki1α1
ki2α1

2 − ki3α1
2

ki4α1
2

− ki2α1
2 −α2 0 0

− ki3α1
2 0 −β2

1 0
− ki4α1

2 0 0 0









∂H
∂ei

(16)

whereγi = α1β1 + ki3α1
2 . Where the synchronization

errors are defined bye1 and e2 among master M
and slaves 1 and 2, respectively. One may now
choose the observer gainsKi = (ki1,ki2,ki3,k4i)

T , i =
1,2 in order to guarantee asymptotic exponential sta-
bility to zero of the synchronization errorsei (t) =
(ei1(t),ei2(t),ei3(t),ei4(t)), i = 1,2 as will be shown
in the next section.

6 SYNCHRONIZATION
CONDITIONS

Now, we examine the stability of the synchroniza-
tion errors (16) for the network constructed with mas-
ter (13) and two slaves (14) and (15), with modi-
fied Chua’s circuits as coupled nodes. Thus, we in-
voke Theorem 1, which guarantees global asymp-
totic stability to zero ofei (t), i = 1,2. In par-
ticular, for modified Chua’s circuit, the matrices
2
[

S − 1
2(KiC + C TKT

i )
]

, i = 1,2 shown in Theorem
1, are give by






−2ki1α1 −ki2α1 −ki3α1 −ki4α1
−ki2α1 −2α2 0 0
−ki3α1 0 −2β2

1 0
−ki4α1 0 0 0






, i = 1,2

(17)
by applying the Sylvester’s Criterion -which provides
a test for negative definite of a matrix- thus, we have
that the mentioned matrices will be negative defi-
nite matrices, if we chooseKi = (ki1,ki2,ki3,ki4)

T ,
i = 1,2 such that the following conditions are satis-
fied:

ki1 ≤ 1, (18)

4ki1α1α2−k2
i2α2

1 ≥ 0,

2
[

α1β2
1

(

α1k2
i2−4ki1α2

)

+k2
i3α2

1α2
]

≥ 0,

ki4 = 0.

We have used K1 = (3.3,1.5,0.39,0)T and
K2 = (2.3,1,0.3,0)T with initial conditions:
for M, x(0) = (1.1,0.1,−0.5,0.01) and for
S1, x̂1 (0) = (0.5,0.3,−0.4,0) and for S2,
x̂2(0) = (1,0,−0.2,0.04). Fig. 8 shows the
synchronization among master node (13) and two
slave nodes (14) and (15).
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Figure 8: Complete synchronization among states of hyper-
chaotic master node M and slave nodes S1 and S2.

7 CONCLUSIONS

In this paper, we have presented multiple synchro-
nization of coupled modified fourth-order Chua’s cir-
cuit, in particular by using star coupled networks.
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We have achieve synchronization of three hyper-
chaotic Chua’s circuit (used as fundamental node) in
star complex networks, via Generalized Hamiltonian
forms and observer design considering a single mas-
ter node and two slave nodes. This result is particu-
larly interesting given its application in communica-
tion network systems, where is required that a single
sender transmits simultaneously information to many
receivers via a public channel.
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Abstract: In wind energy industry, it is well known that real-time wind forecast can improve the performance of wind
turbines if the prediction information is well used to compensate the uncertainty of the wind. Unfortunately,
neither model nor method is available to give a real-time forecast of wind so far. This paper proposed a
real-time wind forecast model by simplifying existing weather forecast model, MM5. Details on model sim-
plification, forecast error correction as well as other issues like boundary conditions and simulations are also
discussed.

1 INTRODUCTION

Owing to increasing concern over the global environ-
ment, there is much interest throughout the world in
renewable energy, of which one of the most promis-
ing is wind power due to its mature technology, low
cost and less environmental impact. Unlike the nor-
mal electrical power generation using generated wa-
ter steam with certain temperature and pressure, wind
power utilizes natural but uncertain wind. The wind
uncertainty is the root cause for most of the issues in
wind power systems, such as nonlinearity, coupling,
interaction, and so on. Therefore, it would be much
helpful to improve the performance of wind turbines
if we could predict the wind and take actions in ad-
vance. It would be better if the prediction is real-time
since wind is varying all the time.

A natural thought for wind prediction is to make
use of weather forecasting models, which has been
developed since 1970s and now achieves good pre-
diction for wind, temperature, pressure, moisture, and
other weather conditions. Actually in wind power
prediction, weather forecasting model has already
been applied, see (Landberg, 1999; Joensen et al.,
1999; Kazuhito et al., 2006) and references there in,
but none of them can give real-time predictions. To
the best of our knowledge, not much work has been
done yet so far in the real-time wind forecast for wind
turbines. This is because:

1. Weather forecasting model is developed for a

long-term and large scale forecast, which is not
suitable for wind prediction in wind energy indus-
try where only a short-term and small scale fore-
cast is only required;

2. Due to model complexity, the highest temporal
resolution of current weather forecasting model is
hourly, which is hardly used for real-time predic-
tion.

3. Weather forecasting model lacks of the scheme of
correcting prediction error, which is much needed
in wind prediction for wind energy industry, espe-
cially for real-time forecast.

This paper aims to find a suitable forecasting
model for real-time wind prediction. Based on the
Fifth-Generation NCAR/Penn State Mesoscale model
(MM5) for weather forecast, all possible methods of
simplification are discussed to achieve the real-time
forecast. Ideas of Kalman filter used to correct the
forecast error are also addressed as well as issues on
boundary conditions and simulations.

2 MM5 FORECASTING MODEL

MM5 forecasting model is the latest in a series de-
veloped from a mesoscale model used by Anthes at
Penn State in the early 1970s that was later docu-
mented by (Anthes and Warner, 1978). Since that
time, it has undergone many changes designed to
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broaden its applications, including (i) a multiple-nest
capability; (ii) nonhydrostatic dynamics; (iii) a four-
dimensional data assimilation (Newtonian nudging)
capability; (iv) increased number of physics options;
and (v) portability to a wider range of computer plat-
forms.

In terms of terrain following coordinates(x,y,σ),
the partial differential equations for the nonhydro-
static model’s basic variables excluding moisture are:
Pressure

∂p′

∂t
−ρ0gw+ γp∇ ·V = V ·∇p′+

γp
T

(

Q̇
cp

+
T0

θ0
Dθ

)

,

(1)
Momentum (x-component)

∂u
∂t

+
m
ρ

(

∂p′

∂x
−

σ
p∗

∂p∗

∂x
∂p′

∂σ

)

= −V ·∇u

+v

(

f + u
∂m
∂y

− v
∂m
∂x

)

− ewcosα−
uw
r

+ Du, (2)

Momentum (y-component)

∂v
∂t

+
m
ρ

(

∂p′

∂y
−

σ
p∗

∂p∗

∂y
∂p′

∂σ

)

= −V ·∇v

−u

(

f + u
∂m
∂y

− v
∂m
∂x

)

+ ewsinα−
vw
r

+ Dv, (3)

Momentum (z-component)

∂w
∂t

+
ρ0

ρ
g
p∗

∂p′

∂σ
+

g
γ

p′

p
= −V ·∇w+ g

p0

p
T ′

T0

−
gRd

cp

p′

p
+ e(ucosα− vsinα)+

u2 + v2

r
+ Dw, (4)

Thermodynamics

∂T
∂t

= −V ·∇T +
1

ρcp

(

∂p′

∂t
+ V ·∇p′−ρ0gw

)

+
Q̇
cp

+
T0

θ0
Dθ, (5)

where p, ρ, T are pressure (Pa), density (kg·m−3),
and temperature (K), respectively. The subscript “0”
represents the reference-state.u, v, w are component
of wind velocity (m·s−1) in eastward, northward, and
vertical direction, respectively.Q is diabatic heating
rate per unit mass (J·kg−1 ·s−1). cp is specific heat at
constant pressure for dry air.γ = cp/(cp −R) is ratio
of heat capacities.R = 287J·kg−1 ·K−1 is ideal gas
constant.θ is potential temperature (K).DA is diffu-
sion and PBL tendency for variableA. m is map-scale
factor. p′ = p− p0 is perturbation pressure (Pa).p∗ =
ps− pt , ps andpt are surface and top pressures respec-
tively of the reference state.σ = (p0− pt)/(ps − pt)
is nondimensional vertical coordinate of model.f is

Coriolis parameter,e = 2Ωcosλ, α = φ−φc, Ω is an-
gular velocity of the earth,λ is latitude,φ is longitude,
andφc is central longitude.r is the radius of the earth.

V ·∇A ≡ mu
∂A
∂x

+ mv
∂A
∂y

+ σ̇
∂A
∂σ

, (6)

σ̇ = −
ρ0g
p∗

w−
mσ
p∗

∂p∗

∂x
u−

mσ
p∗

∂p∗

∂y
v, (7)

∇ ·V = m2 ∂
∂x

( u
m

)

−
mσ
p∗

∂p∗

∂x
∂u
∂σ

+ m2 ∂
∂y

( v
m

)

−
mσ
p∗

∂p∗

∂y
∂v
∂σ

−
ρ0g
p∗

∂w
∂σ

. (8)

The derivations of above model equations (1)-(5)
are based on the gas law and first law of thermody-
namics. More details can be found in (Grell et al.,
1995; Dudhia et al., 2005). Obviously, MM5 is a
5-dimensional model of partial differential equations
with structure of coupled variables, which causes its
solving time consuming. Currently, the forecast of
MM5 can only achieve hourly updation. To imple-
ment real-time forecast of wind, simplifications have
to be made.

3 SIMPLIFICATION TO MM5
FOR WIND FORECAST

Comparing with weather forecast, wind forecast for
wind turbines has its own uniqueness.

1. The rotor blade length of wind turbine is usually
less than 150m, so the pressure change along the
vertical direction for wind turbine is not too much.

2. The rotation of wind turbine is not driven by the
vertical pressure on the blade, but by the horizon-
tal velocity difference on its top and bottom sur-
faces. Pressure or vertical velocity has less contri-
bution.

3. Temperature may not be a necessary option in
real-time forecast as the rotation of wind turbine
is not sensitive to temperature change.

Thus, the MM5 model of equations (1)-(5) can be
simplified in the following way:

For real-time forecast, the time interval of two
continuous predictions should be very small, say one
minute. In such a short period, temperature changes
can be neglected. Therefore,∂T/∂t = 0, V ·∇T = 0
and (5) becomes

Q̇
cp

+
T0

θ0
Dθ = −

1
ρcp

(

∂p′

∂t
+ V ·∇p′−ρ0gw

)

. (9)
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Substituting (9) into (1) yields

∂p′

∂t
−ρ0gw+ p∇ ·V = V ·∇p′, (10)

sincep/(ρTcp) = 1−γ−1 according to gas law. Thus,
(1) is simplified to be (10) and model dimension is
reduced as (5) is missing.

As pressure changes along the vertical direction
of wind turbine is not too much,∂p′/∂z ≈ 0. By the
coordinate transformation(x,y,z) → (x,y,σ),

(

∂
∂x

)

z
→

(

∂
∂x

)

σ
−

(

∂z
∂x

)

σ

∂
∂z

, (11)

where dz = −dp0/(ρ0g) = −(p∗dσ + σdp∗)/(ρ0g),
so

(

∂
∂x

)

z
→

(

∂
∂x

)

σ
−

σ
p∗

∂p∗

∂x
∂

∂σ
. (12)

Thus,
(

∂p′

∂x

)

z
→

(

∂p′

∂x

)

σ
−

σ
p∗

∂p∗

∂x
∂p′

∂σ
= 0, (13)

(

∂p′

∂y

)

z
→

(

∂p′

∂y

)

σ
−

σ
p∗

∂p∗

∂y
∂p′

∂σ
= 0, (14)

and (2) and (3) can be simplified as

∂u
∂t

= −V ·∇u + v

(

f + u
∂m
∂y

− v
∂m
∂x

)

−ewcosα−
uw
r

+ Du, (15)

∂v
∂t

= −V ·∇v−u

(

f + u
∂m
∂y

− v
∂m
∂x

)

+ewsinα−
vw
r

+ Dv. (16)

If ignoring the effect of vertical velocityw on horizon-
tal momentum, (15) and (16) can be further simplified
as

∂u
∂t

= −V ·∇u + v

(

f + u
∂m
∂y

− v
∂m
∂x

)

+ Du, (17)

∂v
∂t

= −V ·∇v−u

(

f + u
∂m
∂y

− v
∂m
∂x

)

+ Dv. (18)

By the above approximation, MM5 model is sim-
plified as (10), (17) and 18) with less dimensions and
variables, which is suitable for the real-time predic-
tion.

4 BOUNDARY CONDITIONS

Both MM5 and simplified model are composed of
partial differential equations where only numerical
solutions are available. Thus, boundary conditions

have to be set in addition to initial values prior to
running a simulation. Here in our real-time wind
forecast, wind velocity, temperature and pressure are
specified as boundaries.

The boundary values can come from real-time ob-
servations of the wind. In this case, some weather sta-
tions have to be set up at the outer place of the wind
power plant for measurement. The distance from one
station to one wind turbine is a trade-off between pre-
diction accuracy and computation burden. The nearer
the station is to the wind turbine, the more accu-
rate the wind prediction, but the less time for solv-
ing the equations. Alternatively, the boundary values
can come from another model’s forecast (in real-time
forecasts).

The shape of the boundary can be determined
freely, depending on the convenience of computation.
Rectangle and circle are two types broadly used. The
area surrounded by the boundary is then grided evenly
and every grid point gives a wind prediction after
solving the model numerically. Normally, the wind
turbine should be one grid point inside the boundary.
But due to its unevenly distribution, this is usually not
the case. Therefore, linear interpolation has to be ap-
plied to give the final wind prediction.

5 ERROR CORRECTION

To improve the forecast accuracy, some “feedback”
strategy should be introduced for error correction by
comparing the estimated and true values. This can
be done by Kalman filter. Thus, the loss of accu-
racy caused by the model simplification can be made
up, but computation increases inevitably. Therefore,
trade-off should be made between model simplifica-
tion and Kalman filter design.

6 SIMULATIONS

To verify whether the proposed model can give real-
time forecast of wind, a simulation has to be con-
ducted. Two ways are available to this end. One is
to use the code of MM5 model, which is available at
the web site of National Center for Atmospheric Re-
search (NCAR) for free download. The other one is to
apply the Matlab Toolbox of partial differential equa-
tion to the proposed model. This part of work is still
under study and will supplemented in the final version
if possible.
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7 CONCLUSIONS

This paper proposed a real-time wind forecast model
for wind energy industry by simplifying the existing
MM5 model of weather forecast. Details of the sim-
plification method is given as well as other issues on
model implementation. To our best knowledge, no
similar model is available for wind forecast in wind
energy industry so far.
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Abstract: This paper presents and discusses a case study that applies a global approach for considering all the 
automation systems emergency stop requirements. The definition of all the functioning modes and all the 
stop tasks of the automation system is also presented according the standards EN 418 and EN 60204-1. All 
the aspects related with the emergency stop are focused in a particular way. The proposed approach defines 
and guarantees the safety aspects of an automation system controller related with the emergency stop. For 
the controller structure it is used the GEMMA formalism; for the controller entire specification it is used the 
SFC and for the controller behavior simulation it is used the Automation studio software. 

1 INTRODUCTION 

This work is inserted in a bigger project being 
developed at the School of Engineering of 
University of Minho (Portugal)  - involving four 
Departments of the School: the Mechanical 
Engineering Department, the Electronics 
Department, the Informatics Department and the 
Industrial Engineering Department - related with 
application of several techniques in order to obtain 
safe controllers for Automation Systems. 

The same team of this project has developed 
another project, before this one, where it were 
studied aspects relied to plant modeling of timed 
systems and its influence on the Simulation and 
Formal Verification of Automation Systems 
Controllers (Machado et al, 2008), (Seabra et al, 
2007), (Machado and Seabra, 2008). 

In the actual study it is intended to study and 
develop some techniques in order to obtain safe 
controllers for hybrid plants. The first results are 
presented on this paper where it is presented the 
aspects relied with the emergency stop of 
automation systems and all the aspects to considerer 
when there are defined the functioning modes and 
the stop tasks of an automation system (EN 418). 
Also, the controller, in general, will need to comply 
with Safety of machines requirements (EN 60204-1). 

For the Safety controllers design, there are 
applied some techniques like synthesis techniques 
(Ramadge and Wonham, 1987) or analysis 

techniques (Frey and Litz, 2000) in order to be 
accomplished the desired specifications for the 
automation system behavior. Between these 
techniques there are considered, in more detail, in 
this paper the analysis techniques. 

Considering some aspects and techniques inside 
of the analysis techniques group the most important 
are: Identification (Klein, 2004), Simulation (Baresi, 
2002) and Formal Verification (Rossi, 2004). This 
approach is based on Simulation Techniques and it 
is considered, on the first hand, a discrete controller 
and the hybrid plant are modeled as being discrete. 
This simplification will allow us to obtain, faster and 
with the same rigor, some results relied with the 
emergency stop behavior for the automation system. 

The Emergency Stop is one of the most 
important aspects attending to the safety of people, 
goods and equipments that interact with the 
automation system. 

In order to obtain safe controllers, it must obey at 
some rules (EN 418, 1992), (EN 60204-1, 1997): 

- a fault in the software of the control system 
does not lead to hazardous situations; 

- reasonably foreseeable human error during 
operation does not lead to hazardous 
situations; 

- the machinery must not start unexpectedly; 
- the parameters of the machinery must not 

change in an uncontrolled way, where such 
change may lead to hazardous situations; 
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- the machinery must not be prevented from 
stopping if the stop command has already 
been given; 

- no moving part of the machinery or piece 
held by the machinery must fall or be 
ejected; 

- automatic or manual stopping of the moving 
parts, whatever they may be, must be 
unimpeded; 

- the safety-related parts of the control system 
must apply in a coherent way to the whole 
of an assembly of machinery and/or partly 
completed machinery; 

As guarantee that the developed controller will 
react always according the expected behavior, it is 
only necessary to model the controller and the plant 
as being discrete. Indeed, our system has a hybrid 
plant, but the properties of behavior that we intend 
to guarantee, for our system, are only related with 
discrete behavior. 

For more complex properties – dealing with 
hybrid behavior of the automation system – it will be 
necessary to model the controller and the plant as 
hybrid. This will be done on a next step in this 
complex research project, using formalisms and 
tools well adapted for these tasks, like, for instance, 
Stategraphs (Otter et al, 2005) to model the 
controller and Modelica programming language 
(Elmqvist and Mattson, 1997) to model the plant. 

On this study, presented on this paper, we use the 
GEMMA (ADEPA, 1992) for the controller 
structure, the SFC (IEC 60848, 1998) as controller 
specification formalism and the Automation Studio 
software (Automation Studio, 2004) for the 
simulation tasks of the controller specification. With 
this set of formalisms and tools we demonstrate that 
it is all we need for guarantee all the desired 
behavior for the automation system when the 
emergency stop command is actuated. 

In this first approach it is intended to conclude 
about the more important behavior properties related 
with the emergency stop of the automation system 
and the use of the formalisms, and tools, previously 
described (GEMMA, SFC and Automation Studio) 
allow us to obtain the desired results in a fast and 
expedite way. 

One of the limitations of this first approach is 
that the hybrid plant is model as discrete, but this 
simplification allows the fast obtaining of results 
related with discrete desired behaviors, being the 
efforts of modeling more simple and fast. 

As we presented before, this step on a more 
complex approach is only the first step considered in 

order to guarantee the desired behavior in case of 
occurrence of the “Emergency” command. 

To accomplish the proposed goals, in this work, 
the paper is organized as follows. In Section 1, it is 
presented the challenge proposed to achieve in this 
work. Section 2 presents the case study plant related 
with an automatic system for filling and 
encapsulating bottles. Further, it is presented the 
base controller specification and the total controller 
structure that includes the emergency stop. Section 3 
is exclusively devoted to the emergency stop 
techniques discussion. Section 4 presents and 
discusses the emergency stop adopted solution and 
the total controller specification. Finally, in Section 
5, the main conclusions and some future directions 
to follow in this project that is now starting at the 
School of Engineering of University of Minho. 

2 SYSTEM DESCRIPTION 

The case study corresponds to an automatic machine 
of filling and encapsulating bottles (Fig. 1). This is 
divided in three modules, transport and feeding, 
filling and encapsulating. To increase the 
productivity, is used a conveyor with several alveoli 
for the bottles to allow the operation in simultaneous 
of the three modules. 

 
Figure 1: Case study plant. 

The transport and feeding module is constituted by a 
pneumatic cylinder (A) that is the responsible for the 
bottles feeding of the conveyor and another 
pneumatic cylinder (B) that executes the 
step/incremental advance of the conveyor. 
The filling module is composed by a volumetric 
dispenser, a pneumatic cylinder (C) that actuate the 
dispenser and an on/off valve (D) to open and close 
the liquid supply. 
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The encapsulating module has a pneumatic cylinder 
(G) to feed the cover, a pneumatic motor (F) to 
screw the cover and a pneumatic cylinder (E) to 
advance the cover. The cylinder (E) moves forward 
until the existent cover, it retreats with this cover 
during the retreat of (G), continuously it moves 
forward again with rotation of the motor F to screw 
the cover. 

2.1 Base Controller Behaviour 
Specification 

Figure 2 shows the base SFC of the system 
controller, corresponding only to the "Normal 
production” mode. The basic sensors involved are: 
two end-course-sensors for each cylinder (example: 
cylinder A, sensor a0 and a1, respectively, retreated 
and advanced) and a sensor of pressure e1, which 
detects the point of contact/stop of the cylinder E in 
any point of its course. 

The valve D and the motor F don't have position 
sensor because they are difficult to implement. 

 
Figure 2: Base SFC specification controller. 

On the other hand, in order to obtain the total 
SFC controller, which includes all the operation 
modes required for the correct operation of the 
system, was used the graphic chart of GEMMA 
because it allows the definition of the run and stop 
machine tasks. 

2.2 Total Controller Behaviour 
Structure 

Figure 3 shows the GEMMA graphic chart 
developed for the case study presented. The 
considered tasks are described to proceed: 

 
Figure 3: GEMMA of the plant controller. 

A1 – The task A1 "Stop in the initial state" 
represents the task of the machine represented in the 
Figure 1. 

F1 – Coming of the task A1, when it occurs the 
start command of the machine, it happens the change 
for the task F1 "Normal production” (Filling and 
automatic encapsulating) with the consequent 
execution of base SFC presented in the figure 2. 

A2 – When it happens the stop command of the 
machine the run cycle finishes in agreement with the 
condition described at the task A2 “Stop command 
in the end of cycle”. 

F2 – When the machine is "empty" (without 
bottles) it is necessary to feed bottles progressively, 
being the machine ready to begin the normal 
production (task F1) when it has bottles in the 
conveyor positions of the production modules 2 and 
3, respectively. This operation is defined by the task 
F2 “Preparation mode”.  

F3 – The "Closing mode" of the task F3 allows 
the reverse operation, that is, the progressive stop of 
the machine with the exit of all of the bottles 
(emptying of the machine). 

D3 – When the encapsulating module is out of 
service it can be decided to produce in any way, that 
is, to perform the bottle filling in an automatic way 
and posterior manual encapsulating, this is main 
purpose of the task D3 "Production in any way". 

D1 – In the case of a situation emergency to 
occur, the task D1 “Emergency stop" is executed. 
This stops all the run actions and closes the filling 
valve to stop the liquid supply. 

A5 – After the emergency stop (task D1), the 
cleaning and the verification are necessary: this is 
the purpose of the task A5 "Prepare to run after 
failure“. 

A6 – After the procedures of cleaning and 
verification they be finished becomes necessary to 
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perform the return to the initial task of the machine, 
as described at the task A6 "O.P. (operative plant) in 
the initial state". 

F4 – For example, to the volume regulation of 
the bottle liquid dispenser and adjustment of the 
bottles feeder, a separate command for each 
movement is required, according to the task F4 
"Unordered verification mode”. 

F5 – For detailed operation checks, a 
semiautomatic command (only one cycle) it is 
necessary to check the functioning of each module: 
task F5 "Ordered verification mode". 

To be possible the GEMMA evolution becomes 
necessary existing transition conditions for the run 
and stop operation modes, described previously. 

These transition conditions will be accomplished 
using GEMMA, as presented to proceed: 

- To allow the progressive feeding demanded in 
the preparation way (F2) and the progressive 
discharge required in the closing way (F3) it will be 
necessary to consider sensors that detect the bottles 
presence under each one of the modules 1, 2, 3, 
respectively, CP1, CP2, CP3 (Fig. 1); 

- Also, it will be necessary a command panel that 
supplies the transition conditions given by an 
operator (Fig. 4). 

 
Figure 4: Command panel of the system controller. 

In the command panel, there is a main switch 
that allows selecting the “automatic”, 
“semiautomatic” and “manual” operations modes. 

To the "automatic" option correspond: 
- Two buttons "start" and "stop" whose action is 

memorized in memory M; 
- A switch HS3 to put "in service" or "out of 

service" the module 3; 
- A switch AA to control the bottles feeding 

permission (cylinder A), to allow the emptying of 
the machine. 

These switches/buttons, and sensors CP1, CP2 
and CP3, are the transition conditions of the tasks 
A1, F1, F2, F3, A2 and D3, as shown in Figure 3. 

The "semiautomatic" option corresponds to the 
task F5 "Ordered verification mode", that allows 
with the actuation of button (m), to check one cycle 
operation of each modules, selected by the 
"semiautomatic" switch , , or . 

The "manual" option corresponds to the tasks F4, 
A5 and A6, which required a separate command 
from each movement using a direct command on the 
directional valves. 
Finally, the AU button (Emergency stop) allows 
pass to task D1 starting from all of the tasks. 

The implementation of total controller's 
specification, based on GEMMA presented in figure 
3, it can be realized using the following two 
alternative methods: 

- Multiple SFC – develop one SFC for each task; 
- Single SFC – develop one SFC for all tasks. 
The multiple SFC methodology is represented in 

figure 5, it includes a high level SFC that translates 
the GEMMA (main routine) and multiple SFC that 
correspond to each task (subroutines). 

On the other hand, the single SFC method 
corresponds to the implementation of all GEMMA 
tasks behaviour in a total SFC. This was the method 
used in the presented case study (see section 4). 

 
Figure 5: GEMMA implementation with multiple SFC. 

3 EMERGENCY STOP 

The emergency stop must always change the 
controller task and it should be obligatorily available 
in any state of the SFC controller. 

The types of emergency stops are divided in two 
main groups: 

- Without emergency sequence - the actuation of 
the emergency button stops the system/automatism 
through the inhibition of the outputs and/or for stop 
the evolution of SFC. 

- With emergency sequence - the actuation of the 
emergency button starts a particular predefined 
procedure. 

3.1 Without Emergency Sequence 

The emergency without emergency sequence can be 
performed in three alternative modes: 

- Outputs inhibition; 
- Evolution stop, 
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- Outputs inhibition and evolution stop. 
In the case of outputs inhibition the actuation of 

emergency button doesn’t stop by itself the 
evolution of the SFC controller, but it inhibits the 
outputs associated to their stages, as shown in the 
figure 6. The outputs eventually ON (state 1) they 
are turn OFF (state 0), as well as, usually the 
evolution of SFC is stopped by the non fulfilment of 
the receptivity’s.  

This can be obtained through the insert of 
inhibition functions in the interface with the machine 
plant. In this case, after the occurrence of an 
emergency stop, the actuators command should be 
particularly well studied in agreement with the type 
of expected response. 

For instance, for the cylinders directional valves: 
- One stable state valve (single control with 

spring return), if it be demanded a cylinder return for 
a given position. 

- Two stable state valve (double control), if it be 
demanded a stop at the end of the cylinder 
movement. 

- Valve with three positions (double control and 
spring return), if it be demanded a cylinder stop in 
the actual position. 

 
Figure 6: Functional diagram of outputs inhibition. 

In the other hand, in the case of evolution stop 
the condition AU is present in all of the SFC 
receptivity’s (Fig.7a). With the actuation of 
emergency button AU, no receptivity can be 
validated and, this way, the controller SFC cannot 
steps forward. With the AU shutdown a new cycle 
evolution is allowed. 

It is of highlighted that in this situation, the 
outputs associated to the active stages stay validated. 
This way, the start movements can continue, which 
be able to result in dangerous situations and/or to get 
to a situation that originates a future blockade of the 
SFC evolution. 

Finally, also it is possible to use in simultaneous 
the two described types of emergency stop without 
emergency sequence, outputs inhibition and 
evolution stop (Fig. 7b). This situation is the more 
used in practice, when if it doesn't turn necessary the 
use of an emergency sequence. Seen that has the 
advantage of allowing, after the emergency button 
shutdown, the pursuit of the evolution of the system 
starting from the same instant in that it was stopped. 

 
Figure 7: a - Evolution stop; b - Evolution stop and 
outputs inhibition. 

3.2 With Emergency Sequence 

This type of emergency implies the introduction of 
an emergency sequence. Through the activation of 
the emergency button AU an emergency sequence 
can be added to the normal run SFC (Fig. 8). 

 
Figure 8: Introduction of an emergency sequence. 

4 EMERGENCY STOP ADOPTED 
SOLUTION 

The emergency stop adopted for the case study 
presented was obtained according the standards EN 
418 and EN 60204-1. 

According to the behaviour of the case study was 
selected the emergency stop with emergency 
sequence. The considered requirements that should 
be accomplished by the emergency sequence are: 

- Stop all of the movements; 
- Stop the filling operation. 
To obtain these procedures it was crucial the 

selection of the type of the directional valves 
appropriate to accomplish in simultaneous the 
requirements of the emergency stop and the plant 
behaviour. 

The directional valves specifications used were 
the type of control (single solenoid control with 
spring return or double solenoid control) and number 
of ways/ports. 

The first security requirement referred, related 
with the stop of the movements, was obtained by 
stopping the air compressed supply to the directional 
valves of the cylinders A, B, C, E, G and of the 
motor F. For that, as shown in figure 1, the air 
supply will be centralized and controlled through a 
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directional valve 3/2 way normally closed with 
spring return (H). 

The second security requirement, related with 
the stop the filling operation, was performed through 
the turn OFF of the filling directional valve 2/2 way 
normally closed with spring return (D). 

The figure 9 shows the total controller SFC 
specification based on the GEMMA implementation 
with the single SFC method (see section 2.2). 

 
Figure 9: Total SFC controller specification with 
emergence sequence. 

All the controller specification, presented on the 
previous figure, was simulated on Automation Studio 
Software. The obtained results leaded to the conclusions 
that all the requirements defined on the Emergency Stop 
Standards, were accomplished. 

Further, the specification was translated to Ladder 
Diagrams according to the SFC algebraic formalization 
and implemented on a Programmable Logic Controller 
(PLC) adopted as the controller physical device. This part 
of the developed work is not detailed on this publication. 

5 CONCLUSIONS 

It was presented, on a systematic way, the adopted 
techniques for the emergency stop behavior 
specification of automation systems. 
The ways to translate the GEMMA graphical chart 
to the low level specification was also presented and 
discussed. 
The standards (EN418, EN60204-1) related with the 
stop emergency specifications were considered and 
all the requirements were accomplished. 
The obtained results, by simulation with Automation 
Studio software, show that the adopted approach is 
adequate. 

Further work will be devoted, in one hand, to the 
application of formal methods to verify some 
important system’s behavior (taking into account the 
discrete behavior of the system) and, in other hand, 
the application of modeling techniques for hybrid 
systems and respective tools for simulation and 
formal verification. 
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Abstract: A challenging problem of today’s ADC design is a development of low voltage, low power and possibly 
high performance converters. The ever growing demand for decreasing the supply voltage of semiconductor 
devices due to scaling the feature size of VLSI technology has pushed the design of analog integrated circuit 
to its limits. The same problem concerns the analog-to-digital converters since lowering supply voltage 
results in a reduction of a voltage increment corresponding to the least significant bit (LSB) in signal 
amplitude quantization. In the paper, an important alternative to conventional ADCs is presented. To 
overcome problems with decreasing accuracy of amplitude quantization, a new class of asynchronous ADCs 
is discussed where the mapping of an analog signal into time domain rather than into amplitude domain is 
used. The asynchronous ADCs are not controlled by any global clock but self-timed. The local reference 
clock is used only to quantize time intervals that represent the converted signal amplitude. The design of 
asynchronous Sigma-Delta analog-to-digital converter (ASD-ADC) with serial output interface is discussed 
in details. The ASD-ADC together with the loss-free asynchronous analog signal recovery method 
developed recently provides possibility to establish the asynchronous digital signal processing chain. 

1 INTRODUCTION 

The ever growing demand for extending digital 
functionality on a single chip results in scaling the 
feature size of VLSI technology in order to increase 
the integration density of semiconductor devices. 
Scaling the CMOS transistor dimensions into 
nanoscale (<100 nm) enables faster operation of 
circuits on the one hand, but needs decreasing the 
supply voltage of devices to maintain reliable 
operation on the other. As a result of this, a design of 
analog and mixed signal systems has to cope with an 
ever increasingly challenging technological 
environment. For example, with the operating 
voltage of 1V, the output signal swing is only 0.3V, 
which is unacceptably low signal swing for many 
applications (Matsuzawa, 2007).  

In the context of analog-to-digital converters 
(ADCs), the technology scaling increases the 
maximum conversion rate, but unfortunately 
decreases at the same time the signal-to-noise ratio 
(SNR). The latter is caused simply by a reduction of 
voltage increment corresponding to the least 
significant bit (LSB) in a signal amplitude 
quantization. This is currently the most serious 
problem of a classical ADC design that will be even 

more critical in future with further scaling of CMOS 
process technology feature size (e.g., in the 45 nm 
technology, the maximum operating voltage of 
around 1 V will be used). 

To maintain a high SNR despite the low-voltage 
operation of classical ADCs, the power consumption 
needs to be increased (Matsuzawa, 2007). However, 
the latter is in general unacceptable in portable 
equipment and in wireless sensor networking 
(WSNs) due to constraints on energy resources. 
Efficiency of power consumption becomes a 
primary criterion of designing ADCs for many 
applications. The representative examples are 
environmental monitoring and biomedicine. In 
particular, the ADCs for WSNs in biomedical 
applications (pulse-oximetry, ECG, PCG, EEG, 
blood pressure, etc.) need only modest precision 
( bit8≤ ), and modest speed ( kHz40≤ ) but has to be 
very energy-efficient (Yang and Sarpeshkar, 2006). 
Summing up, the challenging problem of today’s 
ADC design is a development of low voltage, low 
power and possibly high performance ADCs whose 
SNR does not decrease with supply voltage 
reduction. 
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Figure 1: Traditional synchronous signal processing chain (digital numbers represent amplitude information). 

 
Figure 2: Asynchronous signal processing chain (digital numbers represent time information). 

2 ASYNCHRONOUS ADCS 

To overcome problems with decreasing accuracy of 
amplitude quantization, a new class of ADCs called 
asynchronous analog-to-digital converters (A-
ADCs) was proposed recently where the mapping of 
an analog signal into time domain rather than into 
amplitude domain is used (Allier et al., 2003). In 
general, the concept of time-encoding of a signal 
amplitude is not new since it was used for example 
in the well-known dual-slope ADCs, and in the 
frequency-to-code converters. A time-based energy-
efficient ADC developed recently also uses the time 
as an intermediate signal variable (Yang and 
Sarpeshkar, 2005). In the asynchronous ADCs, the 
time is used as the ADC output signal so binary 
words that appear on the converter output irregularly 
represent a sequence of time intervals instead of a 
series of signal amplitude samples. 

2.1 Sync Versus Async ADCs 

The principle of asynchronous analog-to-digital 
converters (A-ADCs) is completely different from 
classical ADCs that are synchronous devices 
controlled by a global clock. In the synchronous 
ADCs (S-ADCs), the periodic sampling and the 
amplitude quantization are applied. Instead, in the 
A-ADCs, the analog signal is mapped into timing 
(quasi-digital) parameters that are further quantized 
according to the resolution of a reference clock. 
Thus, the A-ADC operation consists in a redefinition 
of domains at which the signal is sampled and 
quantizated. The A-ADC does not include sample-
and-hold circuits, and is not controlled by any global 
clock but self-timed. The local reference clock is 
used only to quantize time intervals that represent 
the converted signal amplitude. The clockless 
architecture is attractive for energy-efficient design 
since a global clock is the primary component of 
power consumption in contemporary electronic 

instrumentation. The invention of A-ADCs 
announces thorough revision of the whole signal 
processing chain and a development of a new 
processing area called asynchronous signal 
processing. The synchronous and the asynchronous 
signal processing chains are presented in Figs. 1-2. 

2.2 State of Art of A-ADCs Design 

Although various techniques have been 
accommodated to the design of low power ADCs, 
the asynchronous clockless architectures based on 
event-based sampling have been studied in the 
context of ADCs in a few works only. Initially, the 
well-known advantages of the asynchronous design 
(i.e. low energy consumption, immunity to 
metastable behavior, reduction of the circuit average 
activity and electromagnetic interferences) have 
inspired researchers to improve operation of 
conventional synchronous ADCs by adoption of 
solutions intrinsic for the asynchronous technology. 
Such converters are locally asynchronous, but 
globally synchronous since the sampling scheme is 
still time-triggered and periodic (Sayiner et al., 
1996; Roza, 1997, Kinniment et al., 2000).  

A postulate of a fully asynchronous ADC based 
on the level-crossing sampling and the asynchronous 
design has been introduced by Allier et. al (2003). 
The purpose of a (fully) asynchronous ADC design 
is a thorough revision of the whole signal processing 
chain. In (Allier et al., 2005), the CMOS 
implementation of LC-ADC with experimental 
results is reported. The performance index (Figure of 
Merit) of the LC-ADC is twice higher than that of a 
classical synchronous ADCs. A significant 
performance improvement achieved in the LC-ADC 
stems from reducing the activity of the asynchronous 
converter by a substitution of the periodic sampling 
by the level-crossing scheme. The average rate of 
the level-crossing sampling operations are lower 
than the frequency of the periodic sampling because 
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the former are triggered if the input signal crosses 
prespecified levels disposed along the amplitude 
domain (compare Figs. 3a-3b), see (Miśkowicz, 
2006) for details.  

Akopyan et al. (2006) have designed a level-
crossing flash ADC (LCF-ADC) dedicated to real-
time monitoring and control applications where the 
analog signal reconstruction is not required. Instead, 
only the actual reports about a state of the observed 
object are generated. Since in the LCF-ADC the 
time is not tracked explicitly (i.e. the converter does 
not record the times at which the samples are taken), 
the power consumption is reduced additionally due 
to eliminating the circuitry that deals with time 
tracking. The architectures of the LCF-ADC and the 
LC-ADC are completely different. The latter adopts 
the feedback-based approach (Allier et al., 2003; 
Allier et al., 2005), and the former utilizes a parallel 
flash-type topology (Akopyan et al., 2006). 
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Figure 3: Comparison of the periodic (a) and the level-
crossing sampling (b) schemes for the same sampling 
resolution, i.e. Δ=maxε . 

Summing up, several advantages of 
asynchronous ADCs in relation to conventional 
synchronous ADCs can be displayed as follows. The 
asynchronous ADCs are a low-cost alternative to 
conventional converters due to lower energy 
consumption, simple architecture, and elimination of 
the global clock and the sample-and-hold circuits.  

2.3 Time vs. Amplitude Quantization 

Although the time quantization is in general a 
complementary process to the amplitude 
quantization, certain differences might be 
distinguished. Whereas the analog signal amplitude 
is bounded and usually a non-monotone function, 
the time is a magnitude with unceasingly growing 

values. As a result, each quantization of the 
amplitude can be referred to a certain absolute 
reference level (usually zero). Instead, a 
quantization of time has to be always related to the 
relative reference which is the most recent event 
(i.e. a beginning of the present time interval). Next, 
whereas the amplitude is a fully analog magnitude, 
the frequency/time is considered as ‘quasi-digital’ 
domain since these parameters combine both analog 
and digital signal properties (Kirianaki et al., 2002). 
Furthermore, the time quantization is usually 
characterized by a non-redundant conversion time. 
Instead, the quantization of the amplitude takes a 
non-zero conversion time, sometimes is slow (e.g. in 
conventional successive-approximation ADCs), or 
the conversion time is variable and dependent on the 
input signal level (e.g. in delta-encoded ADCs). 
Finally, the frequency references (e.g. crystal 
oscillators) are more stable than the voltage 
reference sources (that are sensitive to the 
temperature and the technological process tolerance) 
so the time quantization is in general more accurate 
than the quantization in the amplitude domain. 

3 ASD-ADC CONCEPT 

In this paper, we present a concept of analog-to-
digital conversion based on the asynchronous 
Sigma-Delta modulation. The architecture of 
asynchronous Sigma-Delta ADC (ASD-ADC) with 
serial output interface is shown in Fig. 4.  

 
Figure 4: The architecture of ASD-ADC with serial output 
interface (TxD). 

A two-level conversion scheme is utilized in the 
ASD-ADC. First, the analog signal x(t) amplitude is 
converted to an asynchronous square wave z(t) with 
modulated frequency and duty cycle in the 
asynchronous Sigma-Delta modulator (ASDM) (Fig. 
5). The asynchronous square wave z(t) is a quasi-
digital signal since it is discrete in the amplitude and 
continuous in the time. The widths of successive 
pulses of z(t) depend on the mean value of converted 
analog signal amplitude in the corresponding time 
windows defined by these pulses. The width of 
pulses has both a lower, and an upper bound. 

To provide the digital output, the  pulse  widths 
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are next quantized by the n-bit time-to-digital 
converter (TDC). The quantization is based on 
counting periods of a reference clock during each 
pulse of the square wave on the ASDM output. 
Finally, the digital code on the ASD-ADC output 
represents time information that encodes the analog 
signal amplitude. The ASD-ADC belongs to a class 
of the mean value converters that are immune to 
noise due to integration in the ASDM. The 
asynchronous serial transmitter on the ASD-ADC 
output transmits the digital words consisting of a 
number of n bits of data preceded by the Start bit 
and completed with the Stop bit. 

 
Figure 5: The waveforms on integrator output y(t), and on 
ASDM output z(t) for a given signal x(t). 

 
Figure 6: The timing of control signals in the time-to-
digital converter (TDC). 

Thus, transition times of the square wave z(t) on 
the output of the ASDM are non-uniformly spaced. 
The output quantity, which is a sequence of lengths 
of time intervals kkk ttt −=Δ +1  between consecutive 
transitions, depends on the input signal behavior. 
The input signal x(t) has to be bounded (i.e. 

ctx ≤)( ) so either the upper maxtΔ , or the lower 
bound mintΔ  for ktΔ  are also bounded (Lazar and 
Toth, 2005) as follows: 

maxmin )]1(2[])1(2[ tTtTt k Δ=−≤Δ≤+=Δ ηη    (1) 

where 1, +kk tt are time instants of the kth and the 
(k+1)th transitions, respectively, bT κδ4=  is the 
self-oscillation period (i.e. the time between 
consecutive slopes of z(t) if the modulator is fed by 
the zero input signal), and  bc=η   is the maximum 

 modulation depth. The κ denotes the integration 
constant, and the δ, b are the parameters of the 
Schmitt trigger (see Fig. 4). The ASDM input/output 
characteristics is given by (Kościelnik, Miśkowicz, 
2008): 

]})1(1[2{1 k
k

k Tt η−+=Δ ,  (2) 

where bxkk =η , )1;1(−∈kη  is the modulation 
depth in the kth time window ),( 1+kk tt of the ASDM 
defined as the ratio between the amplitude b on the 
output signal z(t), and the mean signal value kx  of 
the input signal x(t) in the time interval ),( 1+kk tt ,  

3.1 ASDM Modulator 

The asynchronous Sigma-Delta modulator (ASDM) 
consists of the lowpass filter (integrator), and the 
Schmitt trigger operating in a negative feedback 
loop (Fig. 4). For zero input signal x(t), the square 
wave z(t) on the ASDM output oscillates with the 
self-oscillation period (T) and ½ duty cycle. The 
ASDM does not require any clocking and can 
operate at low current and supply voltage since the 
corresponding analog circuitry is extremely simple. 

The idea of the asynchronous Sigma-Delta 
modulation was formulated in the 60s (Roza, 1997). 
However, a use of ASDM for signal conversion 
became especially attractive because the loss-free 
analog signal recovery based on ASDM output 
signal was developed recently (Lazar and Toth, 
2005). In (Kościelnik, Miśkowicz, 2008), the ASD-
ADC with the charge-pump integrator and with the 
single output data buffering is presented. In the 
present paper, we report the advanced version of the 
digital interface with the double data buffering 
providing the rate-based flow control. 

3.2 LC-ADC vs. ASD-ADC 

Our approach is motivated by several advantages of 
the proposed solution comparing to level-crossing-
based ADCs (LC-ADCs) as follows. 

First, in the ASD-ADC the information about the 
analog signal behavior is embedded only in a 
sequence of timing parameters. In other words, a 
digital output includes the timing information about 
the square wave on the output of the ASDM. 
Instead, in LC-ADCs, the digital data on the 
converter output have to include both the timing and 
the one-bit amplitude information about the level-
crossing specification (Allier et al., 2003). 

Second, due to integrating input properties of the 
ASDM, the ASD-ADC is characterized by low 
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susceptibility to noise making it suitable for noisy 
industrial environments. Instead, the LC-ADCs are 
sensitive to non-idealities in VLSI settings of a 
regular grid of amplitude levels triggering sampling 
operations. 

Third, unlike LC-ADCs where the maximum 
time interval being encoded and digitized is 
unbounded and thus has to be arbitrary controlled by 
time-out, the maximum time interval in the ASD-
ADC is bounded and controlled via design process. 

Finally, the sampling theorem has been 
developed for ASD-based conversion by Lazar and 
Toth (2005) causing to exploit the ASD-ADC in 
applications where the exact recovery of original 
analog signal is required (e.g. audio/speech signal 
conversion). Thus, the ASD-based conversion 
supports a loss-free time-encoded signal processing. 

3.3 TDC Architecture 

The architecture of the time-to-digital converter 
(TDC) is shown in Fig. 4. The TDC consists of the 
n-bit counter (CT) with setup register (SR) used for 
programming initial states of the CT, the reference 
generator (RG), the control module (CM) that 
produces control signals for data transfer (WRCT, 
WRBUF, WRTDR, TDRCTR), the intermediate 
buffer (TBUF), and the transmitting buffer (TDR) 
with the serial output TxD. The timing of control 
signals in the TDC is shown in Fig. 6. 

3.3.1 Initial State of Counter 

The counting of the reference clock periods T0 starts 
from an assumed initial state of the counting module 
defined by the number whose value is less than zero 
because the ktΔ  is bounded by the mintΔ . Thus, 
only the differences minttk Δ−Δ  might be quantized 
(Lazar and Toth, 2005). We have defined the 
optimal number M that guarantees the best 
resolution of the ASD-ADC. This number is 
negative and defined as 04TTM −= . The optimal 
initial number corresponds simply to the minimum 
pulse width that equals T/4 as follows from the 
formula (1) (Fig. 7). 

3.3.2 Serial Output Interface 

Unlike in conventional ADCs, the digital data 
appear on the ASD-ADC output irregularly 
according to the current variations of the analog 
signal amplitude. Therefore, the serial interface has 
to provide data flow control. The core of our concept 
of the TDC consists in the use of a double data 

buffering in the digital interface since the digital 
words appear in bursts of two words on the ASD-
ADC output. This corresponds to the use of rate-
based flow control (Verissimo, Rodrigues, 2001). 
The double data buffering enables overlapping a 
serial transmission of the ith digital word, a storage 
of the (i+1)th word, and a simultaneous quantization 
of the (i+2)th pulse. Thus, the serial output interface 
consists of two data buffers (TBUF and TDR) (Fig. 
4). Each digital word obtained as result of counting 
is recorded and stored in the intermediate buffer 
(TBUF) as soon as transmission of the previous 
digital word is completed (Figs. 6 and 8). If so, the 
given digital word is transferred from the 
intermediate buffer (TBUF) to the transmitting 
buffer (TDR), which causes serial transmission of 
the digital word to start. 

      
Figure 7: Counting periods of the reference clock starting 
from the negative initial state. 

 
Figure 8: Serial asynchronous transmission on ASD-ADC 
double-buffered output port (TxD) with overlapping of 
transmission, storage and quantization processes (TH 
denotes the digital word representing a positive pulse, and 
TL represents a negative one). 

3.3.3 Bit Rate on Serial Output Port 

With double data buffering the minimum 
transmission bit rate p on the ASD-ADC serial 
output port is defined as: Tkp /2= , where k is the 
number of data bits of a digital word transmitted 
including control bits (Start bit, Stop bit, and an 
optional Parity bit). 

3.3.4 Benefits of Double Data Buffering 

By applying extra data buffering with the 
intermediate buffer TBUF, two benefits are 
achieved. First, the transmission bit rate on the serial 
output port is reduced due to shortening time 
intervals between successive digital words 
transmitted. The reduction of the transmission rate 
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equals (1+η) where 0<η<1 is the maximum 
modulation depth of the ASDM so the best reduction 
can approach 100%. For example, with typical value 
η=0.5, the reduction is equal to 50%. Slowing down 
the transmission bit rate saves energy consumption. 
Second, the transmission bit rate is independent of 
the converted analog signal amplitude (η). 

4 CONCLUSIONS 

The ASD-ADC is an universal analog-to-digital 
converter that may be used in many applications. 
However, due to energy efficiency, the ASD-ADC is 
dedicated to use in portable devices, especially in 
sensors for environmental monitoring and for 
biomedical applications that need a long battery life. 
In the latter, both the wireless or skin-surface 
communication between sensing devices mounted 
on the body for health monitoring may be used 
(Kaldy et al., 2007). In such applications, the 
sensors transmit data to acquisition centers at a 
remote side where the signals are processed, 
analyzed and recovered if needed. Usually, the 
acquisition centers access practically unlimited 
power. Thus, with the invention of the ASD-ADCs, 
energy-expensive components of signal processing 
chain are moved from the ADC to the locations 
where the energy and processing resources are 
available. The solution presented in the paper may 
be summarized as follows. 
(1) The asynchronous Sigma-Delta analog-to-digital 
converter (ASD-ADC) together with the 
asynchronous analog signal recovery method (Lazar 
and Toth, 2005) provides possibility to establish the 
asynchronous digital signal processing chain where 
the ASD-ADC output data can be transmitted via a 
digital communication channel. (2) Complex and 
energy-expensive components of signal processing 
chain are moved from ADC to data acquisition 
center where the energy and processing resources 
are available. (3) The ASD-ADC digital output 
represents only timing information. (4) Due to 
higher stability of time/frequency references, the 
time quantization is more accurate than the 
voltage/current quantization. (5) Decreasing supply 
voltage in general does not degrade Signal-to-Noise 
Ratio (SNR) of the ASD-ADC. (6) With a double 
data buffering providing the rate-based flow control 
at the ASD-ADC output interface, the transmission 
rate is reduced even twice compared to 
(conventional) single-buffered interface; slowing 
down the transmission bit rate saves energy 
consumption. (7) With counting reference clock 

periods from the negative initial state, the dynamic 
range of the ASD-ADC is extended. (8) Finally, the 
ASD-ADC has excellent DC specification. 
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Abstract: Non-integer differential or integral operators can be used to realize fractional-order controllers, which 
provide better performance than conventional PID controllers, especially if controlled plants are of non-
integer-order. In many cases, fractional-order controllers are more flexible than PID and ensure robustness 
for high gain variations. This paper compares three different approaches to approximate fractional-order 
differentiators or integrators. Each approximation realizes a rational transfer function characterized by a 
sequence of interlaced minimum-phase zeros and stable poles. The frequency-domain comparison shows 
that best approximations have nearly the same zero-pole locations, even if they are obtained starting from 
different points of view. 

1 INTRODUCTION 

Originally, the investigation of integrals and 
derivatives of any order was a topic known as 
fractional calculus. In recent years, however, 
considerable attention has been paid to the concept 
of non-integer derivative and integral to model 
systems in various fields of science and engineering. 
In the research area of control theory, several 
authors have provided generalizations of classical 
controllers introducing various types of Fractional-
Order Controllers (FOC). For example, the CRONE 
(French acronym for “Commande Robuste d’Ordre 
Non Entièr”) controller (Oustaloup, 1991; 
Oustaloup, 1995) and Fractional-Order Proportional-
Integral-Derivative (FOPID) controllers PIλDμ 
(Podlubny, 1999a; Podlubny, 1999b) have been 
recently considered. Moreover, FOC have been 
successfully applied in rigid robots, both for position 
control and for hybrid position-force-control 
(Tenreiro Machado and Azenha, 1998; Valerio and 
Sá da Costa, 2003). In general, FOC provide better 
performance than PID controllers, if the controlled 
plants are of non-integer-order. In other cases, FOC 
show high flexibility and can ensure high robustness 
for high gain variations. More particularly, in SISO 
systems, they can make the phase margin nearly not 
changing in a wide range around the gain crossover 

frequency, even if high gain variations produce high 
changes in gain crossover frequency. Applications in 
mechatronics are testified by several papers (Canat 
and Faucher, 2005; Li and Hori, 2007; Ma and Hori, 
2004a; Ma and Hori, 2004b; Ma and Hori, 2007; 
Melchior et al., 2005). 

The basic element of transfer functions of 
FOPID controllers is the fractional 
differentiator/integrator sν, with ν positive or 
negative real number. This operator is infinite 
dimensional, even if it can be approximated by 
finite-dimension transfer functions, whose 
coefficients depend on the non-integer exponent ν. A 
good rational approximation can be obtained by 
truncating the continued fractions expansion (CFE) 
of sν (Maione, 2006; Maione, 2008). Recently, in 
(Barbosa et al., 2006), least-squares-based methods 
are used for obtaining Fractional-Order Differential 
Filters (FODF) approximating sν. 

In this paper, a novel approach is compared to 
two commonly used methods to realize a rational 
approximation of fractional-order differentiators or 
integrators. These operators are the basic elements in 
fractional-order controllers of mechatronic systems. 
Section 2 revisits the three different methods 
systematically. Section 3 compares them in the 
frequency domain. Section 4 draws the conclusion 
with some remarks. 
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2 REVISITING THREE 
RATIONAL APPROXIMATIONS 

In this section, three methods are compared. They 
are shortly revisited, for making a direct comparison 
based on transfer functions putted in the same form. 
All the considered realizations are known to be 
minimum-phase and stable, with poles interlacing 
zeros along the negative real half-axis of the s-plane. 
This property is enlightened by the form of the three 
transfer functions, which explicitly shows the 
frequencies corresponding to the alternated zeros 
and poles. The interlacing property is important for 
comparison purposes, because the position of the 
zero-pole pairs determines the quality of the models 
approximating phase and magnitude of the irrational 
operator (jω)ν. Hence, for comparison purpose, 
realizations are constrained to have both their zeros 
with minimum module and their poles with 
maximum module approximately equal. All the 
approximating transfer functions are in a factorized 
form, which puts in evidence the break frequencies. 
Then, the lowest and highest break frequencies of 
the proposed method are taken as reference. 

2.1 The Proposed CFE Approximation 

The starting point is the following continued 
fractions expansion (CFE): 
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b
abx ν  (1) 

 
with b0 = b1 = 1, a1 = ν x and: 

 
aj = n (n–ν) x, bj = 2n (2) 

 
aj+1 = n (n+ν) x, bj+1 = 2n+1 (3) 

 
for j = 2n, with n natural number (Khovanskii, 
1965). The analog approximation for the operator sν, 
with 0 < ν < 1, is given in (Maione, 2008), where 
x = s–1 is used in (1) to obtain the (2N)-th 
convergent of the resulting CFE as approximating 
transfer functions: 
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where 

 
pNj(ν) = qN,N-j(ν) = 

= (–1)j C(N, j) (ν+j+1)(N-j) (ν– N)(j) 
(5) 

and 
)!(!

!),(
jNj

NjNC
−

=  is the binomial 

coefficient. Moreover: 
 

(ν+j+1)(N-j) = (ν+j+1) (ν+j+2) … (ν+N) (6) 
 

(ν–N)(j) = (ν–N) (ν–N+1) … (ν–N+j+1) (7) 
 

define the Pochammer functions with (ν–N)(0) = 1 
(Spanier and Oldham, 1987). As it is easily noted, in 
this method the coefficients pNj(ν) and qNj(ν) are 
explicitly given in terms of the fractional order ν. 
Obviously, the positions of zeros and poles in the s-
plane also depend on ν. So, ),(~ sG ν  can be written 
in the form: 
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As it is proved in (Maione, 2008), zeros )~( izω−  

and poles )~( ipω−  of ),(~ sG ν  are all real and 
interlace along the negative real half-axis in the 
s-plane, with: 

 
NN pzpzpz ωωωωωω ~~~~~~

2211 <<<<<< . (9) 

2.2 Oustaloup’s Recursive 
Approximation 

The CRONE controller is an integer-order frequency 
domain approximation of sν in the form: 
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The gain k is adjusted so that G(ν,s) has the same 

crossover frequency as the ideal operator sν. The 
number N of zeros and poles of the approximating 
transfer function is chosen in advance. They 
alternate on the negative real half-axis of the s-plane 
so that the frequencies satisfy: 

 
NN pzpzpz ωωωωωω <<<<<< 2211 . (11) 
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In this way, zeros and poles interlace on the 
negative real half-axis, leading to a gain which is, 
approximately, a linear function of the logarithm of 
frequency. The phase is nearly constant and 
approximates ν π / 2. The parameters ωzi and ωpi are 
determined by placing zeros and poles as follows: 
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αωω  ii zp =   i = 1, ..., N (13) 

 
ηωω  1 ii pz =+   i = 1, ..., N–1. (14) 

 
The frequencies ωL and ωH are appropriately 

chosen as 1
~

zL ωω <  and NpH ωω ~> , so that it holds 

11
~

zz ωω ≅  and NN pp ωω ~≅ . 

2.3 Matsuda’s Approximation 

The Matsuda’s method approximates the operator sν 
from its gain ων. The gain is determined at 2N+1 
frequencies ω0, ω1, …, ω2N, which are taken 
logarithmically spaced in the approximation interval. 
The interval [ω0, ω2N] is chosen so that the lowest 
break frequency 1

ˆ zω  and the highest break 
frequency Npω̂  in the model satisfy: 11

~ˆ zz ωω ≅  and 

NN pp ωω ~ˆ ≅ , respectively. Note that, usually, an odd 
value of N is used, so that the resulting 
approximation is proper. Then, the following 
functions are defined: 
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from which the following set of parameters are 
obtained: 

 
( )νωα 00 =  (16) 
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for k = 1, 2, …, 2N. 
Using the ωk and αk, the CFE can be written as: 
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whose convergents provide the rational 
approximations to the irrational operator sν. The 
(2N)-th convergent of (18) can be easily converted 
into the rational approximation, as the ratio ),(ˆ sG ν  
of two polynomials with degree N. Then, the 
factorization of these polynomials leads to: 
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Numerical experiments show that, also in this 

case, it holds: 
 

NN pzpzpz ωωωωωω ˆˆˆˆˆˆ
2211 <<<<<< . (20) 

3 A COMPARISON BETWEEN 
THREE METHODS 

The approaches of the previous sections are here 
compared, by choosing N = 3 and then N = 4. These 
values are chosen to make the order of the FOC 
realizations as low as possible, compatibly with 
good performances. Figures 1, 2, 3 and 4 show the 
Bode plots of phase and amplitude, for the typical 
fractional order ν = 0.5. Other values of the integer 
N and of ν, with 0 < ν < 1, can be considered. As 
previously stated, the approximation is performed so 
that ),(~ sG ν , G(ν,s) and ),(ˆ sG ν  have their first 
zero-frequency and their last pole-frequency nearly 
equal. Hence, the zero-frequency 1

~
zω  and the pole-

frequency 3
~

pω  or 4
~

pω  of ),(~ sG ν  are assumed as 
reference. In conclusion, it must nearly hold: 

11
~

zz ωω ≅ , 11
~ˆ zz ωω ≅ , 33

~
pp ωω ≅ , and 33

~ˆ pp ωω ≅ , 
when N = 3, and 11

~
zz ωω ≅ , 11

~ˆ zz ωω ≅ , 44
~

pp ωω ≅ , 
and 44

~ˆ pp ωω ≅ , when N = 4. 

First, the parameters of ),(~ sG ν  are determined. 
For ν = 0.5 and N = 3, formula (8) gives: 

0.0521 =~
1zω , 0.6360 =~

2zω , 4.3119~
3 =zω , 
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0.2319 =~
1pω , 1.5724 =~

2pω , 19.1957~
3 =pω , and 

0.1429
~
=k . These values clearly indicate that 

),(~ sG ν  is minimum-phase, stable, with interlacing 
zeros and poles. Figure 1 reports the phase Bode 
diagram of )],(~[ ων jGarg  (Maione’s curve). 
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Figure 1: Phase Bode diagram for the approximations of 
order 3 a fractional-order differentiator, ν = 0.5. 

Now, the procedure for determining the function 
G(ν,s) is considered. With reference to (12), the 
interval [ωL, ωH] is chosen larger than ]~,~[ 31 pz ωω . 
More precisely, 1 ~

1 λωω zL =  and 2 ~
3 λωω pH = , 

where λ1 and λ2 are coefficients to be fixed so that 
the Oustaloup’s algorithm leads to 11

~
zz ωω ≅  and 

33
~

pp ωω ≅ . These coefficients are chosen by a rule 
of thumb. Since 0521.0~

1 =zω  and 1957.19~
3 =pω , 

simple computer experiments in MATLAB® show 
that choosing λ1 = 0.55 and λ2 = 1.8 yields: 

0518.01 =zω , 5509.02 =zω , 8634.53 =zω , 
1688.01 =pω , 7972.12 =pω , 1293.193 =pω , k = 

0.1692. As it is noted, the constraints 11
~

zz ωω ≅  and 

33
~

pp ωω ≅  are respected. In Figure 1, arg[G(ν, jω)] 
is also reported (Oustaloup’s curve). 

Finally, for applying the Matsuda’s method, the 
sampling frequencies are logarithmically distributed 
inside the approximation interval, so that it must 
result: 11

~ˆ zz ωω ≅  and 33
~ˆ pp ωω ≅ , as requested. This 

result is achieved by choosing 1
~ 2 zN ωλω =  and 

λωω /~
30 p= . The parameter λ is fixed by computer 

experiments to λ = 45. Namely, the following 
breaking frequencies of ),(ˆ ων jG  result: 

0.0485 =ˆ
1zω , 0.6248 =ˆ

2zω , 4.5311 =ˆ
3zω , 

0.2207 =ˆ
1pω , 1.6004 =ˆ

2pω , 0.6273 2=ˆ
3pω , and 

0.1373=k̂ . These values show that the constraints 
11

~ˆ zz ωω ≅  and 33
~ˆ pp ωω ≅  are also satisfied. As it 

can be easily observed, however, all the remaining 
frequencies and the gain of the Matsuda’s model are 
nearly equal to those of the author’s approximating 
transfer function. This fact is confirmed by the 
behaviour of )],(ˆ[ ων jGarg  in Figure 1 (Matsuda’s 
curve). The Bode plot, indeed, is nearly 
indistinguishable from the plot of )],(~[ ων jGarg . 

In conclusion, Figure 1 shows that 
)],(ˆ[ ων jGarg  and )],(~[ ων jGarg  are nearly flat 

and give a good approximation of 
2 /  ])[( πνω ν =jarg . The plot of )],(ˆ[ ων jGarg  

yields a slightly worst approximation. Figure 2 
confirms that the magnitude plots of ),(ˆ sG ν  and 

),(~ sG ν  are nearly coincident. They give a better 
approximation of ων than G(ν,s), also in this case. 

10
-2

10
-1

10
0

10
1

10
2

-20

-15

-10

-5

0

5

10

15

20

Frequency (rad/s)

A
m

pl
itu

de
 (d

B
)

Maione

Oustaloup

Matsuda
Ideal

 
Figure 2: Amplitude Bode diagram for the approximations 
of order 3 of a fractional-order differentiator, ν = 0.5. 

Now, let us consider a different approximation 
obtained by using N = 4 and the same procedure. 

For ν = 0.5, formula (8) gives: 0.0311 =~
1zω , 

0.3333 =~
2zω , 1.4203~

3 =zω , 7.5486~
4 =zω , 

0.1325 =~
1pω , 0.7041 =~

2pω , 3.0000~
3 =pω , 

32.1634~
3 =pω , and 0.1111

~
=k . Then, ),(~ sG ν  is 

minimum-phase, stable, with interlacing zeros and 
poles. Figure 3 shows the phase Bode diagram of 

)],(~[ ων jGarg  (Maione’s curve). 
For the Oustaloup’s approximation, λ1 = 0.61 and 

λ2 = 1.64 yield: 0311.01 =zω , 2261.02 =zω , 
6419.13 =zω , 9237.114 =zω , 0839.01 =pω , 
6093.02 =pω , 4247.43 =pω , 1323.323 =pω , and 

k = 0.1377. The constraints 11
~

zz ωω ≅  and 
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44
~

pp ωω ≅  are respected. In Figure 3, arg[G(ν, jω)] 
is also reported (Oustaloup’s curve). 

 For the Matsuda’s approximation, λ = 39 gives: 
0.0310 =ˆ

1zω , 0.3327 =ˆ
2zω , 1.4211 =ˆ

3zω , 
7.5702 =ˆ

4zω , 0.1321 =ˆ
1pω , 0.7035 =ˆ

2pω , 

3.0055=ˆ
3pω , 32.2772=ˆ

4pω , and 0.1109=k̂ . 

For N = 4, the frequency response of )],(ˆ[ ων jGarg  
is practically indistinguishable from that of 

)],(~[ ων jGarg  (Matsuda’s and Maione’s curves are 
practically the same). 
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Figure 3: Phase Bode diagram for the approximations of 
order 4 of a fractional-order differentiator, ν = 0.5. 
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Figure 4: Amplitude Bode diagram for the approximations 
of order 4 of a fractional-order differentiator, ν = 0.5. 

Figure 4 confirms that the magnitude plots of 
),(ˆ sG ν  and ),(~ sG ν  are nearly the same and give a 

better approximation of ων than G(ν,s), for N = 4. 

4 CONCLUDING REMARKS 

This paper compared three different methods to 
approximate non-integer-order differential or 

integral operators in fractional-order controllers: 
these methods are the author’s, the Oustaloup’s, and 
the Matsuda’s, respectively. All approximations of 
the irrational operator sν were realized through 
analog transfer functions characterized by stable 
poles and minimum-phase zeros. In particular, zeros 
and poles were interlaced along the negative real 
half-axis of the s-plane, and the first and last 
singularities were constrained to be nearly the same 
in all approximations. The interlacing property 
allowed us the comparison to find the best 
distribution of singularities. Namely, a frequency 
domain analysis of the phase diagrams showed that 
the author’s and Matsuda’s approximations 
outperformed the well-known by Oustaloup. 

Note that all realizations were limited to the 
lowest order that could guarantee good performance. 
The better results achieved by the proposed 
approximation are due to a better distribution of 
interlaced zeros and poles. It is also interesting to 
note how the proposed approximation achieves 
nearly the same zero-pole pairs of the Matsuda’s 
approximation, even if the starting points of the two 
methods are completely different. 
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Abstract: Rotary cement kiln is the main part of a cement plant that clinker is produced in it. Continual and prolonged 

operation of rotary cement kiln is vital in cement factories. However, continual operation of the kiln is not 

possible and periodic repairs of the refractory lining would become necessary, due to non-linear phenomena 

existing in the kiln, such as sudden falls of coatings in the burning zone and probability of damages to the 

refractory materials during production. This is the basic reasoning behind the needs for a comprehensive 

model which is severely necessary for better control of this process. Such a model can be derived based on 

the mathematical analysis with consultation of expert operator experiences. In this paper linear model is 

identified for rotary kiln of Saveh white cement factory. The linear model is introduced using Box-Jenkins 

structure. The results of the obtained model were satisfactory compared to some other models and can be 

used for designing adaptive or robust controllers. 

1 INTRODUCTION 

During the years of clinker production, many 
changes and improvements have been occurred. 
Rotary kilns is not just for cement production, while 
it is used in different chemical industries such as 
lime burning, crude oil calcinations, solid garbage 
ash, titanium dioxide calcinations, aluminium oxide 
process and etc. In all cases, use of rotary kiln, due 
to its basic role about energy consumption, desired 
reaction performance and many other advantages is 
preferred. However, control of the kiln in optimal 
condition is of primary importance and is not 
possible unless having a good knowledge and a 
comprehensive model based on important 
phenomena occurring in the system. In this way, 
several research papers have been published among 
which the original modelling of Spang, based on 
material and energy balance of the kiln can be 
mentioned (Spang, 1972). In Spang’s 
mechanistically model several assumptions have 
been used. Also, Frish assumed the kiln as 
cylindrical vessel with internal non adiabatic heating 
source, and focused on the monotonically state. He 
assumed the heat transfer based on radiated rather 

than displacement type (Frish and Jeschar, 1983). In 
figure 1, a schematic of the kiln with its cyclone pre-
heater is shown. 

 

Figure 1: Rotary Cement kiln Process. 

In this paper we will use a black box 

identification procedure for modelling the Saveh 

white cement kiln. It is a 65 m long, 4.7 m diameter 

kiln with 4 stage double string pre-heater and water 

immersion cooler. The main manipulated variables 

of the kiln are:  
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 kiln speed 

 Fuel Flow Rate 

 ID. Fan speed 

 Raw Material Flow Rate 

Also the output variables according to the 

operator’s experiences are as following: 

 back end temperature 

 Remained (unused) oxygen, O2 

 CO  content of outlet gases from the kiln 

 Kiln DC motor current 

 Preheater temperature 

 Cooler temperature 

Based on these variables the rotary kiln is a 4-

inputs 6-outputs plant as shown in figure 2.  

 

Figure 2: Block diagram of the kiln based on input-output. 

These variables are so important and selected 

with fundament of expert operators, such as with 

these input, the kiln can be controlled. The burning 

zone temperature is not only one of the most 

important kiln control variables but also the most 

difficult one to monitor (Peray, 1986). Despite the 

fact that burning zone condition in modern kilns are 

shown as temperature profile that used for manual 

controllers. 

2 CONDITION OF DATA 

GATHERING 

There are three important factors in modelling based 

on the identification techniques: 

 Useful and valid data 

 A perfect and useful model 

 Strong method to adjust the model 

Input and outputs must be selected such that 

input change affects output variables. Also the 

recognition of process behavior will be much 

simpler if input-output data is reach, i.e. it consists 

different operating points and frequency contents. 

However, system identification based on input 

output data does not introduce a physical model with 

exact structure but it does a model that fits the data. 

Therefore, selection of a proper model is important. 

Also, the obtained data should have the process 

information to be used for identification.  

An important point concerning data gathering is 

that to be careful that the disturbances and 

unexpected events such as creation of coating and 

coating fall in the kiln and do not change the system 

behaviour. The white cement rotary kiln 

identification is passive process, meaning that we 

can only observe the plant variables under a given 

circumstance and it is technically impossible to 

introduce extra excitation on these systems. The data 

from these systems may not be informative enough. 

This can make the identification of the system 

difficult (Zhu, 2001). Therefore it is not possible to 

expect from the presented model to have the same 

behaviour with the real system in an abnormal 

condition unless these conditions are occurred a few 

times during data gathering.  

For this reason, data gathered during a period of 

18 hours for several times. Finally, the best 

conditioned data were obtained for the rotary kiln in 

2008-05-07. Figure 3 shows the input variables. The 

output variables are shown in figure 4. 

3 DATA PRETREATMENT 

After collecting perfect data from rotary kiln, the 
data will not be used directly for identification 
process. One of its reasons is high frequency noises 
and spikes on the main signals. Sometimes 
immeasurable disturbances occur and take the 
system out of its linear range. Changing Operation 
point causes entering nonlinear effects in output 
data. To solve the problem of high frequency noises 
and some of these problems, it is tried to use some 
pre-processing methods mentioned in identification 
references to reach a perfect model of process 
(Ljung, 1999; Nelles, 2001) . For considering rest of 
them, we tried to choose the model structure and 
focus on its flexibilities. 

 

Figure 3: Input data representation for white cement kiln 

identification. 
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Figure 4: Output data representation for white cement kiln 

identification. 

3.1 Peak Shaving 

At the first stage, it is necessary to pay attention on 
data to recognize the system dynamics based on the 
available input and output data. It is important to 
smooth the spikes and shave the peaks. Spikes are 
because of sensors operation or data acquisition card 
that causes a numerical fault in data representation 
(Astrom, 1984), whereas the high energy of spikes 
interfere the model parameters estimation and its 
validation. Applying a third order digital 
Butterworth filter on the data gathered from the kiln.  

The filtered output for kiln back temperature is 

shown in figure 5. Correlation analysis is used to 

obtain the weight and important dynamics between 

input and output data (Noshirvani, 2005). The 

similarity of two signals will be measured in 

correlation analysis. In this analysis, the correlation 

order of two signals is measurable. These contexts 

can be written as the following formulas: 

 
N

k
N

yu kyku
N

tytuE
1

, )()(
1

lim)()()(
 

(1) 

 
where u,y( ) is the cross correlation of u and y and  

 
N

k
N

uu kuku
N

tutuE
1

, )()(
1

lim)()()(
 

(2) 

 
where u,u( ) is the autocorrelation of u. 
 

Correlation analysis assumes a linear system and 

does not require a specific model structure; also it 

could be used to assess the effective dynamics. 

Figure 6 shows the correlation between input 

fuel rate and the kiln speed to burning zone 

temperature. 
 
 

 

Figure 5: Real data and Filtered data representation. 

The basic assumption in the discussion is that the 

identification model will be used in control. 

Therefore the main dynamics used for this output in 

identification have been shown, and then the plant is 

broken into 6 MISO models. 

 

Figure 6: Correlation between first and second inputs with 

the first output. 

4 LINEAR IDENTIFICATION 

Different linear models were studied for system 

identification. The best obtained linear model for the 

kiln was Box-Jenkins (BJ) model which its result is 

explained here. BJ model is defined as: 

 

( ) ( )
( ) ( ) ( )

( ) ( )

B q C q
y k u k k

F q D q
 (3) 

 
This structure has been introduced by Box-

Jenkins in 1970. The predictor for this model is 

illustrated in (5). 

 

 

Important Dynamics 

 

Important Dynamics 

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

192



 

( )

( )

B q

F q

( )

( )

C q

D q

( )y k( )u k

 ( )k

 

Figure 7: Box-Jenkins Structure. 
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( ) ( ) ( )
ˆ ( 1) ( ) 1 ( )
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D q B q D q
y k k u k y k

C q F q C q

 
(5) 

 

where )(ˆ ky  is the output of the model. The notation 

|k-1 is used because the optimal prediction of Box-

Jenkins model utilizes previous process outputs in 

order to extract the information contained in the 

correlated disturbance, n(k) affects on output 

variable, that is defined in (6) and the prediction of 

error of this model can be obtained with (7).  
 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

D q B q D q
e k y k u k

C q F q C q

 
(6) 

 
Box-Jenkins model is estimated by nonlinear 

optimization, where first an auto regressive 
estimation to determine the initial parameter values 
for bi and fi. The gradients of models function can be 
computed as follows. 
 

ˆ( ) ( ) ( 1) ( ) ( ) ( )

( ) ( ) ( ) ( )

F q C q y k k B q D q u k

F q C q D q y k

 
(7) 

 
Differentiation of (7) with respect to bi yields 

ˆ ( 1)
( ) ( ) ( ) ( )

i

y k k
F q C q D q u k i

b

 
(8) 

 
This leads to 

ˆ ( 1) ( )
( )

( ) ( )i

y k k D q
u k i

b F q C q

 
(9) 

 
Also these computations have done for ci, di and 

fi. The parameters of this model will be trained based 
on minimizing of the following cost function: 
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(10) 

The main advantage of Box-Jenkins is giving a 
better estimation for the closed-loop models, but its 
implementation is a challenging task (Eykoff, 1974). 

In general Box-Jenkins (BJ) model has several 

advantages over the output error method. Firstly, it 

will supply both a process model and a disturbance 

model. As shown in table1, this model will be 

consistent also in passive identification; this implies 

that this method will give a more accurate process 

model than an output error method for a given 

process under passive data condition. However, the 

BJ model has a more complex structure, which 

implies that numerical optimization will be more 

complicated.   
 
  
 

 

 

 

 

Figure 8: Actual and simulated signal of 

kiln back-end temperature. 

 

 

 

 

 

Figure 9: Actual and simulated signal 

of Kiln motor current. 

Carbon monoxide analysis, because it samples 

dirty kiln gases and takes the sample at a location 

where high temperature prevail, has a tendency to 

multifunction frequently unless almost daily 

preventive maintenance is carried out on this unit. 

The location, where the sample probe is installed, is 
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also key point to consider as false air in leakage 

could distort the true contents of CO in the exit 

gases (Shirvani et.al, 2004). 

 

Figure 10: Actual and simulated signal of Pre-heater 

temperature.  

 

Figure 11: Actual and simulated signal of  

Carbon monoxide. 

 

Figure 12: Actual and simulated signal of Oxygen. 

 

Figure 13: Actual and simulated signal of 

Cooler temperature. 

Equation11 is known as the mean square error of 

model. It is an estimation of the standard deviation 

of the model error with respect to data. 

2

1

1
ˆ( ) ( )

N

K

E y k y k
N

 (11) 

The models are compared with test data that 

obtained also in 2008-08-15 for # hours from control 

system of Saveh white cement plant. The fitness of 

the model with the plant can be computed as 

(Eykoff, 1974). Then the best criterion is (12). 

 ˆ
1 100

y y
fitness

y y

 
(12) 

where ( )y k  is the mean of y(k). 
By comparing different dynamic models like 

output error (OE) and ARMAX in equation (12) can 
be concluded that BJ modelling has a better response 
(Noshirvani, 2005). This result is because passive 
modelling of kiln system is severely non-linear. 
Therefore, as it is shown in Table1, the most 
enriched linear model has relatively better 
performance. 

Table 1: comparing different linear Models of plant. 

Variable B.J. ARMAX O.E. 

Back end 

temperature 
85% 64% 37% 

Current 

motor Kiln 
84% 70% 29% 

Preheater 

Temperature 
91% 75% 40% 

Carbon 

mono oxide 
88% 68% 39% 

Oxygen 89% 68% 30% 

Cooler 

temperature 
87% 61% 35% 
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5 CONCLUSIONS 

In this paper, some linear approaches for system 

identification and model parameter estimation have 

been applied to an industrial scale white cement kiln. 

Since the white cement rotary kiln identification 

is passive and the process input data were 

inadequate and the signal to noise rate was very 

high, it is a complex process which needs some 

comprehensive identification procedure. Different 

kind of linear models are examined in which BJ 

dynamic model presents the best result compare to 

other linear models. 

Linear structure can be used for identifying the 

rotary cement kilns, but in this procedure, the 

coating fall and its creation in the kiln, will be 

ignored. Thus, the train and test data have been 

gathered with this assumption. 

Weakness of linear modelling based on O.E is 

that it is proper for slow damping process, but in this 

plant slow dynamics related to the system and fast 

dynamics related to noise are not completely 

segregated and obtained error is mostly related to 

enforced noise in output signals. 
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Abstract: The Linear Scale Invariant Systems are introduced for both integer and fractional orders. They are defined 
by the generalized Euler-Cauchy differential equation. It is shown how to compute the impulse responses 
corresponding to the two regions of convergence of the transfer function. This is obtained by using the 
Mellin transform. The quantum fractional derivatives are used because they are suitable for dealing with this 
kind of systems. 

1 INTRODUCTION 

Braccini and Gambardella (1986) introduced the 
concept of “form-invariant” filters. These are 
systems such that a scaling of the input gives rise to 
a scaling of the output. This is important in detection 
and estimation of signals with unknown size 
requiring some type of pre-processing: for example 
edge sharpening in image processing or in radar 
signals. However in their attempt to define such 
systems, they did not give any formulation in terms 
of a differential equation. The Linear Scale Invariant 
Systems (LSIS) were really introduced by Yazici 
and Kashyap (1997) for analysis and modelling 1/f 
phenomena and in general the self-similar processes, 
namely the scale stationary processes. Their 
approach was based on an integer order Euler-
Cauchy differential equation. However, they solved 
only a particular case corresponding to the all pole 
case. To insert a fractional behaviour, they proposed 
the concept of pseudo-impulse response. Here we 
avoid this procedure by presenting a fractional 
derivative based general formulation of the LSIS. 
We assume that the fractional LSIS is described by 
the general Euler-Cauchy differential equation  

∑
i=0

N
  ai t

αi.y(αi)(t)  = ∑
i=0

M
  bi . t

βi.y(βi)(t)   
 

(1) 

This equation is difficult to solve for any values for 
N or M and any derivative orders. However, when 
the derivative orders have the format 

αi = α+i    i=0, 1, 2, …, N 

and  

βi = β+i    i=0, 1, 2, …, N 

we obtain a simpler equation 

∑
i=0

N
  ai t

α+i.y(α+i)(t)  = ∑
i=0

M
  bi . t

β+i x(β+i)(t)  
 

(2) 

that we can solve with the help of the Mellin 
transform and using the fractional quantum 
derivative (Ortigueira, 2007, 2008). As we will 
show, the above equation allows us to obtain two 
transfer functions. Each of them has two terms that 
lead to two inverse functions. The impulse response 
is obtained by using the multiplicative convolution 
defined by (Bertran et al, 2000):  

 f(t)٧g(t) = ⌡⌠
0

∞ 
  f(t/u)g(u)

du
u   

 
(3) 

 
 

Before going into the solution of equation (2), 
we are going to obtain the solution of the integer 
order equation corresponding to put α=β=0 in (2). 
Then we will solve equation (2) for any α and β. 
This will be done in section 1. Other interesting 
results will be introduced in section 3. Finally we 
will present some conclusions. 
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2 THE EULER-CAUCHY 
EQUATION 

2.1 The Integer Order Case 

Consider a linear system represented by the 
differential equation 

 

∑
i=0

N
  ai t

i.y(i)(t)  = ∑
i=0

M
  bi . t

i x(i)(t)  

 

(4) 

where x(t) is the input, y(t) the output, and N and M 
are positive integers (M≤N). Usually aN is chosen to 
be 1. We will assume that this equation is valid for 
every t∈R+. Applying the Mellin transform to both 
sides of (3) we obtain (Gerardi, 1959;Bertran et al, 
2000) 

∑
i=0

N
  ai (-1)i(s)i Y(s) = ∑

i=0

M
  bi . (-1)i (s)i X(s),

  

 

(5) 

from where we obtain a transfer function 

H(s) = 
Y(s)
X(s) =  

∑
i=0

M
 bi (-1)i (s)i

∑
i=0

N
 ai (-1)i (s)i

   

 

(6) 

In this expression we need to transform both 
numerator and denominator into polynomials in the 
variable s. To do it we use the well known relation 
(Abramowitz and Stegun, 1972 ) 

(x)k = ∑
i=0

k
  (-1)k-i s(k,i) xi   

 
(7) 

where s( , ) represent the Stirling numbers of first 
kind that verify the recursion 

s(n+1,m) = s(n,m-1) – ns(n,m)  (8) 

for 1 ≤ m ≤ n and with  
s(n,0) = δn and s(n,1) = (-1)n-1(n-1)! 

With some manipulation, we obtain: 
 

∑
i=0

N
  ai (-1)i (x)i = ∑

i=0

N
  ∑

k=i

N
  ak (-1)ks(k,i) xi  

 =  ∑
i=0

N
   Ai x

i  

 
 
 

(9) 

with the Ai coefficients given by 

Ai = ∑
i=k

N
  ak (-1)ks(k,i)  

 
(10) 

or in a matricial format 

A = S.a (11) 

where  

A = [A0 A1 … … AN]T  (12) 

S=[ s(i,j), i,j=0,1, …,N]  (13) 
 

and 

a = [a0 a1 … … aN]T (14) 

With this formulation, the transfer function is given 
by: 

H(s) = 

∑
i=0

M
 B i s

i

∑
i=0

N
 Ai s

i

      M≤N 

 

 
 
 

(15) 

that is the quotient of two polynomials in s. In 
general H(s) has the following partial fraction 
decomposition 
 

 H(s) = 
BM 
AN

 + ∑
i=1

N
 ∑
j=1

mi
 

aij

(s-pi)j
 

 
(16) 
 

The constant term only exists when M=N and its 
inversion gives a delta at t=1: 

 M-1[
BM 
AN

] = 
BM 
AN

δ(t-1) 

 

 
(17) 

For inversion of a given partial fraction, we must fix 
the region of convergence Re(s) > Re(pi) or  Re(s) < 
Re(pi)  similar to identical situation found in the 
usual shift invariant systems with the Laplace 
transform. Let us assume that the poles are simple. 
Accordingly to each region of convergence we have 
(Bertran et al, 2000) respectively  

M -1[
1

(s-p)] = u(1-t).t-p 

 
(18) 

and 

M -1[
1

(s-p)] =u(t-1).t-p (19) 
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By successive derivation in order to p we obtain the 
solution for higher order poles 

M -1[
1

(s-p)k] = u(1-t).
(-1)k-1[log(t)]k-1 

(k-1)! t-p    
 

(20) 

and 

M -1[
1

(s-p)k] =u(t-1). (-1)k-1[log(t)]k-1 

(k-1)! t-p   
 

(21) 

We conclude that the response corresponding to an 
input  δ(t-1) is given by: 

h(t)=
BM 
AN

δ(t-1)+ ∑
i=1

N
 ∑
k=1

mi
 aik. 

(-1)k-1[log(t)]k-1 

(k-1)! t-pi w(t) 
 

(22) 

where w(t) is equal to u(1-t) or to u(t-1), in 
agreement with the region of convergence adopted 
to invert (15). To compute the output to any function 
x(t) we only have to use the multiplicative 
convolution. 
 We must call the attention to the fact the 
point of application of the impulse is t=1 and not 
t=0, as it is the case of the shift-invariant systems. 

2.2 The Fractional Quantum 
Derivative 

To consider a more general case we must introduce 
the notion of fractional quantum derivative. This 
was not needed in the previous section because in 
the integer order case we only have one Mellin 
transform for tKf(K)(t). This is not the situation in the 
fractional case. In fact we have two fractional 
derivatives given by {see appendix}: 

Dαq f(t) = lim
q→1

∑
j=0

∞
  ⎣
⎡
⎦
⎤α

 j q (-1)j qj(j+1)/2 q-jα f(qjt) 

(1 − q)α tα  

 
 

(23) 

and 

Dαq-1f(t) = lim
q→1

∑
j=0

∞
  ⎣
⎡
⎦
⎤α

 j q (-1)j qj(j-1)/2 f(q-jt) 

(1 − q-1)α tα  

 
 

(24) 
 
 

These derivatives have the same Mellin transform in 
the integer order case, but in the general their Mellin 
transforms are given by: 

            M [Dαq f(t) ] = 
Γ(1 − s + α)
Γ(1 − s)  F(s-α)  

 
(25) 

valid for Re(s) < min(0,α)+1, in the first case and by  

M [Dαq-1f(t) ] = (-1)α. 
Γ(s)

Γ(s − α) F(s-α) 
 

(26) 

valid for Re(s) > max(0,α), in the second case. It is 
interesting that the first corresponds to the anti-
causal case when working in the Laplace transform 
context, while the second corresponds to the causal 
one. 

2.3 The Fractional Order Equation 

Consider now a linear system represented by the 
fractional differential equation 
 

∑
i=0

N
  ai t

α+i.y(α+i)(t)  = ∑
i=0

M
  bi . t

β+i x(β+i)(t)  
 

(27) 

where α and β are real numbers. With the Mellin 
transform we obtain two different transfer functions 
depending on the derivative we use, (23) or (24). 
From (23) we have: 

H(s) = 

∑
i=0

M
 bi (-1)i (s+β)i

∑
i=0

N
 ai (-1)i (s+α)i

 .
Γ(1-s-α)
Γ(1-s)  

Γ(1-s)
Γ(1-s-β)  

 
 
 

(28) 

Proceeding as in 2.1 we have 

 H(s) = 

∑
i=0

M
 B i (s+β)i

∑
i=0

N
 Ai (s+α)i

 .
Γ(1-s-α)
Γ(1-s-β)  

 
 
 

(29) 

So, the transfer function in (29) has two parts; the 
first is similar to (25) aside a translation on the pole 
and zero positions. Its inverse has the format: 
 

h(t)=BM 
AN

δ(t-1)+tα ∑
i=1

N
 ∑
k=1

mi
 Cik.

(-1)k-1[log(t)]k-1 

(k-1)! t-pi u(t-1) (30) 

where the pi, i=1,2, …, N are the poles. We must 
remark that it does not depend explicitly on β. The 
second factor in (29) leads to a new convolutional 
factor needed to compute the complete solution of 
(27). So, we have to compute the inverse Mellin 
transform of 
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 Ha(s) =.
Γ(1-s-α)
Γ(1-s-β)  

(31) 

To do it we can always choose an integration path 
on the left of all the poles. Computing this integral, 
we obtain: 

 ha(t) = 
1

Γ(α-β)t
β( )t - 1 α-β-1u(t-1) (32) 

So, the impulse response corresponding to (29) is the 
convolution of (30) and (32).  By simplicity, assume 
that all the poles are simple. In this case, the impulse 
response is given by: 

h(t) = 
BM 
AN

1
Γ(α-β)t

β( )t - 1 α-β-1u(t-1) +  

        + tα ∑
i=1

N
 Ci.

Γ(1-pi)
Γ( α-β-pi+1) t

-pi u(t-1) 

 
 

(33) 

Choosing the other region of convergence we have 

  H(s) = 

∑
i=0

M
 B i (s+β)i

∑
i=0

N
 Ai (s+α)i

 .(-1)β-α Γ(s+β)
Γ( s+α)  

 
 

(34) 

The first factor has as inverse the expression: 

h(t) = 
BM 
AN

δ(t-1) +  

+ tα ∑
i=1

N
 ∑
k=1

mi
 Cik.

(-1)k[log(t)]k-1 

(k-1)! t-pi u(1-t) 

 

(35) 

For the second we proceed as before. Now the 
integration path is in the right half complex plane. 
We obtain 

 ha(t) = -  
1

Γ(α-β)t
β( )t - 1 α-β-1u(1-t) (36) 

To compute the final impulse response we only have 
to convolve the two expressions as we did in the 
other case. We obtain, for the simple pole case  

 h(t) = - 
BM 
AN

1
Γ(α-β)t

β( )t - 1 α-β-1u(1-t) - 

tα ∑
i=1

N
 Ci.

Γ(β-α+pi)
Γ (pi) 

t-piu(1-t) 

 

(37) 

It is interesting to verify that (33) and (37) behavior 
like the usual anti-causal and causal systems.  When 
Re(pi) < 0, (30) increases without bound while (35) 
decreases. If Re(pi)  > 0, we verify the reverse 

situation. This means that we can use the well 
known Routh-Hurwitz test to study the stability of 
LSIS. 

2.4 Particular Cases 

2.4.1 α = β 

If α=β, the second terms in (29) and (34) is equal to 
1, implying that the complete impulse response is 
given by (30) and (35).  

2.4.2 α = 0 and β ≠ 0 

This case is very interesting since it is similar to the 
situation treated by Yazici and Kashyap. With α=0, 
(30) and (35) do not depend explicitly on β and they 
are similar to the integer order case. The dependence 
on β appears only in the second therm.  

2.4.3 α ≠ 0 and β = 0 

This situation is more involved, since both terms of 
the impulse response depend on α. We can obtain 
the general impulse response by putting β=0 into 
(30), (32), (35), and (36). 

3 THE EIGENFUNCTIONS 
AND FREQUENCY RESPONSE 

Consider relation (3) and assume that one of the 
functions is the impulse response of the system (1) 
and the other is a power function t-σ, σ∈C.   It is not 
hard to show that  

 h(t)٧t-σ = H(σ).t-σ (38) 

Leading us to conclude that the power function is the 
eigenfunction of the LSIS. In particular we can 
write: 

 h(t)٧t-jν = H(ν).t-jν (39) 

and H(ν) will be the frequency response of the 
system, considering that our “cisoids” have the 
format 

  c(t) = e-jνlog(t) (40) 

that verify: 
 c(t) = c(at) (41) 

provided that  
 a = e2π/ν (42) 

defining the scale periodicity. These results show 
that the output of a LSIS to a cisoid is a cisoid. For a  
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cosine signal, as input, the output y(t) is given by 

y(t) = |H(ν)|.cos[2πνlog(t)+ϕ(ν)] (43) 

where ϕ(ν) is the phase spectrum of the system. 

4 CONCLUSIONS 

In this paper, we introduced the general formulation 
of the linear scale invariant systems through the 
fractional Euler-Cauchy equation. To solve this 
equation we used the fractional quantum derivative 
concept and the help of the Mellin transform. As in 
the linear time invariant systems we obtained two 
solutions corresponding to the use of two different 
regions of convergence.  We presented other 
interesting features of the LSIS, namely the 
frequency response. We made also a brief study of 
the stability. 
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APPENDIX - QUANTUM 
DERIVATIVE FORMULATIONS 

• Incremental Ratio Formulation 

The normal way of introducing the notion of 
derivative is by means of the limit of an incremental 
ratio that in the forward case reads 

 Dhf(t) = lim
h→0

f(t) – f(t-h)
h   (a.1) 

By repeated application, this definition leads to the 
derivative of any integer order that can be 
generalized to any real or complex order by the well 
known forward Grünwald-Letnikov fractional 
derivative (Ortigueira, 2006):  

Dα
hf(z)  = lim

h→0+
 

∑
k = 0

∞
 (-1)

k
 ⎝
⎛
⎠
⎞α

k  f(z - kh)

h
α  

 
 

(a.2) 

An alternative derivative valid only for t>0 or t<0 is 
the so-called quantum derivative (Kac and Cheug, 
2002). Let Δq be the following incremental ratio: 

 Δqf(t) = 
f(t) – f(qt)

(1 − q)t   
(a.3) 

where q is a positive real number less than 1 and f(t) 
is assumed to be a causal type signal. The 
corresponding derivative is obtained by computing 
the limit as q goes to 1 

 Dqf(t) = lim
q→1

f(t) – f(qt)
(1 − q)t   (a.4) 
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This derivative uses values of the variable below t. 
We can introduce another one that uses values above 
t. It is defined by 

 Dq-1 f(t) = lim
q→1

f(q-1t) – f(t)
( q-1 − 1)t   

(a.5) 

The repeated application of (a.3) followed by the 
limit computation leads to the Nth order derivative 
(Ash et al, 2002;Koornwinder, 1999):  

 D
N
q f(t)  = 

lim
q→1

∑
j=0

N
  ⎣⎡ ⎦⎤

N
 j q (-1)j qj(j+1)/2 q-jN f(qjt) 

(1 − q)N tN  

 
 

(a.6) 

where we introduced the q-binomial coefficients   

 ⎣
⎡
⎦
⎤α

i q =  
[α]q!

[i]q![α-i]q!  
 

(a.7) 

with [α]q  given by 

 [α]q = 
1 − qα

1 − q  (a.8) 

Using the q-binomial theorem (Kac and Cheug, 
2002), the Mellin transform, and the Pochhamer 
symbol we conclude that: 

M ⎣
⎢
⎡

⎦
⎥
⎤

 lim
q→1

∑
j=0

N
  ⎣⎡ ⎦⎤

N
 j q (-1)j qj(j+1)/2 q-jN f(qjt) 

(1 − q)N tN

 
= (1-s)N F(s − N)  

 

= 
Γ(1 − s + N)
Γ(1 − s)  F(s-N)  

(a.9) 

The previous results are readily generalised for the 
case of a real order, α, (Ortigueira,2007; 
Ortigueira,2008) leading to a Grunwald-Letnikov 
like fractional quantum derivative: 

 Dαq f(t) = 

lim
q→1

∑
j=0

∞
  ⎣
⎡
⎦
⎤α

 j q (-1)j qj(j+1)/2 q-jα f(qjt) 

(1 − q)α tα  

 
 
 

(a.10) 

that is similar to the one proposed by Salam (1966).  

In (a.10) the fractional q-binomial coefficients are 
given by 

 ⎣
⎡
⎦
⎤α

 j q = 
[ ]1 − qα

j
q

[j]q
 

 
(a.11) 

The Mellin transform of (a.10) reads 

M [Dαq f(t) ] = 
Γ(1 − s + α)
Γ(1 − s)  F(s-α)  (a.12) 

valid for Re(s) < min(0,α)+1. This relation allows us 
to obtain an integral representation of the fractional 
quantum derivative, as we will see later. As referred 
before, in (a.10) we are using values of the variable 
less than t. In the following we will consider the 
other case. The repeated application of (a.5) leads to 
the Nth order derivative: 

 DN
q-1f(t)  = 

lim
q→1

∑
j=0

N
  ⎣⎡ ⎦⎤

N
 j q (-1)j qj(j-1)/2 f(q-jt) 

(1 − q-1)N tN  

 
 

(a.13) 

The Mellin transform gives: 

 M [DN
q-1f(t) ] = (1-s)NF(s-N) (a.14) 

that coincides with (a.9) as expected. To generalize 
the above results for any order, we substitute α for N 
in the above expressions. We have from (a.10): 

 Dαq-1f(t)  = 

lim
q→1

∑
j=0

∞
  ⎣
⎡
⎦
⎤α

 j q (-1)j qj(j-1)/2 f(q-jt) 

(1 − q-1)α tα  

 
 

(a.15) 

and finally 

M [Dαq-1f(t) ] = (-1)α. 
Γ(s)

Γ(s − α) F(s-α) (a.16) 

 
valid for Re(s) > max(0,α). Remark the difference 
relatively to (a.12) mainly in the region of 
convergence. 

• Integral Formulations 

The two Mellin transforms in (a.12) and (a.16) lead 
to different integral representation of fractional 
derivatives by computing the corresponding inverse  
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functions.  

The inverse hb(t) of 
Γ(s)

Γ(s − α)  is obtained from 

(Andrews et al,1999): 

 
Γ(s)Γ(-α)
Γ(s − α)  = ⌡⌠

0

1

 τs-1 (1- τ)-α-1dτ  

 
(a.17) 

Provided that Re(s)>0 and Re(α)<0. This leads 
immediately to  

 hb(t) =  
(-1)α

Γ(-α)( )1 - t -α-1u(1-t) (a.18) 

u(t) is the Heaviside unit step. A similar procedure 

to obtain the inverse ha(t) of 
Γ(1 − s + α)
Γ(1 − s)  gives 

Γ(1 − s + α)Γ(-α)
Γ(1 − s)  = 

⌡⌠
0

1

 τ1-s+α (1- τ)-α-1dτ  

 

(a.19) 

With a variable change inside the integral, we 
obtain: 

   ha(t) = 
1

Γ(-α)( )t - 1 -α-1u(t-1) (a.20) 

To compute in integral formulations of the 
derivatives corresponding to (a.12) and (a.16) we 
remark that the inverse Mellin transform of F(s-α) is 
given by: 

 M -1[F(s-α)] = t-αf(t) (a.21) 

and use the convolution (3). With (a.12) and (a.16) 
we obtain the following integral formulations, valid 
for Re(α) < 0. 

Dαb f(t) = − 
t-α

Γ(-α) .⌡⌠
0

1
  f(t/τ) (1 − τ-1)-α-1dτ 

 
(a.22) 

and 

Dαa f(t) = 
t-α

Γ(-α) ⌡⌠
1

∞
  f(t/τ) (τ-1 − 1)-α-1 dτ 

 
(a.23) 

signals. Although we obtained these results for α<0, 
they remain valid for other values of α, since 
Γ(s)

Γ(s − α)  and 
Γ(1 − s + α)
Γ(1 − s)  are analytic in the regions 

of convergence and we can fix an integration path 
independent of α. This can be confirmed by 
expanding (a.22) and (a.23) and transforming each 
term of the series. 
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Abstract: Micro-energy pulse power supply is required in order to manufacture workpiece with micro-nano meter 
precision in electrical discharging machining (EDM). The paper analyzes two kinds of typical pulse power 
supplies and their important elements. Afterwards, another one kind of new micro-energy pulse power 
supply is presented. The experiments and analysis have been done for the new power supply. Accordingly, 
some important circuits have been modified, for example, the discharging circuit and driving circuit for the 
metallic oxide semiconductor field effect transistor (MOSFET). The modification improves the performance 
of the new pulse power supply so that the pulse width of the new pulse power supply could be less than that 
of the typical pulse power supply for electrical discharging machining. The least pulse width is obtained. It 
is less than 60 nanoseconds and its least energy of single pulse is less than 10-6 joule. Subsequently, the 
pulse waveform is adjusted considering the impedance matching of the discharging circuit in order that the 
pulse waveform has no oscillation and no overshot. The adjusted pulse waveform is good to detect 
discharging status correctly and sensitively. 

1 INTRODUCTION 

The independent pulse power supply and RC pulse 
power supply are two typical pulse power supplies 
applied in electrical discharging machining. The 
independent pulse power supply has the advantages: 
discharging frequency may be high, pulse 
parameters may be adjustable, self-adapted control 
may be easy. But it still has the disadvantages: 
maintaining voltage limits the energy of single pulse 
to decrease, the energy of single pulse is more than 
10-7 joule. The disadvantages make independent 
pulse power supply difficult to manufacture 
workpiece with micro-nano meter precision. The 
other typical pulse power supply is RC pulse power 
supply. It is easy to obtain small energy of 10-7 joule 
of single pulse. But, it is difficult to adjust the pulse 
parameters. It has no channel to release residual 
charge between two electrodes. It is not easy to 
control energy of pulse. Electrical arc discharging 
happens frequently and the discharging consistency 
is not good. The researches show that the machining 
mass in micro-nano meter scale needs a kind of 
micro-energy pulse power supply. Its pulse 
parameters must be easy to control and its lowest 
energy of single pulse must reach 10-7 joule. 

The independent pulse power supply is shown in 
Figure.1. The energy of single pulse 0W  is related to 
instantaneous discharging voltage )(tu , 
instantaneous discharging current )(ti  and pulse 
width T . Their relation may be written as 

∫=
T

dttituW
00 )()( . According to the relation, it is 

obvious that there are three ways to decrease energy 
of single pulse: decreasing the voltage, decreasing 
the current or increasing the frequency. However, 
there exists maintaining voltage which is the least 
voltage to discharge between electrodes. The 
discharging voltage must be larger than the 
maintaining voltage. It limits the decrease of the 
discharging voltage. Additionally, the increase of 
frequency may be restricted by the frequency 
response of the MOSFET. Therefore, it is difficult to 
acquire less energy of single pulse for independent 
pulse power supply and the lowest pulse energy can 
only reach 10-6 joule. The RC pulse power supply is 
shown in Figure.2. The energy 

RCW  stored in the 
capacitor may be described as the relation between 
the capacitance C  of capacitor, the capacitance 'C  
of circuit and the discharging voltage U : 
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2)'(
2
1 UCCWRC += . Hereby, there are two ways to 

decrease the energy of single pulse: decreasing the 
capacitance and the voltage. Normally speaking, the 
first way seems better. But, the capacitance 'C  
usually varies from 100pF to 10000pF in the circuit 
and it is hard to reduce. Thus, decreasing 
discharging voltage may be the most important way 
to reduce the energy of single pulse. The new 
research shows that the discharging voltage will not 
be limited by maintaining voltage and may be as low 
as 7 volts for RC pulse power supply. The minimum 
energy of single pulse may reach 10-7 joule. 
Whereas, the present RC pulse power supply is 
difficult to control and residual charge is easy to 
accumulate between electrodes, which is not good 
for consistency of machining. The low discharging 
voltage will brings the discharging distance to be 
close which is not good to remove the leftover. 

At present, there are many researchers who are 
developing the micro-energy pulse power supply for 
EDM. The least pulse width is 90 nanoseconds 
developed by Zhao, but there exists obvious 
electromagnetic oscillation; The least pulse width is 
80 nanoseconds developed by Han, but the width is 
width of current, not width of voltage. It is well-
known that the pulse width of current is less than 
that of voltage because of the discharging delay. The 
paper presents one kind of micro-energy pulse 
power supply which integrates the advantages of 
both independent pulse power supply and RC pulse 
power supply. Its least energy of single pulse can 
reach 10-7 joule. It has a special circuit to release 
residual charge between electrodes. 

 
Figure 1: Schematics of independent pulse power supply. 

 
 
 
 
 
 
 

 
Figure 2: Schematics of typical RC pulse power supply. 

 
Figure 3: Shematics of micro-energy pulse power supply 
with nanosecond pulse width. 

2 PRINCIPLE OF THE  
MICRO-ENERGY PULSE 
POWER SUPPLY 

The micro-energy pulse power supply presented in 
the paper is shown in Figure.3. The current will 
charge capacitor C through MOSFET Q4 and 
resistor R2 when the switch K1 is disconnected and 
the switch K is connected. The energy in capacitor is 
decided by the charging time and it can influence the 
machining mass of single pulse. Then, the energy in 
capacitor will transfer to the discharging clearance 
between workpiece and tool electrode when Q4 is 
disconnected and the Q3 is connected. Afterwards, 
Q3 will be disconnected and the releasing residual 
charge circuit will remove the residual energy in 
order to avoid unnecessary discharging between 
electrodes. At last, the releasing residual charge 
circuit will be disconnected. The whole work period 
of single pulse is over and the next period may 
begin. A programmable logic element is applied in 
the system circuit to control the MOSFETs. Thus, 
some logic operations are done by hardware rapidly, 
which may reduce the delay time and decrease the 
pulse width. In addition, a special high-speed micro-
control unit (MCU) is configured as counter for 
pulse so that fuzzy control may be done according to 
the number of pulse. The main elements in the 
system circuit are high-speed MOSFETs. They can 
work at high frequency. They influence the 
minimum energy of single pulse and the machining 
efficiency of the pulse power supply. However, there 
exists nonlinearity between gate voltage and source 
voltage during charging and discharging because of 
capacitance in MOSFET. Therefore, the internal 
wastage will increase and the reliability will 
decrease. This is a disadvantage. But, it can be 
reduced by high-speed driving circuit for the 
MOSFET. The driving circuit has instantaneous 
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R 
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strong current so that the MOSFET may be 
connected or disconnected quickly. Thus, the pulse 
width less than 60 nanoseconds may be obtained.  

3 EXPERIMENTS AND 
ANALYSIS 

Some experiments have been done in the paper. 
Then, analysis and improvements have been given 
for optimized pulse power supply, for example, the 
modification of driving circuit, the comparison of 
MOSFETs, the impedance matching, discharging 
circuit and detection of discharging status, etc. 

3.1 Modification of the Driving Circuit 

The system circuit adopts a driving chip with 
complementary emitter follower which has strong 
capability to drive gate of MOSFET. Otherwise, the 
impedance of the driving circuit is low. Thus, the 
charging and discharging for the gate of MOSFET 
can be finished quickly. There are four waveforms in 
Figure.4. They are different because their 
impedances are not equal. The impedances vary 
from large to small by the order 1 to 4. It is obvious 
that decreasing impedance may improve the 
waveform. The fourth waveform is adopted in the 
paper. The overshot at rising edge and undershot at 
falling edge are good for connecting and 
disconnecting of MOSFET. 

3.2 Comparison of the MOSFET 

Comparison experiments of MOSFETs have been 
done to select the best kind of MOSFET when the 
parameters of the system circuit are of no difference. 
Three kinds of MOSFETs are selected for further 
experiments after some previous experiments. The 
corresponding waveforms of different MOSFETs are 
shown in Figure.5. It can be found that there still 
exist some undershots for the 1st and 2nd waveform. 
The 3rd waveform is the best one. Hereby, the 3rd 
MOSFET is fixed for the pulse power supply. 

3.3 Matching of the Impedance 

There are two special results during the experiments 
of pulse power supply: Firstly, the waveform of 
MOSFET will be different when the voltage is 
different, even though the electronical elements are 
all same. It is shown in Figure.6. The overshot will  
 

 

 
Figure 4: Different waveforms of driving circuit with 
different impedances. The impedance varies from large to 
small by the order 1 to 4. 

 
Figure 5: Different waveforms of different MOSFETs. 

appear at the rising edge with the increase of 
voltage. The reason is that the rise of voltage results 
in the rise of varying rate of current. The capacitor 
will be charged more quickly, which makes overshot 
at rising edge of voltage. Secondly, the waveform of 
MOSFET will also be different when electronical 
element is changed for different machining currents. 
It is shown in Figure.7. The overshot will appear for 
some elements. The reason is that the impedances 
are different for different elements. The less the 
impedance is, the larger the overshot will be. 

Waveform 1 

Waveform 2 

Waveform 3 

Falling edge 

Waveform 1 

Waveform 2 

Waveform 3

4 

Overshot 

  Undershot 

(b) 

(a) 

3
2
1
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However, their falling edges are similar because of 
the releasing residual charge circuit. Therefore, the 
impedance must be matched for the optimized 
waveform and detection accuracy of discharging 
status. 

 

 

 
Figure 6: Waveforms with different voltages and same 
electronical element. 

3.4 Discharging Experiment at High 
Frequency 

The least pulse width of the micro-energy pulse 
power supply described in the paper can be less than 
60 nanoseconds after some experiments and 
optimization above. The discharging experiments 
  

 

 

 
Figure 7: Waveforms with same voltage and different 
electronical elements. 

have been done subsequently. The open waveform 
and discharging waveform are shown in Figure.8. It 
is easy to watch the spark between the anode and the 
cathode during the experiments. There exist some 
discharging marks on the surface of the workpiece. 
The energy of single pulse can be calculated by the 
equation ∫=

T
dttituW

00 )()(  and reaches to 10-7 joule. 

(c)

(c) 

(b) 

(a) 

(b)

(a)
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Figure 8: Open waveforms and discharging waveforms of 
the pulse power supply. 

3.5 Detection of Discharging Status 

Detection of discharging status is very important in 
the pulse power supply. Its result will be fed back to 
the control center. It provides the main information 
used to adjust the parameters of pulse power supply 
timely. The corresponding circuit must be modified 
accurately. But, the signal from discharging 
clearance is periodic and changed quickly, which 
will bring variance, even oscillation, to the detection 
circuit. The signal is shown in Figure.9. Thus, some 
filters are applied in the circuit. Some noise is 
limited and the signal is improved evidently. It is 
shown in Figure.10. 

 
Figure 9: Voltage of open clearance with interference. 

 
Figure 10: Voltage of open clearance without interference. 

4 CONCLUSIONS 

The micro-energy pulse power supply is the key part 
of EDM in micro-nano meter scale. The paper 
analyzes the characters of two present typical pulse 
power supplies of EDM, gives the driving circuit 
consisted of low impedance element and 
complementary emitter follower. The paper also 
adds active releasing residual charge circuit, selects 
the best MOSFET and matches the impedance for 
different waveforms. At last, optimized waveform is 
obtained without overshot and undershot. The 
minimum energy of the pulse power supply reaches 
10-7 joule and the least pulse width is less than 60 
nanoseconds. 
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Abstract: In this paper we present a new blind equalization method based on the quasi-moment truncation technique
and on the Maximum Entropy blind equalization method presented previously in the literature. In our new
proposed method, fewer moments of the source signal are needed to be known compared with the previously
presented technique. Simulation results show that our new proposed algorithm has better equalization perfor-
mance compared with Godard’s and Lazaro’set al. algorithm.

1 INTRODUCTION

We consider a blind equalization problem in which
we observe the output of an unknown, possibly non-
minimum phase, linear system from which we want
to recover its input using an adjustable linear fil-
ter (equalizer). The problem of blind equalization
arises comprehensively in various applications such
as digital communications, seismic signal process-
ing, speech modeling and synthesis, ultrasonic non-
destructive evaluation, and image restoration (Feng
and Chi, 1999). Recently, a new blind equaliza-
tion algorithm was proposed (Pinchas and Bobrovsky,
2006) with improved equalization performance com-
pared with (Godard, 1980) and (Lazaro et al., 2005).
It is valid for the real and complex (where the real
and imaginary parts are independent) valued case.
This new blind equalization method (Pinchas and Bo-
brovsky, 2006) is based on the Maximum Entropy
technique and on some known moments of the source
signal. The problem arises when these moments or
part of them are unknown. In that case the blind
equalization method (Pinchas and Bobrovsky, 2006)
can not be used. Obviously, when using approximated
moments instead of the real ones, the equalization
performance might get worse and in some cases even
lead to unacceptable performance. The quasi-moment
truncation technique is related to the Hermite polyno-
mials where the high-order central moments are ap-

proximated in terms of lower order central moments
(Bover, 1978). Although the quasi-moment trunca-
tion technique (Bover, 1978) is well known in the
non-linear optimal filtering theory (Bover, 1978), it
is not yet been used in the field of blind equalization
combined with the Maximum Entropy technique. In
this paper we present a new blind equalization method
based on the quasi-moment truncation technique and
on the Maximum Entropy blind equalization method
(Pinchas and Bobrovsky, 2006). Fewer moments of
the source signal are needed to be known compared
with (Pinchas and Bobrovsky, 2006). Simulation re-
sults will show that our new proposed algorithm has
better equalization performance compared with Go-
dard’s (Godard, 1980) and Lazaro’set al. (Lazaro
et al., 2005) algorithm. The paper is organized as fol-
lows: After having described the system under con-
sideration in Section II, we describe in Section III the
quasi-moment truncation technique which we use in
this paper for approximating the unknown source mo-
ments. In Section IV we present our simulation re-
sults and Section V is our conclusion.

2 SYSTEM DESCRIPTION

The system under consideration is illustrated in Fig.1,
where we make the following assumptions:
1. The input sequencex(n) consists of zero mean
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real or complex (where the real and imaginary part
of x(n) are independent) random variables with an
unknown even symmetric probability distribution.
2. The unknown channelh(n) is a possibly nonmin-
imum phase linear time-invariant filter in which the
transfer function has no “deep zeros”, namely, the
zeros lie sufficiently far from the unit circle.
3. The equalizerc(n) is a tap-delay line.
4. The noisew(n) is an additive Gaussian white
noise.
5. The functionT[·] is a memoryless nonlinear
function. It satisfies the analyticity condition:
T(z1 + jz2) = T1(z1) + jT2(z2) where z1, z2, are
the real and imaginary part of the equalized output
respectively.

The transmitted sequencex(n) is transmitted
through the channelh(n) and is corrupted with noise
w(n). Therefore, the equalizer’s input sequencey(n)
may be written as:

y(n) = x(n)∗h(n)+w(n) (1)

where ”∗” denotes the convolution operation. This
sequence (1) is then equalized with an equalizerc(n).
The equalizer’s output sequencez(n) may be written
as:

z(n) = x(n)∗h(n)∗ c(n)+w(n)∗ c(n) =
x(n)+ p(n)+ w̃(n)

(2)

where p(n) is the convolutional noise and ˜w(n) =
w(n) ∗ c(n). In this paper, we consider the equalizer
proposed by (Pinchas and Bobrovsky, 2006) where
the equalizer’s taps are updated according to:

cl (n+1) = cl (n)−µWy∗ (n− l) with
W = [(W1 +W2)−z[n]]

W1 = E
[

x1
/

z1

]

[

(

z1 [n]E
[

x1
/

z1

])

〈(z1)2〉n

]

W2 = jE
[

x2
/

z2
]

[

(

z2 [n]E
[

x2
/

z2
])

〈(z2)2〉n

]

〈

z2
s

〉

n = (1−β)
〈

z2
s

〉

n−1 + β · (zs)
2
n

(3)

where()∗ is the conjugate of(), µ is a positive step-
size parameter,l stands for thel -th tap of the equal-
izer, 〈〉 stands for the estimated expectation,

〈

z2
s

〉

0 >

0 (s = 1,2), β is a positive stepsize parameter and
E[xs/zs] (s = 1,2) is the conditional expectation de-
rived in (Pinchas and Bobrovsky, 2006) with the use
of the Maximum Entropy density approximation tech-
nique. This blind equalization algorithm (3) depends
on some known moments of the source signal through
the expression of the conditional expectation given in
(Pinchas and Bobrovsky, 2006). The problem arises
when we do not know these moments or we know

only a part of them. In that case we can not use the
algorithm. In the following we will show how we
solve this problem and still obtain satisfying equal-
ization performance compared with (Godard, 1980)
and (Lazaro et al., 2005).

3 MOMENT APPROXIMATION

In this section we use the quasi-moment truncation
technique (Bover, 1978) for approximating the un-
known source moments. In the following we con-
sider the real valued case. The quasi-moment trun-
cation technique is related to the Hermite polyno-
mials where the high-order central moments are ap-
proximated in terms of lower order central moments
(Bover, 1978). According to (Bover, 1978), one way
of achieving this is by expressing the probability den-
sity function fx(x) as an infinite series expansion in
which the coefficients are known in terms of central
moments. Then truncation approximations is done by
assuming that high-order coefficients in this expan-
sion are negligible. This would seem likely to oc-
cur when the basis for the expansion is an appropri-
ate set of orthogonal polynomials (Bover, 1978). A
natural choice of expansion basis is the Hermite poly-
nomials (Bover, 1978) which was used by Kuznetsov,
Stratonovich and Tikhonov (Kuznetsov et al., 1960)
who introduced the name “quasi-moment” for the ex-
pansion coefficients. Thus following (Bover, 1978),
the probability density functionfx(x) is expressed as:

fx (x) =
1

√
2πσx

exp

(

−
x2

2σ2
x

) ∞

∑
L=0

bL

L!
HL (x) (4)

wherebL are the quasi-moments andHL(x) are the
Hermite polynomials defined by:

HL (x) = exp

(

x2

2σ2
x

)(

−
d
dx

)L [

exp

(

−
x2

2σ2
x

)]

(5)

According to (Bover, 1978), we may deduce quite
simple expressions for the quasi-moments in terms
of central moments by using the property, proved by
(Appel and Feriet, 1926), that the Hermite polyno-
mials are orthogonal with their adjoint polynomials,
with respect to a Gaussian weight function. By a
straight forward manipulation we may find that any
quasi-moment is equal to the expectation of the corre-
sponding adjoint Hermite polynomial (Bover, 1978),
namely:

bL =< GL(x) > where

GL (x) = exp

(

x̃2σ2
x

2

)(

−
d
dx̃

)L

exp

(

−
x̃2σ2

x

2

)

with x̃ = x
σ2

x
(6)
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In the following is a list of the first six one-
dimensional quasi-moments calculated by (Bover,
1978):

b0 = 1; b1 = 0; b2 = 0; b3 =
〈

x3
〉

b4 =
〈

x4
〉

−3
〈

x2
〉2

; b5 =
〈

x5
〉

−10
〈

x2
〉〈

x3
〉

b6 =
〈

x6
〉

−15
〈

x2
〉〈

x4
〉

+30
〈

x2
〉3

(7)
Now, assuming for instance thatb6 is negligible (b6 =
0), an approximation for the six-th central moment in
terms of lower order central moments is obtained.

4 SIMULATION

In this section we investigate the equalization per-
formance by simulation where we use the residual
ISI (intersymbol interference) as a measure of per-
formance. Note that the ISI is often used as a mea-
sure of performance in equalizers’ applications. In
the following, we denote “MaxEnt” as the algorithm
described by (3) with the Lagrange multipliers given
in (Pinchas and Bobrovsky, 2006) where the required
source moments are known. The step-size parameters
for this method were denoted asµ andβ and we sub-
stitutedE[z2

s] = E[x2
s] for initialization. The equalizer

taps for Godard’s algorithm (Godard, 1980) were up-
dated according to:

cl (n+1) = cl (n)−

µG

(

|z(n)|2−
E[|x(n)|4]
E[|x(n)|2]

)

z(n)y∗ (n− l)

(8)
whereµG is the step-size. The equalizer taps for al-
gorithm (Shalvi and Weinstein, 1990) were updated
according to:

c′i (n+1) = c′′i (n)+µSW·sgnϒ(x) |z(n)|2z(n) ·

y∗ (n− i) where c′′i (n) =

(

1

/

√

∑
i
|c′i |

2

)

c′i

(9)
wherec′′i (n) is the vector of taps after iteration,c′′i (0)
is some reasonable initial guess,µSW is the step-size

and ϒ(x) = E
[

|x|4
]

− 2E2
[

|x|2
]

−
∣

∣E
[

x2
]∣

∣

2
is the

kurtosis associated to x. In the following, we denote
algorithm (Shalvi and Weinstein, 1990) as SW. The
equalizer taps for algorithm (Lazaro et al., 2005) were
updated according to:

cl (n+1) = cl (n)−

µpar

(

(

1
Nsym

)

(

Nsym

∑
k=1

K̃′
σ

(

|z(n)|2−F (σ) |xk|
2
)

))

·

z(n)y∗ (n− l)
(10)

whereµpar is the step-size,̃K′
σ (z) is the derivative of

K̃σ (z) which is the Parzen window kernel of sizeσ
andF (σ) is the compensation factor that depends on
the kernel size. In (Lazaro et al., 2005) the Gaussian
kernel with standard deviationσ was used forK̃σ (z):

K̃σ (z) = 1√
2πσ exp

(

− z2

2σ2

)

. In the following, we de-

note algorithm (Lazaro et al., 2005) as SQD. We de-
note “MaxEntA” as the algorithm described by (3)
with the Lagrange multipliers given in (Pinchas and
Bobrovsky, 2006) where some of the required source
moments are approximated according to the quasi-
moment truncation technique (7). The step-size pa-
rameters for this method were denoted asµA andβA
and we substitutedE[z2

s] = E[x2
s] for initialization un-

less otherwise stated. We used in our simulation a
16QAM source (a modulation using± {1,3} levels
for in-phase and quadrature components). Two chan-
nels were considered.Channel1 (initial ISI = 0.44):
The channel parameters were determined according
to (Shalvi and Weinstein, 1990):

hn = {0 for n < 0; −0.4 for n = 0
0.84·0.4n−1 for n > 0}

(11)

Channel2 (initial ISI = 1.402): The channel parame-
ters were taken according to (Lazaro et al., 2005):
hn = (0.2258,0.5161,0.6452,0.5161).
For Channel1 a 13-tap equalizer was used. For Chan-
nel2 we used an equalizer with 21 taps. In our sim-
ulation, the equalizers were initialized by setting the
center tap equal to one and all others to zero. The
step-size parametersµ, µA, µG, β, βA, µSW, µpar were
chosen for fast convergence with low steady state ISI.
For the 16QAM source input propagating through
Channel2, the performance of Godard’s and SQD al-
gorithm were reproduced following (Lazaro et al.,
2005). For the 16QAM modulation source, two La-
grange multipliers (λ2, λ4) were used by the “Max-
Ent” and “MaxEntA” algorithm. For the “MaxEntA”
algorithm, m6 was approximated according to the
quasi-moment truncation method while the other mo-
mentsm4 andm2 were assumed to be known. Figure
2 shows the equalization performance of “MaxEnt”
and “MaxEntA” compared with (Lazaro et al., 2005)
and (Shalvi and Weinstein, 1990) for the 16QAM
source constellation propagating through channel1.
The performance is expressed in terms of residual ISI
as a function of iteration number. Figure 3 shows
the equalization performance of “MaxEntA” with and
without the use of initial samples for the initializa-
tion phase compared with (Lazaro et al., 2005) and
(Godard, 1980) for the 16QAM source constellation
propagating through channel2. According to the sim-
ulated results, our new proposed algorithm “Max-
EntA” has improved equalization performance com-
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pared with (Godard, 1980), (Shalvi and Weinstein,
1990) and (Lazaro et al., 2005).

5 CONCLUSIONS

We have derived in this paper a new blind equalization
method based on the quasi-moment truncation tech-
nique and on the Maximum Entropy blind equaliza-
tion method (Pinchas and Bobrovsky, 2006). In our
proposed algorithm, fewer moments of the source sig-
nal are needed to be known compared with (Pinchas
and Bobrovsky, 2006). Simulation results indicate
that the new proposed algorithm has improved equal-
ization performance compared with (Godard, 1980)
and (Lazaro et al., 2005).

h(n)
x(n)

c(n)

w(n)

y(n) z(n)

Equalizer

T[  ]

d(n)

Adaptive Control
 Algorithm

C(n+1)

+
+

+

-

Figure 1: Baseband communication system.
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Figure 2: Performance comparison between equalization al-
gorithms for a 16QAM source input going through chan-
nel1. The averaged results were obtained in 100 Monte
Carlo trials for a SNR of 30 (dB). The step-size parameters
were set to:µSW = 2.5e-5, µ= 3e-4, β = 2e-4, µA = 3.5e-4,
βA = 4e-4 andµpar = 2.5e-4. In addition we setF(σ) = 1,
σ = 15 andε to 0.5, 0 for MaxEnt and MaxEntA respec-
tively.
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Figure 3: Performance comparison between equalization al-
gorithms for a 16QAM source input going through chan-
nel2. The averaged results were obtained in 50 Monte Carlo
trials for a SNR of 30 (dB). The step-size parameters were
set to:µA = 2e-4, βA = 2e-6, µA = 2.5e-4 for “o” , βA = 2e-
6 for “o”, µpar = 1e-4 andµG = 1e-5. In addition we set
ε = 0.5, F(σ) = 1 andσ = 15.
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Abstract: Similarly to the partial fraction decomposition of rational fractions, we provide an approach to the decom-
position of rational series in noncommutative variables into simpler series. This decomposition consists in
splitting the representation of the rational series into simpler representations. Finally, the problem appears as
a joint block–diagonalization of several matrices. We present then an application of this decomposition to the
integration of dynamical systems.

1 INTRODUCTION

This article deals with the problem of splitting a ratio-
nal formal power series into simple series. We present
first well–known results on decomposition of rational
series in a single variable and on reduced linear repre-
sentations of a rational series in noncommutative vari-
ables.

Fliess showed that decomposition of rational
formal power series can be done by joint block-
diagonalization of several matrices. This is a diffi-
cult problem which was approached by numerous re-
searchers such as Gantmacher, Jordan, Dunford and
Jacobi.

The decomposition into simple series has many
different applications in the dynamical system theory
(such as subsystem independence, integration or sta-
bility) and in the automata theory, among others. We
illustrate the application to the integration of dynami-
cal systems.

2 PRELIMINARIES

In this paper, we consider a rational seriess with co-
efficients in the fieldK = C. In some sections,K can
be taken as a semi–ring or as a commutative field.

2.1 Decomposition of Rational Series in
a Single Variable into Simple Series

A rational seriess in a single variable can be rewritten
as a rational fraction (Gantmacher, 1966).

Theorem 2.1. Let s= ∑∞
j=0sjX j+1 ∈ K[[X]] be a for-

mal power series with coefficients in a field K of char-
acteristic 0. Then there are2 polynomials P,Q ∈
K[X], such that

deg(Q) < deg(P),
Q
P

=
∞

∑
j=0

sj

X j+1 (1)

if and only if there is an integer p∈ N such that the
ranks of the Hankel matrices of orders k,∀k ≥ p, are
all equal to p.

In this case there exist polynomials P of degree p
and Q of degree at most p− 1. The minimal possi-
ble degree of P is p, and the pair(P,Q) is completely
determined by these degree conditions and the condi-
tion that P is monic. The polynomials P and Q are
then prime.

The proof of this theorem is based on the resolu-
tion of a system of linear equations obtained by iden-
tifying the coefficients ofXl . Let us remark that the
finiteness condition on the rank of the Hankel matrix
of s expresses the recognizability ofs, that is the ra-
tionality, for a single variable. This rational fraction
can be easily split up into simple fractions of the form
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si = ai
(1−αiX)ri whereai,αi ∈ C, r i ∈ N, si being ex-

panded as a rational simple series.
Remark. A rational series can be considered as a

weighted automaton (also known as automaton with
multiplicity). The previous decomposition ofs as
s= ∑i∈I si appears as a decomposition of the weighted
automaton As of dimensionr into ∪i∈I Asi , where Asi

are simple independent automata of dimensionr i such
that







dim(Asi ) = r i

∑
i∈I

r i = r (2)

2.2 Reduced Linear Representation of
Rational Series in Noncommutative
Variables

2.2.1 Series in Noncommutative Variables

These definitions and notations are from (Berstel and
Reutenauer, 1988; Reutenauer, 1980; Salomaa and
Soittola, 1978; Schützenberger, 1961).K is a semi–
ring.

Definition 2.1. (Formal power series in noncommu-
tative variables)

1. An alphabet X is a nonempty finite set. Elements
of X are letters. The free monoid X∗ generated by
the alphabet X is the set of finite words Xi1 · · ·Xi l ,
where Xi j ∈ X, including the empty word denoted
by 1. The set X∗ is a monoid with respect to con-
catenation.

2. A formal power series s in noncommutative vari-
ables is a function

s : X∗ → K (3)

The coefficient s(w) of the word w in the series s
is denoted by〈s|w〉.

3. The set of formal power series s over X with co-
efficients in K is denoted by K〈〈X〉〉. A structure
of semi–ring is defined on K〈〈X〉〉 by the sum and
the Cauchy product. Two external operations (left
and right products) from K to K〈〈X〉〉 are also de-
fined. The set of polynomials is denoted by K〈X〉.

2.2.2 Rational Series in Noncommutative
Variables

Definition 2.2. (Rational formal power series in non-
commutative variables)

1. The rational operations in K〈〈X〉〉 are the sum,
the product, two external products as well as the
Kleene star operation defined by T∗ = ∑n≥0Tn

for a proper series T (i.e. such that〈T|1〉 = 0).

2. A subset of K〈〈X〉〉 is rationally closed if it is
closed under the rational operations. The small-
est rationally–closed subset containing a subset
E ⊆ K〈〈X〉〉 is called the rational closure of E.

3. A series s is rational if s is an element of the ra-
tional closure of K〈X〉.

2.2.3 Recognizable Series in Noncommutative
Variables

We propose several equivalent definitions (Berstel
and Reutenauer, 1988; Fliess, 1977; Fliess, 1974;
Fliess, 1976; Jacob, 1980),K being a commutative
field.

Definition 2.3. (Recognizable formal power series in
noncommutative variables)

1. A series s∈ K〈〈X〉〉 is recognizable if there exists
an integer N≥ 1, a monoid morphism

µ : X∗ → KN∗N (4)

and2 matricesλ ∈ K1∗N andγ ∈ KN∗1 such that

∀w∈ X∗
, 〈s|w〉 = λµ(w)γ. (5)

2. A series s∈ K〈〈X〉〉 is recognizable if there ex-
ists an integer N, the rank of its Hankel matrix
H(s) = (〈s|w1.w2〉)w1,w2∈X∗ . The first row of H(s)
indexed by the word1 describes s. The other rows
are the remainders of s by a word w. For instance,
the row LX1 represents the right remainder of s by
X1, denoted by s⊲X1.

3. A series s∈ K〈〈X〉〉 is recognizable if it is de-
scribed by a finite weighted automaton obtained
from its Hankel matrix remainders.

Definition 2.4. The triple(λ,µ,γ) is called a linear
representation of s. The representation with minimal
dimension is called the reduced linear representation.

2.2.4 Theorem of Schützenberger

For a series in several noncommutative variables, the
theorem of Schützenberger proves the equivalence be-
tween the notions of rationality and of recognizabil-
ity (Schützenberger, 1961; Berstel and Reutenauer,
1988).

Theorem 2.2. A formal series is recognizable if and
only if it is rational.

2.2.5 Finite Weighted Automaton Obtained
from a Rational Series

This method is developed in (Hespel, 1998). It is
based on the following theorem (Fliess, 1976; Jacob,
1980).
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Theorem 2.3. A formal series s∈ R〈〈X〉〉 is recog-
nizable if and only if its rank N is finite. Then it is
recognized by aR–matrix automaton M= (N,γ,λ,µ).
Two sets of words{gi}1≤i≤N and {d j}1≤ j≤N, whose
lengths are< N, can be determined so that the appli-
cationχ from X∗ to RN×N defined by

(χ(w))i, j = 〈s|gi .w.d j〉 (6)

satisfiesχ(w) = χ(1)µ(w) with χ(1) invertible.

1. The method consists in extracting from the Han-
kel matrixH(s) (whose rank isN) a systemB of
N row vectors(Lwi )i∈I (resp. N column vectors
(Cw j ) j∈J), indexed by some words of minimum
length, such that their determinant is nonzero and
such that every row (resp. every column) ofH(s)
can be expressed as a linear combination of el-
ements ofB. These relations allow us to define
∀Xk ∈ X the matricesµ(Xk) describing the action
of the letterXk on the row vectorLwi (resp. the
column vectorCw j ). The first row (resp. the first
column) of B definesλ. γ is the initial vector
(1 0· · ·0)T . The seriesscan thus be written

s= ∑
w∈X∗

〈s|w〉 = ∑
w∈X∗

λµ(w)γ (7)

2. We define, based on the basisB and matrices
µ(Xi), γ andλ, a finite weighted (left or right) au-
tomatonA = {X,Q, I ,A,τ} such that

• X is the alphabet,
• the state set isQ = {Lwi}i∈I representing{s⊲

wi}i∈I (resp.Q = {Cw j } j∈J representing{wj ⊳

s} j∈J),
• the first row (resp. the first column)I of B is the

initial state,
• every transition between states belonging toτ

is labeled by a letterXi ∈ X and labeled by the
coefficient appearing in the linear dependence
relation,

• A is the final state set; it is the set of rowsLw
(resp. the columnsCw) of B such that〈s|w〉 6= 0.

3 DECOMPOSITION OF
RATIONAL SERIES :
PRINCIPLE

3.1 Theoretical Results

In his thesis (Fliess, 1977), M.Fliess gives the idea of
a unique decomposition of the reduced matrix repre-
sentationµ associated to a rational seriess into the di-
rect sum of a finite number of simple representations.
His idea is based on the Krull–Schmidt theorem.

Let us recall some definitions and notations (Bers-
tel and Reutenauer, 1988; Fliess, 1977).

Let s∈ K〈〈X〉〉 be a rational series. Let us denote
by {N,λ,µ(X∗),γ}, or rather byµ, its reduced matrix
representation. The coefficients ofssatisfy

〈s|w〉 = λµ(w)γ, ∀w∈ X∗ (8)

For a decomposition ofµ

µ= ⊕k
i=1µi (9)

the associated decompositions of the vectorsλ andγ
are

λ = ⊕k
i=1λi , γ = ⊕k

i=1γi (10)

The seriess is then split up intos= ∑k
i=1si , where

every rational series satisfies

si = ∑
w∈X∗

(

λiµi(w)γi
)

w (11)

Among{si}1≤i≤k there can exist a subfamily with
indicesJ ⊆ {1, · · · ,k} such that∀ j ∈ J, the represen-
tationµj is nilpotent.

• A representation µi is nilpotent if and only if
∀w∈ X+

, µj(w) is nilpotent.

Using Levitzki theorem (Kaplanski, 1969), the
semi–group of nilpotent matrices{⊕ j∈J µj(w), w ∈
X+} is simultaneously triangulable. Particularly, for
every wordw of sufficient length,⊕ j∈J µj(w) is the
zero matrix. Then the sum∑ j∈J sj of the series as-
sociated to this decomposition into nilpotent matrices
is a polynomial representing the polynomial part ofs.

Let us consider now the representations which
cannot be decomposed and which are not nilpotent.

• Such a representationµi is associated with a sim-
ple seriessi .

• Two seriess1 ands2 are called relatively prime if
and only if

∀α, β ∈C\{0},

rank(αs1 + βs2) = rank(s1)+ rank(s2)
(12)

We can express the following theorem (Fliess,
1977)

Theorem 3.1. K being a field, there is a unique way
for decomposing every rational series s∈K〈〈X〉〉 into
the sum of its polynomial part and of some simple ra-
tional relatively prime series.
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3.2 Approaches of the Simultaneous
Decomposition of Matrices{Ai}i∈I

We restrict the number of matrices to two in order
to simplify the explanations. The problem is the fol-
lowing : to provide a simultaneous decomposition of
A1 andA2 into a nilpotent partA1n,A2n and a block–
diagonalizable partA1d ,A2d , in some basis.

This problem is difficult. We present some ap-
proaches from Gantmacher, Jordan, Dunford and Ja-
cobi.

1. First Approach : Gantmacher

Gantmacher considers the linear pencilA1 + λA2
of the matricesA1,A2. By using elementary trans-
formations, ((Gantmacher, 1966), tome 1, Chap-
ter 2), the original regular/singular pencil can
be reduced to a quasi–diagonal canonical form
((Gantmacher, 1966), tome 2, Chapter 12). The
original pencilA1 + λA2 and the canonical pen-
cil A′

1 + λA′
2 are then equivalent but generally not

similar : there exist some regular matricesP,Q
such thatA′

1+λA′
2 = P(A1+λA2)Q but generally

Q 6= P−1.

2. Second Approach : Jordan, Dunford

These methods are suitable for a single matrix.
The Jordan’s method consists in computing 2 reg-
ular matricesP,Q and irreducible block diagonal
matricesA′

1,A
′
2 such that

A1 = P−1A′
1P, A2 = Q−1A′

2Q. (13)

So one can use the Jordan decompositionA′
1

andA′
2 of each matrix in order to initialize a si-

multaneous decomposition in block diagonal ma-
trices of suitable size. The knowledge of the
eigenspaces(E1i ) and(E2i ) of A1 andA2 allows
to set some bounds on the size of the blocks.

The Dunford decomposition into a diagonalizable
part and a nilpotent part can be provided from the
Jordan decomposition.

3. Approach by Jacobi Algorithms

When the sizes of the decomposition blocks are
known, the method consists in providing a joint
block–diagonalizer. This matrix is iteratively
computed as a product of Givens rotations. The
convergence of this algorithm is proven but not
necessary to obtain an optimal solution.

4 DECOMPOSITION OF
RATIONAL SERIES IN
PRACTICE

Theorem 4.1. A rational series can be decomposed
into a sum of simpler series using matrix joint block–
decomposition.

Proof. Let s be a rational seriess = ∑w∈X∗ 〈s|w〉 =
∑w∈X∗ λµ(w)γ. For a simultaneous change of basis
matrixP for µ(xi j )i j , we have

〈s|xi1 · · ·xi l 〉 = λµ(xi1) · · ·µ(xi l )γ =

= λPµ′(xi1)P
−1 · · ·Pµ′(xi l )P

−1γ

= (λP)µ′(xi1) · · ·µ
′(xi l )(P

−1γ) =

= λPµP(xi1) · · ·µP(xi l )γP

(14)

Thus, whenµ′(xi1), · · · ,µ
′(xi l ) are decomposed into

block–diagonal matrices, we obtain the decomposi-
tion of s into corresponding simpler series.

Example 1.A representation of the series is given
by the finite weighted automaton

1 2

x2

x2

x1 x1

The actions of the lettersx1 andx2 are given by the
matrices

µ(x1) =

(

1 0
0 1

)

and µ(x2) =

(

0 1
1 0

)

(15)

The initial vector is

γ =

(

1
0

)

(16)

and the covector is

λ =
(

0 1
)

. (17)

The eigenvalues ofµ(x2) areλ1 = 1 andλ2 = −1. In
the basisB of the eigenvectors, the matricesµ(x1) and
µ(x2) are

µ(x1)P =

(

1 0
0 1

)

and µ(x2)P =

(

1 0
0 −1

)

(18)

The initial vector is now

γP =

(

1/2
1/2

)

(19)

and the covector is

λP =
(

1 −1
)

. (20)
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Thus this series can be decomposed into seriess1 and
s2 : s= s1 +s2. The representation ofs1 is

µ1(x1) = (1), µ1(x2) = (1), γ1 = (1/2), λ1 = (1).
(21)

Fors2 we have

µ2(x1) = (1), µ2(x2) = (−1), γ1 = (1/2), λ1 = (−1).
(22)

Example 2. Now let us consider the series with
the following representation. The actions of the letters
x1 andx2 are given by the matrices

µ(x1) =

(

0 0
1 1

)

and µ(x2) =

(

1 1
0 0

)

(23)

The initial vector is

γ =

(

1
0

)

(24)

and the covector is

λ =
(

0 1
)

(25)

There is no decomposition ofs.
Example 3. Finally, let us consider the series

whose Hankel matrix is shown in Table 1.
The rank of this Hankel matrix is 6. We se-

lect the independent rows{L1,Lx1,Lx2,Lx1x2,Lx2x1x2,

Lx1x2x1x2} and the columns associated with the same
words. This determinant has a maximal rank= 6.

The matricesµ(x1) et µ(x2) describe the action of
the lettersx1 andx2.

µ(x1) =















0 0 0 0 0 0
1 0 0 0 0 0
0 1 1 0 1 0
0 0 0 0 0 0
0 0 0 1 0 1
0 0 0 0 0 0















(26)

and

µ(x2) =















0 0 0 0 0 0
0 0 0 0 0 0
1 0 1 1 0 1
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0















(27)

The initial vector is

γ =
(

1 0 0 0 0 0
)T

(28)

and the covector is

λ =
(

3 1 1 3 1 2
)

. (29)

By using the Jordan reduction onµ(x1) (with Maple)
we obtain

A = µ(x1)P =















0 1 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0















(30)

where the change of basis matrix is

P =















0 0 0 0 −1 0
0 0 0 −1 0 0
−1 −1 1 0 0 0
0 0 0 0 0 −1
1 0 0 1 0 0
0 1 0 0 1 1















(31)

By this change of basis,µ(x2) becomes

B = µ(x2)P =















0 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0















(32)

In this new basis

λP =
(

0 1 1 0 −1 −1
)

(33)
and

γP =
(

0 1 1 0 −1 0
)T

(34)
In this case, we are lucky and the matricesA andB
corresponding toµ(x1)P andµ(x2)P in the same basis
directly present 3 diagonal blocks :

• the upper left block of size 2 corresponding to the

seriess1 =
1

1−x1x2
,

• the middle block of size 1 corresponding to the

seriess2 =
1

1− (x1+x2)
,

• the lower right block of size 3 corresponding to
the polynomials3 = 1+ x1x2. This last block is
associated to a nilpotent representation.

5 AN APPLICATION TO
DYNAMICAL SYSTEMS

Definition 5.1. A bilinear dynamical system is a sys-
tem of ordinary differential equations of the form











q̇(t) =

(

M0 +
m

∑
i=1

ui(t)Mi

)

q(t)

s(t) =λ ·q(t),

(35)

where
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Table 1: Hankel matrix of example 3.

1 x1 x2 x2
1 x1x2 x2x1 x2

2 x3
1 x2

1x2 x1x2x1 x1x2
2 x2x2

1 x2x1x2 x2
2x1 x3

2 · · ·

1 3 1 1 1 3 1 1 1 1 1 1 1 1 1 1· · ·
x1 1 1 3 1 1 1 1 1 1 1 1 1 2 1 1· · ·
x2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x1x2 3 1 1 1 2 1 1 1 1 1 1 1 1 1 1· · ·
x2x1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x2

2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x3

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x2

1x2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1· · ·
x1x2x1 1 1 2 1 1 1 1 1 1 1 1 1 2 1 1· · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

1. u(t) = (u1(t), . . . ,un(t)) ∈ Rn is the (partwise
continuous) input vector,

2. q(t) ∈ M is the current state, whereM is a real
differential manifold, usuallyRm,

3. s(t) ∈ R is the output function.

Definition 5.2. The generating series G of a bilinear
dynamical system (Fliess, 1981) is a formal power se-
ries with the alphabet X= {zo,z1, . . .zm}, where zi for
j > 0 correspond to the input ui(t) whereas z0 corre-
sponds to the drift. It is defined by

〈G|zj0 · · ·zjk〉 = λ ·M j0 · · ·M jk ·q(0). (36)

Theorem 5.1. The generating series of bilinear dy-
namical system are rational. Inversely, every rational
series is a generating series of a bilinear dynamical
system.

Proof. We takeµ such thatµ(zi) = Mi for i ≥ 0 and
we denoteγ = q(0). It follows directly that〈λ,µ,γ〉 is
a rational series.

Definition 5.3. The Chen series measures the input
contribution (Chen, 1971), and is independent of the
system. The coefficients of the Chen series are cal-
culated recursively by integration using the following
two relations :

• 〈Cu(t)|1〉 = 1,

• 〈Cu(t)|w〉 =

∫ t

0
〈Cu(τ)|v〉u j (τ)dτ for a word w=

zjv.

The causal functionaly(t) is then obtained locally
as the product of the generating series and the Chen
series :

y(t) = 〈G||Cu(t)〉 = ∑
w∈X ∗

〈G|w〉〈Cu(t)|w〉 (37)

This formula is known as thePeano–Baker formula,
as well as theFliess’ fundamental formula.

Now we apply the decomposition in the 3 above
examples to the corresponding dynamical systems
(identifyingz0 with x1 andz1 with x2).

Example 1.The corresponding dynamical system
is











y′1(t) = y1(t)+u(t)y2(t), y1(0) = 1,

y′2(t) = y2(t)+u(t)y1(t), y2(0) = 0,

s(t) = y2(t).

(38)

Maple gives its solution is some complicated form.
However using our decomposition into two dynamical
systems

y′1(t) = y1(t)(1+u(t)), y1(0) =
1
2
, s1(t) = y1(t)

(39)
and

y′2(t)= y2(t)(1−u(t)), y2(0)=
1
2
, s2(t)=−y2(t)

(40)
we can easily obtain that

s(t) = s1(t)+s2(t) =

=
1
2

(

exp
∫ t

0
(1+u(τ))dτ)−exp

∫ t

0
(1−u(τ))dτ

)

(41)
Example 2.The corresponding dynamical system

is










y′1(t) = u(t)(y1(t)+y2(t)), y1(0) = 1,

y′2(t) = y1(t)+y2(t), y2(0) = 0,

s(t) = y2(t).

(42)

We can compute its solution directly

s(t) =
∫ t

0
exp

(

∫ τ1

0
(1+u(τ2)dτ2

)

dτ1. (43)

s(t) cannot be decomposed as a sum of two simpler
expressions.
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Example 3.The corresponding dynamical system
cannot be solved directly. However, using the above
decomposition we obtains(t) = s1(t)+ s2(t)+ s3(t),
where

s1(t) =1+
∫ t

0

∫ τ1

0
u(τ2)dτ2dτ1+

∫ t

0

∫ τ1

0
u(τ2)

∫ τ2

0

∫ τ3

0
u(τ4)dτ4dτ3dτ2dτ1 + · · ·

(44)
corresponds to the first dynamical system and is the
solution of the system











y′1(t) = s2(t), y1(0) = 0,

y′2(t) = u(t)s1(t), y2(0) = 1,

s1(t) = y2(t).

(45)

whereas

s2(t) = exp

(

∫ t

0
(1+u(τ))dτ

)

(46)

corresponds to the second dynamical system and

s3(t) = 1+

∫ t

0

∫ τ1

0
u(τ2)dτ2dτ1 (47)

is the solution of the third system.

6 CONCLUSIONS

In this paper, we presented an approach to the prob-
lem of decomposition of rational series in noncom-
mutative variables into some simple series. The study
of the simultaneous block–diagonalization has yet to
be improved. We present an application of this de-
composition to dynamical systems.

There are numerous further applications of this
decomposition to dynamical systems and automata :

• The study of the stability of bilinear systems can
be approached by using its generating series (Ben-
makrouha and Hespel, 2007) : in some cases, the
output can be explicitly computed or bounded.
The decomposition of this series into simple se-
ries would simplify this study in the other cases.

• In a bilinear system, the dependence or the inde-
pendence of subsystems can be studied via the de-
composition of the generating series of the sys-
tem.

• A finite weighted automaton being another rep-
resentation of a rational series, the property of de-
composition of a rational series into simpler series
is transferred to the corresponding finite weighted
automaton. So we can define a simpler finite
weighted automaton.
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Abstract: In this work classical and modern control theory methods are applied for rigorous mathematical analysis and
design of different computer architecture circuits such as clock generators, synchronization systems and others.
The present work is devoted to the questions of analysis and synthesis of feedback systems, in which there
are controllable delay lines. In the work it is mathematically strictly shown thatRC-chain can be used as a
controllable delay line for different problems of circuit engineering if the chain is sequentially connected with
hysteretic relay. This relay is either artificially introduced or shows itself as non-ideality of logic elements.
The possibility of phase-locked loop application for time delay control is considered.

1 INTRODUCTION

The work is devoted to the questions of analysis and
synthesis of feedback systems, in which there are con-
trollable delay lines. First of all this is a class of con-
trollable clock generators and clocked circuits, which
perform the functions of summators (Cormen et al.,
1990).

In clocked circuits it is necessary that the delay
was by the one tact. For this purpose we need in a spe-
cial setting of parameters of delay lines, which will
be described in details. The generators, constructed
on logic elements and delay lines, are not high-stable
with respect to frequency (Ugrumov, 2000). There-
fore, for their stabilization and synchronization by
phase-locked loops it is necessary to introduce a con-
trollable parameter in delay line. A class of such delay
lines, the block-scheme of which is shown in Fig. 1,
is considered.

Figure 1: Delay line.

TheRC-chains are often used in circuit engineer-
ing as delay lines (Ugrumov, 2000). We assume that

the relation between the inputu and the outputx is
described by the following standard equation ofRC-
chain

RC
dx
dt

+x= u(t), (1)

whereR is a resistance,C is a circuit capacitance.
The relation between the inputx and the output

v is described by the graph of “relay with hystere-
sis”function, which is shown in Fig. 2. Hereµ1 andµ2

Figure 2: Relay with hysteresis.

are certain numbers from the interval(0,1). The the-
ory and practice of application of such relay blocks in
feedback systems is well described in (Popov, 1979;
Krasnosel’skii and Pokrovskii, 1983).

In the present work we consider only the func-
tionsu(t), which takes the values either 0 or 1 on cer-
tain intervals. Therefore, the solutionsx(t) of equa-
tion (1) are continuous, piecewise-differentiable and
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piecewise-monotone functions. It follows that the
graph in Fig. 2 correctly defines the outputv(t). Fur-
ther it will be shown that the hysteretic effect is of
great importance for synthesis both of clock genera-
tors and of clocked summators. This effect always
occurs in real (non-ideal) logic elements. Since the
output of delay line is often the input of logic ele-
ment, it is convenient to connect such hysteretic ef-
fect with RC-chain and to consider it in the frame of
block-scheme in Fig. 1. In some cases for improve-
ment of a quality of delay line operation it is possible
to introduce additional block “relay with hysteresis”,
which provides a required delay time and stability of
system operation.

We can show here the analogy with a classical
study of Watt’s regulator by I.A.Vyshnegradskii (An-
dronov and Voznesenskii, 1949; Leonov, 2001). Re-
call a main conclusion of Vyshnegradskii: “without
friction the regulator is lacking”. But if a friction “is
not sufficient”, then it is possible to introduce a spe-
cial correcting device, dashpot, which provides a sta-
ble operation of system. In the case now being con-
sidered the friction is replaced by hysteretic effect and
the above classical scheme of reasoning is repeated.
This becomes especially clear if we consider the syn-
thesis of clock generators.

For clocked summators it turns out rational the in-
troduction of two-stage delay lines, which shift a unit
impulse for the one tact. The latter permits us to use a
three-bit summator for any summation, confining our
attention to a minimal number of circuit elements.

The application of methods and technique of
the classical control theory (Burkin et al., 1996;
Leonov et al., 1996, Popov, 1979; Krasnosel’skii and
Pokrovskii, 1983; Andronov and Voznesenskii, 1949)
permits us to find the solution of considered problems,
applying very simple mathematical constructions.

2 DELAY LINES FOR SYNTHESIS
OF CONTROLLABLE CLOCK
GENERATORS

Consider the block-scheme in Fig. 3 and, recall the

Figure 3: Clock generator on Block AND-NOT and delay
line.

table for Block AND-NOT output

u1 u2 u
0 0 1
0 1 1
1 0 1
1 1 0

Truth table of Block AND – NOT

Let u2(t) = 0 for t < T, T > 0. Thenu(t) = 1
for t < T and at the inputx(t) there occurs (after a
transient process) the signalx(t) = 1. Suppose,x(t) =
1 on [0,T]. Thenu1(t) = 1 on [0,T] and a system is
in equilibrium:

1 = u1(t) = x(t) = u(t), u2(t) = 0.

The inclusion of clock generator is realized by
the change ofu2 from the state 0 to the state 1:
u2(t) = 1, ∀t > T. Then on the certain interval(T,T1)
we haveu(t) = 0. This implies thatu1(t) = 1 for
t ∈ (T,T1), where

T1 = T +RCln
1
µ1

(2)

andu1(t) = 0 on a certain interval(T1,T2).
Really, from equation (1) it follows that on(T,T1)

we havex(t) = e−αt
, α = 1/RC. In this caseu1(t) =

1 for t ∈ (T,T1), whereT1 is from relation (2), and
u1(t) = 0 for t ∈ (T1,T2), whereT2 will be determined
below. From the latter relation it should be thatu(t) =
1 for t ∈ (T1,T2). This implies the following relation

T2 = T1 +RCln 1−µ1
1−µ2

, x(T2) = µ2.

In the case whenµ1 = 1−µ2, µ2 ∈ (1/2,1), we obtain
τ = T1−T0 = T2−T1 = RCln µ2

1−µ2
,

T0 = T +RCln 1
µ2

,

and 2τ-periodic sequence at the outputu:
u(t) = 0, ∀t ∈ [T0,T0 + τ),
u(t) = 1, ∀t ∈ [T0 + τ,T0 +2τ).

Thus, the block-scheme in Fig. 3 is a clock generator
with the frequency

ω =
1
2τ

=

(

2Rln
µ2

1−µ2

)−1

C−1
. (3)

We compare this frequency with the frequency of har-
monicLC-oscillator:

ω = 1/
√

LC (4)

At present it is developed different methods of
control of a frequency of harmonic oscillators by
means of a slow (with respect to the high frequency
ω) change of parameterC. It is especially widely ex-
tended the phase-locked loops (Viterbi, 1966; Lind-
sey, 1972). In the past decade similar constructions
are actively developed and applied to the clock gener-
ators with frequency (3) (Solonina et al., 2000).
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3 DELAY LINES FOR CLOCK
IMPULSES

Consider the delay line, the block-scheme of which is
shown in Fig. 1. Letu(t) be 2τ-periodic sequence of
impulses:

u(t) = 0,∀t ∈ [0,τ), u(t) = 1,∀t ∈ [τ,2τ). (5)

If we choose the initial datax(0,x0) = x0 so that the
relation

τ = RCln
x0

1−x0
, x0 ∈ (1/2,1), (6)

is satisfied, thenx(τ,x0) = 1− x0, x(2τ,x0) = x0.
In this case the graph of 2τ-periodic functionx(t) is
shown in Fig. 4.

x0

1-x0

t 2t 3t 4t t
. . . .

Figure 4: Periodic output of RC-chain.

It is well known (Leonov, 2001) that for all other
solutions of equation (1)x(t,y0) the following relation

lim
t→+∞

(x(t,x0)−x(t,y0)) = 0 (7)

is satisfied. If we choosex0 > µ2, 1− x0 < µ1, then
relation (7) implies that after transient process, at the
output v (of delay line) we obtain 2τ-periodic se-
quence of impulses:

v(t) = 0, ∀t ∈
[

RCln x0
µ1

,τ+RCln x0
1−µ2

)

,

v(t) = 1, ∀t ∈
[

τ+RCln x0
1−µ2

,2τ+RCln x0
µ1

)

.

(8)
Note that forµ1 = 1−x0+ε, µ2 = x0−ε, whereε > 0
is a small parameter, from (8) we have

v(t) = 0, ∀t ∈ [τε,τ+ τε),

v(t) = 1, ∀t ∈ [τ+ τε,2τ+ τε),
(9)

where

τε = RCln

(

x0

1−x0+ ε

)

−−→
ε→0

τ. (10)

Recall thatx0 ∈ (1/2,1) andτ is determined from
relation (6).

Thus, the block-scheme in Fig. 1 realizes asymp-
totically the time delayτ: after transient process (see
relation (7)) at the outputv we observe relation (9), in
which case relation (10) is satisfied.

Consider now a certain extension of the above
case. Letu(t) be a certain sequence of clock impulses
(not necessarily 2τ-periodic) such that

u(t) = 0, ∀t ∈ [2kτ,(2k+1)τ), k = 0,1, . . .

and on each of intervals((2k+ 1)τ,2k+ 2)τ) it can
take the value either 0 or 1.

Now we consider the case when the delay line op-
erates in working conditions after transient process.
In this case, taking into account the above reasoning,
we can assume that for the certain fixedk there occur
the following restrictions:

u(t) = 1, ∀t ∈ [(2k+1)τ,2(k+1)τ)
x((2k+1)τ) ∈ (0,1−x0),

wherex0 satisfies relation (6).
We shall show that in this case it can be made such

a choice of parameters of delay line, for which asymp-
totically (atε→ 0) the delay time of unit impulse isτ.
For this purpose we can take the obvious inequalities

x(t,(2k+1)τ,0)≤ x(t,(2k+1)τ,x((2k+1)τ)≤
≤ x(t,(2k+1)τ,1−x0), ∀t ≥ (2k+1)τ.

Herex((2k+1)τ,(2k+1)τ,y0) = y0. By the previous
relationsµ1 = 1−x0+ ε, µ2 = x0− ε we obtain

v(t) = 0, ∀t ∈ ((2k+1)τ,(2k+1)τ+ τε),

v(t) = 1, ∀t ∈ ((2k+1)τ+ ˜τε,(2k+1)τ+ τε + ˜˜τε).

Here

˜τε = RCln(
1

1−x0+ ε
), ˜˜τε = RCln(

x0− ε
1−x0+ ε

).

Choosingx0 = 1−
√

ε, we obtain the following for-
mulas for parameters of delay line, which shifts unit
impulse with accuracy up to

√
ε for timeτ:

µ1 =
√

ε+ε,µ2 = 1−µ1,RC= τ/ ln
1
√

ε
. (11)

This implies that for the asymptotical shift of unit im-
pulse for time 2τ it is necessary to apply two-stage
delay line with parameters (11) (Fig. 5). We proceed

Figure 5: Two-stage delay line.

now to the clocked circuits for bit summation (Cor-
men et al., 1990) (Fig. 6). HereΣ is a standard sum-

Figure 6: Clocked summator.

mator, at the input of which we have three bits,c0 = 0.
As the delay line we can use a two-stage delay line
with parameters (11) (Fig. 5). The time between the
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arrival of the signalsa j and a j+1 (and alsob j and
b j+1) is equal toτ. It is easily seen that the output
sksk−1 . . .s0 is a sum of two numbersak−1ak−2 . . .a0
andbk−1bk−2 . . .b0. Thus, the delay line considered
permits us to construct the summators with minimal
number of circuit elements.

4 CONCLUSIONS

In the present work it is mathematically rigorously
shown thatRC-chain can be used as a controllable de-
lay line for different problems of circuit engineering
if the chain is sequentially connected with hysteretic
relay. This relay is either artificially introduced or
shows itself as non-ideality of logic elements.

ACKNOWLEDGEMENTS

The work was partly supported by the projects RFFI
07-01-00151, LSS-2387.2008.1, AVZP-2.1.1/3889.

REFERENCES

Andronov, A.A., Voznesenskii, I.N., 1949.About the works
of D.K. Maxwell, I.A. Vyshnegradskii and A. Stodola
in the field of control theory. M.: Izd. AN USSR.

Burkin, I.M., Leonov, G.A., Shepeljavy, A.I., 1996.Fre-
quency Methods in Oscillation Theory. Dordrecht:
Kluwer.

Cormen, T.H., Leiserson, C.E., Rivest, R.L., 1990.In-
troduction to Algorithms. Cambridge, Massachusetts:
MIT Press.

Horowitz, P., Hill, W., 1998.The Art of Electronics. Cam-
bridge Univ. Press.

Krasnosel’skii, M.A. and Pokrovskii, A.V., 1983.Systems
with hysteresis. M.: Nauka.

Kuznetsov, N.V., 2008.Stability and Oscillations of Dy-
namical Systems: Theory and ApplicationsJyväskylä
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SIMPLE DESIGN OF THE STATE OBSERVER FOR LINEAR
TIME-VARYING SYSTEMS

Yasuhiko Mutoh
Department of Applied Science and Engineering, Sophia University, 7-1, Kioicho, Chiyoda-ku, Tokyo, Japan

y mutou@sophia.ac.jp

Keywords: Pole placement, State observer, Linear time-varying system.

Abstract: A simple design method of the Luenberger observer for linear time-varying systems is proposed in this paper.
The paper first propose the simple calculation method to derive the pole placement feedback gain vector for
linear time-varying systems. For this purpose, it is shown that the pole placement controller can be derived
simply by finding some particular ”output signal” such that the relative degree from the input to this output is
equal to the order of the system. Using this fact, the feedback gain vector can be calculated directly from plant
parameters without transforming the system into any standard form. Then, this method is applied to the design
of the observer, i.e., because of the duality of linear time-varying system, the state observer can be derived by
un-stabilization of the state error equation.

1 INTRODUCTION

The design of the pole placement and the state ob-
server for linear time-varying systems is well estab-
lished problem. As for the linear time-invariant case,
if the system is controllable, the pole placement con-
troller can be designed, and, if observable, the state
observer can be designed. However, many of those
design method need a complicated calculation proce-
dure. In this paper, a simple design method of the
Luenberger observer for linear time varying systems
is proposed.

Since, the observer design problem is the dual
problem of the pole placement, simplified calculation
method to derive the pole placement feedback gain
vector for linear time-varying systems should be con-
sidered first. Usually, the pole placement procedure
needs the change of variable to the Flobenius standard
form, and hence, is very complicated (e.g., Michael
Valášek and Nejat Olgaç). To simplify this procedure,
it will be shown that the pole placement controller can
be derived simply by finding some particular ”output
signals” such that the relative degree from the input
to this output is equal to the order of the system. This
is motivated from the fact that the input-output lin-
earization of a certain type of nonlinear systems is
equivalent to the entire state linearization, if the rela-
tive degree of the system is equal to the system order.
Using this fact, the feedback gain vector can be cal-
culated directly from plant parameters without trans-

forming the system into any standard form.
Because of the duality of the linear time-varying

system, the state observer can be derived by unsta-
bilizing the state error eqation. This implies that the
simplified pole placement technique can be applied to
the design of the state observer for linear time-varying
systems to obtain simpler design method than existing
methods from the point of view of the calculational
compexity.

In the sequel, the simple pole placement technique
is proposed in Section 2, and then, this method is used
to the observer design problem in Section 3.

2 POLE PLACEMENT OF
LINEAR TIME-VARYING
SYSTEMS

Consider the following linear time-varying system
with a single input.

ẋ = A(t)x+b(t)u (1)

Here,x∈ Rn andu∈ R1 are the state variable and
the input signal respectively.A(t) ∈ Rn×n andb(t) ∈
Rn are time-varying parameter matrices. The problem
is to find the state feedback

u = kT(t)x (2)
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which makes the closed loop system equivalent to
the time invariant linear system with arbitrarily stable
poles.

Now, consider the problem of finding a new output
signaly(t) such that the relative degree fromu to y is
n. Here,y(t) has the following form.

y(t) = cT(t)x(t) (3)

Then, the problem is to find a vectorc(t) ∈ Rn that
satisfies this condition.
Lemma 1. Let cT

k (t) be defined by the following
equation.

cT
k (t) = ċT

k−1(t)+cT
k−1(t)A(t), cT

0 (t) = cT(t) (4)

The relative degree fromu to y defined by (3) isn,
if and only if

cT
0 (t)b(t) = cT

1 (t)b(t) = · · ·= cT
n−2(t)b(t) = 0

cT
n−1(t)b(t) = 1 (5)

(Here, cT
n−1(t)b(t) = 1 without loss of generality.)

Proof : By differentiatingy successively using (5),
the following equations are obtained from (1) and (3).

y = cT(t)x

= cT
0 (t)x

ẏ =
(

ċT(t)+cT(t)A(t)
)

x+cT(t)b(t)u

= cT
1 (t)x+cT

0 (t)b(t)u

= cT
1 (t)x

ÿ =
(

ċT
1 (t)+cT

1 (t)A(t)
)

x+cT
1 (t)b(t)u

= cT
2 (t)x+cT

1 (t)b(t)u

= cT
2 (t)x (6)

...

y(n−1) = cT
n−1(t)x+cT

n−2(t)b(t)u

= cT
n−1(t)x

y(n) = cT
n (t)x+cT

n−1(t)b(t)u

= cT
n (t)x+u

This implies that the relative degree fromu to y is
n. ∇∇
Lemma 2. If cT(t) satisfies the condition that the rel-
ative degree fromu to y is n, then we have the follow-
ing equation.

[cT
0 (t)b(t), cT

1 (t)b(t), · · · , cT
n−1(t)b(t)]

= [cT(t)b0(t), cT(t)b1(t), · · · , cT(t)bn−1(t)]

(7)

wherebi(t) is defined by

bi(t) = A(t)bi−1(t)− ḃi−1(t), b0(t) = b(t) (8)

Proof : First, the following is trivial.

cT
0 (t)b(t) = cT(t)b(t) = cT(t)b0(t) (9)

From (5), we have

ċT
0 (t)b(t) = −cT

0 (t)ḃ(t) (10)

which implies

cT
1 (t)b(t) = ċT

0 (t)b(t)+cT
0 (t)A(t)b(t)

= −cT
0 (t)ḃ(t)+cT

0 (t)A(t)b(t)

= cT
0 (t)b1(t)

= cT(t)b1(t) (11)

In a similar fashion, from (5) and (11), we have

ċT
0 (t)b1(t) = −cT

0 (t)ḃ1(t)

ċT
1 (t)b(t) = −cT

1 (t)ḃ(t) (12)

which implies

cT
2 (t)b(t) = ċT

1 (t)b(t)+cT
1 (t)A(t)b(t)

= −cT
1 (t)ḃ(t)+cT

1 (t)A(t)b(t)

= cT
1 (t)b1(t)

= ċT
0 (t)b1(t)+cT

0 (t)A(t)b1(t)

= −cT
0 (t)ḃ1(t)+cT

0 (t)A(t)b1(t)

= cT
0 (t)b2(t)

= cT(t)b2(t) (13)

By continuing the same process, (7) is derived.∇∇
From Lemma 2, (5) implies

[cT
0 (t)b(t),cT

1 (t)b(t), · · · , cT
n−1(t)b(t)]

= [cT(t)b0(t), cT(t)b1(t), · · · , cT(t)bn−1(t)]

= cT(t)[b0(t), b1(t), · · · , bn−1(t)]

= cT(t)Uc(t)

= [0, 0, · · · , 1] (14)

Here,

Uc(t) = [b0(t), b1(t), · · · , bn−1(t)] (15)

where,Uc(t) the controllability matrix for linear time-
varying system (1). IfUc(t) is nonsingular for allt ∈
[0,∞), the system is said to be controllable. Hence,
we have the following Theorem.
Theorem 1. If the system (1) is controllable, there
exists a vectorc(t) such that the relative degree from
u to y = cT(t)x is n. And, such a vector,c(t) is given
by

cT(t) = [0, 0, · · · , 1]U−1
c (t) (16)

∇∇
The next step is to derive the state feedback for the

arbitrary pole placement. Letq(p) be a desired stable
polynomial of the differential operator,p, i.e.,

q(p) = pn + αn−1pn−1+ · · ·+ α0 (17)
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By multiplying y(i) by αi (i = 0, · · · ,n− 1) and then
summing them up, the following equation is obtained,
using (5) and (6).

q(p)y = dT(t)x+u (18)

whered(t) ∈ Rn is defined by the following.

dT(t) = [α0,α1, · · · ,αn−1,1]















cT
0 (t)

cT
1 (t)
...

cT
n−1(t)
cT

n (t)















(19)

Hence, the state feedback,

u =−dT(t)x+ r (20)

makes the closed loop system as follows.

q(p)y = r (21)

wherer is an external input signal. This method is
regarded as an extension of Ackermann’s pole place-
ment method to the time-varying case.

M-
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(t)
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(t) (t)

(t)
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1

n n

n
s sα α−

−
+ + +⋯

Figure 1: Blockdiagram of Pole Placement for a Linear
Time-Varying System.

This control system can be summarized as fol-
lows. The given system is

ẋ = A(t)x+b(t)u (22)

and, using (16) and (19), the state feedback for the
pole placement is given by

u =−dT(t)x. (23)

Then, the closed loop system becomes

ẋ = (A(t)−b(t)dT(t))x. (24)

At the same time, we have (21) as another rep-
resentation of the closed loop system. This can be
explained as follows.

Let T(t) be the time varying matrix defined by

T(t) =











c0(t)T

c1(t)T

...
cT

n−1(t)











(25)

and define the new state variablew by

x = T(t)w, w =











y(t)
ẏ(t)

...
y(n−1)(t)











(26)

Theorem 2. If the system (1) is controllable, then, the
matrix for the change of variable,T(t), given by (25)
is nonsingular for allt. ∇∇

This theorem can be proved by simple calculation
as for the time invariant case.

Then, (24) is transformed into

ẇ ={T(t)(A(t)−b(t)dT(t))T−1(t)−T(t)Ṫ−1(t)}w

=













0 1 · · · 0
...

...
...

... 1
−α0 · · · · · · −αn−1













w = A∗w (27)

This implies that the closed loop system is equiv-
alent to the time invariant linear system which has the
desired closed loop poles. (det(pI−A∗) = q(p))

3 STATE OBSERVER

In this section, we consider the design of the observer
for the following linear time-varying system.

ẋ = A(t)x+b(t)u

y = cT(t)x (28)

Here,y∈R is the output signal of this system. The
problem is to design the full order state observer of
(28). Consider the following system as a candidate of
the observer.

ż = F(t)z+b(t)u+h(t)y

= F(t)z+b(t)u+h(t)cT(t)x (29)

whereF(t) ∈ Rn×n, andh(t) ∈ Rn. Define the state
errore∈ Rn by

e= x−z (30)

Then,e satisfies the following error equation.

ė= F(t)e+(A(t)−F(t)−h(t)cT(t))x (31)
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Hence, (29) is a state observer of (28) ifF(t) andh(t)
satisfy the following condition.

F(t) = A(t)−h(t)cT(t) (32)

F(t) : arbitrarily stable matrix

Consider the pole placement control problem of
the following system.

ẋ =−AT(t)x+c(t)u (33)

From the property of the duality of the time varying
system, if the pair(A(t),cT(t)) is observable, the pair
(−AT(t),c(t)) is controllable. This implies that if the
system (28) is observable, there is a state feedback
for the arbitrary pole placement for the system (33).
Let (λ1,λ2, · · · ,λn) be the set of desired stable closed
loop poles.

Suppose that

u = kT(t)x (34)

is the state feedback for (33) with the desiredun-
stable closed loop poles,(−λ1,−λ2, · · · ,−λn). The
closed loop system is

ẋ = (−AT(t)+c(t)kT(t))x (35)

This implies that, using the appropriate change of
variable,x = P(t)w, (35) can be transformed into the
following time invariant system.

ẇ = {P−1(t)(−AT(t)+c(t)kT(t))P(t)

−P−1(t)Ṗ(t)}w

= −F∗Tw (36)

Here, the eigenvalues of−F∗ are (−λ1,−λ2, · · · ,
−λn).

It is also well known that if the fundamental ma-
trices of (35) and its dual system,

ẋ = (A(t)−k(t)cT(t))x (37)

areΦ(t,t0) andΨ(t,t0), respectively, then,

Φ(t,t0) = ΨT(t0,t). (38)

Furthermore, by the change of variable,

x = (PT(t))−1ξ (39)

(35) is transformed into

ξ̇ = (PT(A(t)−k(t)cT(t))(PT)−1−PT(ṖT)−1)ξ
= (PT(A(t)−k(t)cT(t))(PT)−1 + ṖT(PT)−1)ξ

=
(

P−1(AT(t)−c(t)kT(t))P+P−1Ṗ
)T ξ

= F∗ξ (40)

Hence, by choosing

h(t) = k(t) (41)

(29) becomes the observer for (28), and the state error
equation becomes

ė= F(t)e (42)

which is equivalent to (40). That is, if the system
(28) is observable, it is possible to designh(t) so that
the state estimation error equation is equivalent to the
time invariant homogeneous system which has the ar-
bitrary stable poles.
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Figure 2: Responce of the state variable (x) of the system.
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Figure 3: Responce of the state variable of the observer (z).
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Figure 4: Responce of the state error (e= x−z).
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Example 1. Consider the following system.

ẋ = A(t)x+b(t)u

y = cT(t)x (43)

where

A(t) =

[

−1, 1
−1+sin2t−cost, −3+cost

]

b(t) =

[

2+sint
0

]

cT(t) =
[

2+sin0.5t 0
]

(44)

This is a stable time-varying observable system. Fig.2
shows the response of the state variable of this system
with

u = sint (45)

The state observer is the following.

ż = (A(t)−h(t)cT(t))z+b(t)u+h(t)y (46)

where we choose the desired observer poles as−1
and−2. (The numerical details are omitted in this
draft paper.)

Fig.3 and 4 show the state variable of the observer
and the state error.

4 CONCLUSIONS

In this paper, one design method for the state observer
for linear time-varying systems is proposed. We first
proposed the simple calculation method for the pole
placement state feedback gain for liner time-varying
system. Feedback gain can be derived directly from
the plant parameter without the transformation into
any standard form.

In this method, since the transformation of the
given system into the Flobenius standard form is not
required, the design procedure is very simple. It was
shown that if the system is observable, then the state
observer can be obtained with arbitrarily stable ob-
server poles.
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Abstract: This paper presents a method to create system level models of gateway facilities to combine embedded field-
bus networks. Here automotive applications are used as representative with CAN and FlexRay. A strategy
is introduced to create gateway models, which provide high flexibility in terms of reusability, replaceability,
extensibility and flexibility. Todays systems often incorporate a very complex heterogeneous communication
structure with real time requirements. These characteristics have an influence on the system design process.
The goal of avoiding design errors in early development stages requires the validation on hierarchical func-
tional models of various abstraction levels using simulation based analysis prior to hardware design. A current
approach includes problem oriented system analysis. This approach is extended to analyze the system behav-
ior of heterogeneous embedded systems focusing on switching mechanisms. Here lies the challenge on the
connection of subsystems with distinct fieldbuses realizing different paradigms. Regarding real time aspects
paradigm switches can be a source of errors in the system design.

1 INTRODUCTION

As a result of the increase in both system complexity
and the amount of incorporated functionality a single
embedded system has to be considered as a compo-
sition of several heterogeneous subsystems. Due to
this the intra-system networking of an embedded sys-
tem provides new challenges in system design. De-
veloping such complex systems requires a lot of plan-
ning and design decisions on a profound knowledge
of system behavior. The heterogeneity in a compound
system stems from differences in hardware, software
and subsystem architectures. In networked embedded
systems the communication is an important aspect.
Based on the complexity of systems and distributed
applications the amount of communication between
individual subsystems grows. Using communication
technologies with different paradigms, e.g. event or
time triggered, influence the system behavior.

The heterogeneity of large systems represents a
great challenge in the system design. This high grade
of variability complicates the development process.
Mistakes in early system design stages can negatively
influence the performance and development costs.
Avoiding these errors requires the validation on func-
tional models of various abstraction levels using sim-

ulation based analysis prior to hardware design.
To analyze the performance on system level

(Henia et al., 2005) use an approach based on a
scheduling analysis. A model based design approach
(Salzwedel, 2004) enables an efficient top down de-
velopment of a complete system using hierarchically
composed building blocks, thus providing a high
grade of reusability and exchangeability.

Aim of the presented work is the extension of an
existing modeling approach studying networked em-
bedded systems to allow the modeling of heteroge-
neous networked systems in a common way and the
analysis of system behavior. It is based on the tool
MLDesigner (MLDesign Technologies Inc., 2007)
and fulfills the requirements of a model based de-
sign approach allowing system analysis and devel-
opment. An example for a complex heterogeneous
networked embedded system is an automobile. It
is a system with a large amount of functionality,
real time requirements and distributed characteris-
tics. The complex communication infrastructure con-
tains several protocols with different paradigms, e.g.
FlexRay (FlexRay Consortium, 2005) and Controller
Area Network (CAN). The mentioned properties can
be found in a lot of systems belonging to areas en-
gaged with automation and control. This paper is
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organized as follows. Section 2 gives a short descrip-
tion of the used modeling tool. Section 3 introduces
related work and the basic modeling strategy. Section
4 describes the modeling concept. Section 5 presents
the drawn conclusions and a brief overview of further
development steps.

2 MODELING TOOL

Currently many tools exist, that realize model-based
design to support the development process. In this
work the tool MLDesigner by MLDesign Technolo-
gies, Inc. is used. The tool is dedicated to im-
proving the design process from early concepts to
implementation with mission and system level de-
sign. MLDesigner extends the Ptolemy project of
UC Berkeley (The Ptolemy Project, 2009) with mod-
eling paradigms. Different models of computation
so called domains are provided, e.g.discrete event
domain(DE) andfinite state machines(FSM), syn-
chronous data flow domain(SDF). In this work the
discrete event domainand finite state machinesare
used. These two are well suited to modeling net-
worked embedded systems.

Now a short introduction to the terms of MLDe-
signer. TheSystemis the top level element in the
modeling hierarchy. The building blocks can be
atomic blocks calledPrimitives, specified as FSM or
in C/C++ code, or hierarchicalModules. To commu-
nicate with their environment building blocks can use
linked variables or ports.Portsare represented as ar-
rows on the bounding box of a building block and are
interconnected by signal paths. So calledWormholes
allow the embedding of building blocks belonging to
different domains.

3 RELATED WORK

In (Klöckner et al., 2008) a modeling strategy for net-
worked embedded systems is discussed exemplified
by a top-down developed generalized FlexRay proto-
col model. The communication system is defined as a
composition of three different elements:Host, Com-
munication Controller(CC) andChannelas shown
in Figure 1. The combination of a host and a CC is
called node. The corresponding protocol can be im-
plemented within the CC, e.g. synchronization, error
detection, message transmission and reception. In ad-
dition, the CC provides several services to the host
to be interfaced by its application. The application
of a node can be described within the host. The host

Figure 1: Basic Model Structure for networked embedded
systems (Klöckner et al., 2008).

uses CC provided services to configure the CC, initi-
ate the sending and receiving operations and process
the received data. According to this the host contains
a specialized sublayer realizing the protocol related
access to the CC. At this point the division into differ-
ent functional layers is visible, the host describes the
functionality and the CC describes the type of com-
munication. Nodes are grouped to communication
clusters by connecting them to a channel.

The physical characteristics of the connection be-
tween nodes is described and modeled within a chan-
nel. On this level the physical delay of a transmission
is determined by the respective message data length
and a fault injection model simulates the transmission
errors caused by physical medium and environmental
influences.

The focus of the approach (Klöckner et al., 2008)
lies on homogeneous communication systems. The
model structure intends the extension of the approach
to allow the modeling of heterogeneous systems.

4 GATEWAY MODEL

In order to provide concepts to monitor both the be-
havior of networked systems and the communica-
tion across different types of networks with differ-
ent specifications and protocols, a concept for a gate-
way model which provides high flexibility in terms of
reusability, replaceability, extensibility and flexibility
to connect different communication technologies in a
common way, is needed. Based on the model struc-
tures presented in (Klöckner et al., 2008) (Müller,
2007) and the libraries developed in these works, the
creation of a customizable gateway module is possi-
ble. This allows the combination of heterogeneous
subsystems in order to analyze the overall system be-
havior. Regarding the system architecture presented
in Figure 1 a gateway is a special type of node. Nor-
mally a node is a combination of a host and a CC. A
node realizing gateway functionality is now a combi-
nation of severalhosts, associated CCs and aGate-
way Core. The basic gateway structure is shown in
Figure 2. The CCs contain the identical functionality
as described before. A common strategy to model an
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Figure 2: Extended Model Structure for networked embed-
ded systems.

application is not yet designed. Therefore the hosts
realize the specific sublayers to access the CCs. The
Gateway Corecan be seen as an application of the
node providing the gateway base function. This con-
cept fits the described modeling strategy. Anticipating
a more detailed model containing different applica-
tions in a node divided in several tasks it is possible
to extend this architecture to enable the analysis of the
system behavior including other effects, e.g. proper-
ties of task scheduling.

Gateway facilities handle the data exchange be-
tween heterogeneous computer networks. Normally,
they are designed to combine specified networks, and
fulfill specified needs, which are based on the appli-
cation. Hence, there is no predefined specification of
a gateway. Although there are no fixed design ap-
proaches for gateway design, certain common func-
tions can still be assumed for any specialized com-
munications gateway: routing, protocol conversion,
dataflow control, real time constraint checking for
message transmission and message filtering or seg-
mentation. The purpose of this paper is to develop
a universal gateway model, which facilitates the com-
munications between different networks. The design
of the presented approach is similar to the idea of a
time triggered gateway described in (Shaheen et al.,
2007).

As described in (Fahmy, 1995), the gateway
model is based on a shared medium approach, which
uses an internal network to exchange uncommitted
messages betweenHostandGateway Core. Received
frames are converted to an uncommitted protocol, af-
ter which the information is handled by the gateway
module. Finally the information is converted to match
the destination protocol. The uncommitted protocol
contains three values:Source Identifier, Destination
Identifier andDatafield. The routing information of
each message can be identified bySource Identifier
andDestination Identifier. The data of the received
message is stored in theDatafieldof the uncommit-
ted message. To fulfill the flexibility requirement the
gateway model is a composition of two kinds of mod-

ules: protocol related and unrelated modules. Only
uncommitted gateway messages can be processed in-
side the protocol unrelated modules, and the proto-
col related modules process the specific protocol mes-
sages. In order to extend the gateway model to sup-
port a larger amount of protocols, only the protocol
related modules need to be created, while the proto-
col unrelated modules remain unchanged. This ap-
proach provides enormous reusability, replace ability
and extensibility. It allows an easy generation of a
customized gateway to realize relevant system char-
acteristics.

An important aspect of the gateway functionality
refers to (Hörner, 2007). A gateway should provide
at least two methods of data exchange - PDU based
and signal based gateway functions. A PDU gate-
way routes the protocol data units (PDUs) unchanged
between two networks. In this case the data carried
on both networks, source and destination, are identi-
cal regarding content and length. It is also possible,
that only signals, which are contained in the received
PDUs from source network, are needed on the other
network. In this case, the gateway does not trans-
fer the entire PDU, but sends the individual signals
to the corresponding destination network. To achieve
this, a single received PDU is disassembled in signals
according to the specification of the source network.
Afterwards signals are grouped together congruent to
configuration of the destination network and assem-
bled to PDUs, which are send across the destination
network.

The central unit of the gateway model is the mod-
ule Gateway Coreshown in Figure 3. This module
contains protocol unrelated functions, e.g. buffering
of received messages, routing, message segmentation
and disassembling messages into signals. Based on
the specification of function blocks with standardized
interfaces a high adaptability of the architecture is
achieved allowing the extension and substitution of
single functions. Therefore it is possible to analyze
the system performance of several realizations differ-
ing in their buffer strategy. In contrast to the gateway

TransmitMessage

TransmitSignal

SplitFrameToSignal

SendMsg

RoutingUnitDelay

Delay

FIFOQueue

CoreControlUnitCoreSwitchInit_Gateway

Trigger

FromHost CtrlMsgInput OverFlow ToHost

Figure 3: Module Gateway Core.

core, the protocol related gateway functions, such as
protocol conversion, initialization of the communica-
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tion controller, message transmission and message re-
ception, etc. are realized within the respectiveHost
module. The host connected to the source network
receives a message via the CC and converts it into
an uncommitted message. Afterwards the message is
sent to the gateway core. Inside the gateway core, the
uncommitted message will be processed and routed to
the destination host. There it is converted into the cor-
responding standard. Each host has a distinct identi-
fier. This allows the connection of an unlimited num-
ber of networks to the gateway model.

The example scenario shown in Figure 4 contains
two CAN and two FlexRay networks which are con-
nected by a gateway. The system itself is an ex-
tension of an application presented in (Hedenetz and
Belschner, 1998). Each network contains two or more
nodes. The behavior of the used modules CCs realizes
the connection to CAN and FlexRay. The analysis of
the simulation results showed the correct behavior of
the created model.

Brake1 Brake2 Brake3 Brake4 BBWM1PM1
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PM2BBWM2
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Port 2 P
o

rt
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rt
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CAN F

CAN E

CAN D

CAN C

CAN B

CAN A

Cluster 4

Figure 4: System used as reference for validation.

5 CONCLUSIONS

The modeling strategy and developed common gate-
way model presented in this paper allow the universal
design and analysis of heterogeneous communication
networks. Modularized components in the gateway li-
brary represent available functions of a gateway facil-
ity and allow an easy construction of a wide range of
systems. The basic model concept behind the gateway
model enables the analysis of communication and be-
havior of heterogeneous networked systems and sup-
ports the design process of such systems. In early
stages of the development process the evaluation and
verification of system properties can be provided prior
to hardware design.

Up to now there are only few communication pro-
tocol models available. To extend the ability for sys-
tem modeling it is necessary to extend the stock of
models. At present this limits the systems which can
be analyzed by the presented approach to CAN and

FlexRay systems. To gain access to real world exam-
ples from within the automotive application domain
the design of models realizing MOST (Media Ori-
ented Systems Transport) and LIN (Local Intercon-
nect Network) are required. Future work will also
deal with the automated import of gateway routing
information by using e.g. CAN Database and FIBEX
(ASAM, 2007). This can be supplemented by con-
cepts of automated model generation.
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Abstract: The content of this paper addresses the issues regarding integrating reusable concepts for a quality-based 
design of reference architecture in the context of complexity that is specific to today’s embedded control 
systems. The reference architecture consists of core services and is designed based on considering taxonomy 
of requirements and constraints, reusable control patterns and a quality-based measurement instrument. 

1 INTRODUCTION 

Nowadays an embedded system (ES) application 
represents one of the most challenging development 
domains. Among the requirements and constraints 
that have to be satisfied we can mention a higher 
diversity and complexity of systems and 
components, increased quality, standardization, fault 
tolerance and robustness. In the design process an 
ES requires introduction of the higher level 
abstractions that are blurring the boundaries between 
hardware and software design. Due to the escalating 
complexity level of ESs a coherent and integrated 
development strategy is required. It becomes a 
priority the creation of reference architecture (RA) 
and a suite of abstract components with which new 
developments in various application domains can be 
engineered with minimal effort. RA is based on a 
common architectural style that provides the 
composition of independently subsystems that meet 
the requirements of the various application domains. 
Thus different components can be created for 
various specific domains, while retaining the 
capability of component reuse across these domains.  

ES complexity resides in a multitude of 
interdependent elements which must be organized. 
To handle complexity, an architectural approach 
helps to consider separation of concerns realized 
through different levels of abstraction, dynamism 
and  aggregation levels. In the field of control, the 
knowledge acquired in software engineering is not 

really exploited, although it helps to manage 
complexity. Patterns and quality based approach 
may be used to establish a direct link between the 
concepts from the field of control and the software 
architecture concepts. They guide the analysis and 
synthesis of software components and they can be 
used to develop complex control architecture. The 
architecture is comprehensible as it shows the 
elements necessary for doing a functionality and the 
manner in which they interact, and it is flexible 
because it can be adapted to other systems of the 
same type in the application domain. In the context 
of control systems the problem is modelling and 
documenting software architectures reusable 
knowledge dedicated to control.  

In this paper we propose an approach to manage 
complexity of complex ES based on defining 
sources of knowledge for RA. Building the RA is 
based on well known and reusable concepts from 
software engineering. Our contribution is in the 
synthesis of the most important issues that can be 
applied.  

2 BACKGROUND 

At this moment there is no general consensus about 
the definition of embedded terms. ESs are subject to 
limited memory and processing power and many 
ESs are also real-time systems that have strict 
performance constraints. Even for non-real time 
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ESs, developers have to take into account the 
timeliness, robustness, and safety of the systems. 
The fact that ESs are embedded, that is they cannot 
easily be taken out of their environment to be 
maintained or evolved, poses reliability 
requirements. Nevertheless it includes subcategories 
such as embedded domain, reactive domain, 
control/command domain, intensive data flow 
computation domain, best-effort services domain 
(Marte, 2008). Traditionally an ES represents a 
computer system which is integrated into another 
system, the embedding system.  The requirements 
for an ES must be derived from the embedding 
system. There are two different areas. One is when 
the embedding system is a product and the other is 
when it is a production system. The fist one includes 
automotive electronics, avionics, and health care 
systems and the second one includes manufacturing 
control, chemical process control, and logistics.   

User 
Embedding system 

Embedded 
System 

Environment

 

Figure 1: Traditional embedded system model. 

ESs are doing control such as  measuring physical 
data (sensing), storing data, processing sensors 
signals and data, influencing physical variables 
(actuating), monitoring, supervising, enable manual 
and automatic operation, etc.. 

In the embedded world a model driven approach 
is used to express the requirements in a modeling 
environment that automatically generates the 
application code. The well-known example of such 
an environment is the Matlab tool suite. The increase 
in efficiency arises from the fact that the software 
design and implementation phases are automated 
and the control engineer   has not care about the 
implementation issues as in software engineering 
processes.  

Requirements Model 
     

     H(s) Code

 

Figure2: Typical model-driven approach. 

The problem for control engineering domain is that 
these applications tend to be multi-domain. A 
complete control application does not simply cover 
implementation of control laws. In most cases, the 
implementation of control laws, the specific domain 
of Matlab, is only a small fraction of the total control 
software. Most of the software normally is 
concerned with various functionalities and  Matlab-

like tools are inappropriate to cover these 
functionalities. A new approach is required to deal 
with the new requirements.  

3 PROPOSED APROACH 

The design of RA for complex ES is realized with 
core services which are abstract architectural models 
and depends on the quality attributes, styles and 
patterns and others that are shown in Figure 3. 

Reference Architecture 

Styles and 
Patterns 

Core Services 

Quality 
Attributes 

Service 
Taxonomy 

Taxonomy of Constraints 
and Requirements 

St d d

Standards 

 

Figure 3: Reference architecture realization. 

Quality attributes clarify their meaning and 
importance for core services. The interest of the 
quality attributes for the RA is how they interact and 
constrain each other (i.e., trade-offs) and what the 
user’s view of quality is. The styles and patterns are 
the starting point for architecture development. 
Architectural styles and patterns are utilized to 
achieve qualities. The style is determined by a set of 
component types, the topological layout of the 
components, a set of semantic constraints and a set 
of connectors. A style defines a class of architectures 
and is an abstraction for a set of architectures that 
meet it. Design patterns are on a detailed level. They 
refine single components and their relationships in a 
particular context.  

RA creates the framework from which the 
architecture of new ESs is developed. It provides 
generic core services and imposes an architectural 
style for constraining specific domain services in 
such a way that the final product is understandable, 
maintainable, extensible, and can be built cost-
effectively. Potential reusability is highest on RA 
level. RA is build based on a service taxonomy.  A 
reusable knowledge base is integrated and adapted to 
service engineering for ESs. The standards related to 
each ES domain, applicable architectural styles and 
patterns and existing concepts of services and 
components are the driving forces of ESs 
development. A service taxonomy defines the main 
categories called domains. Typical features that have 
been abstracted from requirements and constraints 
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characterize services. The service taxonomy guides 
the developers on a certain domain and getting 
assistance in identifying the required supporting 
services and features of services. 

4 DISCUSSIONS  

A taxonomy of constraints and requirements that 
delimit the design space for a RA for ES is presented 
in figure 4. Composability refers to the way that 
larger systems can be composed of smaller 
subsystems. A system is composable with respect to 
a certain property if this property is not invalidated 
by integration. Integration of subsystems that are 
realized in different technologies are subject 
heterogeneity. Growth and scalability require if the 
available resources permits the integration of more 
subsystems, then the new ones must not disturb the 
correct operation of the already integrated 
subsystems. Integration of distributed services must 
adhere to well established standards. 

Embedded Systems  
Taxonomy of Requirements and Constraints  

Composability Networking 
and Security  

Robustness Diagnosis and 
Maintenance  

Integrated 
Resource 

Management  

Evolvability  Self 
Organization  

 
Figure 4: ESs requirements and constraints. 

Networking refers to control loops to be supported at 
network level. Communication service reliability 
depends on the application parameters, and protocol 
standards (Ethernet, USB, CAN, Bluetooth, etc). 
Integrity mechanisms are required to prevent 
undetected modification of hardware and software 
by unauthorized persons or systems, meaning 
defence against message injections, message replay 
or message delay on the network. By robustness an 
ES must handle the increasing failure rate. Fault 
tolerant mechanisms are used to adapt to reliability 
changes of subsystems during the ES’s life time. 
Services should be provided for error containment, 
membership, error detection and error masking. A 
generic fault-tolerance layer, design for verifiability, 
formal methods and specification support, software 
management methods for time, space, and I/O 
allocations should be considered, too. Diagnosis and 
maintenance requires a system health monitoring 
service and a diagnostic service to identify faulty 
subsystems. The diagnostic service must not 
interfere with the operation of the subsystems that 

are to be diagnosed. Predictive maintenance at the 
architecture level supports the identification of 
components that are likely to fail in the near future. 
Design for testability with respect to unit testing, 
system integration testing, manufacturing testing and 
assembly testing. Integrated resource management 
needs dynamic reconfiguration to support changing 
of the configurations of applications while they are 
executed. Evolvability is based on uncertainty with 
respect to application characteristics and 
technological capabilities. Development of products 
delivered in multiple variants should be considered. 
Implementation independence, virtual machines, 
legacy integration, auto-integration, and test reuse 
for reusable design core are included. Verification 
reuse defines verification patterns and environments 
for the  subsystems at different abstraction levels. 
Self organizations support ubiquitous secure 
connectivity, mobile ad-hoc networks, and ability to 
adapt to user-specific behaviour. 

Design and architectural patterns are important 
concepts in the field of software architectures to 
design applications by reusing generic design 
schemas established from successful and effective 
solutions. A great number of software applications 
are based on the same principles and their 
knowledge allow design efforts to be reduced 
considerably. Today, the main patterns are described 
in catalogues (Gamma et. al., 1994), (Buschmann et 
al., 1996). These catalogues describe the styles of 
organization and interaction at a higher level of 
abstraction, by presenting layered architectures, for 
example.  A basic pattern for control is Strategy 
pattern. This separates the control from function to 
protect a client from various strategy services that it 
requires. Composite pattern is used in situations 
where it is necessary to treat components uniformly, 
regardless of whether they are primitive or 
composite. From behaviour perspective we can 
mention Chain of Responsibility pattern. Recursive 
control pattern (Selic, 1998) explains how to specify, 
then create hierarchic control architectures that are 
more flexible and more robust. This separates 
control aspects and the service providing aspects of 
a real time system allowing each to be defined and 
modified separately. The applicability of this pattern 
is across a wide range of levels and scopes starting 
from the highest system architectural level to 
individual components. This is useful in situations, 
typical in event driven real time applications where a 
complex software based server needs to be 
controlled dynamically in a non-trivial manner, 
where control policies may change over time. The 
Recursive Control is structurally related to the 

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

236



 

Composite. It simplifies the implementation of 
complex systems by applying hierarchically a single 
structural pattern. Also it simplifies the development 
(and understanding) of both functional and control 
aspects by decoupling them from each other. It 
allows control or diagnosis services policies to be 
changed without affecting the basic functionality. 

A quality based design requires a measurement 
instrument that must be defined by a taxonomy for 
quality attributes, which is organized with respect to 
three main elements: (1) The priority in a quality 
attributes list. The presence of this element in the 
taxonomy is necessary, due to the costs required by 
an analysis method at the architectural level. (2) 
Architecture views which are relevant for that 
quality attribute; (3) Appropriate methods to be 
applied for quality attribute analysis. 

Quality attributes may be classified in essential, 
very desirable, desirable, don’t care and forbidden. 
The priorities are established based on the experts' 
knowledge and the stakeholders’ objectives. Quality 
function deployment (Reed, 1993) is a suitable 
technique for showing the relational strengths from 
objectives of stakeholders and architectural to 
quality attributes. These priorities are important for 
the evaluation process, which considers an analysis 
method for each quality attribute.  At this moment 
various architecture analysis methods, such as 
scenario-based architecture analysis (SAAM) 
(Kazman et al. 1994), architecture tradeoff analysis 
(ATAM) (Kazman et al, 1998), architecture level 
prediction of software maintenance (ALPSM) 
(Bengston, 2004), or reliability analysis using failure 
scenario (SARAH) exist. Methods are distinguished 
by the evaluation techniques, the number of quality 
attributes and their interaction for tradeoff decisions, 
the stakeholders’ involvement, and how detailed the 
architecture design is at the moment the analysis 
(Dobrica and Niemela, 2002). 

The measurement instrument is applied to the 
RA during analysis. The quality attribute with the 
first priority in a list is first analyzed with respect to 
the appropriate architecture view and the appropriate 
method. Then the next quality attribute from the list 
is analyzed in isolation and then considering the 
interaction with the first one for finding sensitivity 
points and tradeoffs on the services included in the 
RA.  The process is repeated for all the attributes in 
the list. In order to decide on RA core services, this 
procedure could also be improved and refined.  In 
this case special attention should be paid to the 
collections of services in the architecture which are 
critical for achieving a particular quality attribute, or 
architectural elements to which multiple quality 

attributes are sensitive. A deeper level of analysis 
could influence the decision on the addition of new 
services to the RA.   

5 CONCLUSIONS 

This paper has proposed an approach for a RA 
development for complex ES application domains 
based on a knowledge of reusable concepts from 
software engineering at architectural level. The 
approach has an immense potential to improve 
embedded control systems development as well as 
reduce time and costs in stages such as architecture 
design and analysis. However, for this approach’s 
success it is necessary to create a cooperation culture 
among embedded control system developers. Future 
research work is needed to develop systematic ways 
of bridging these reusable concepts to a RA, 
reducing in this way the cognitive complexity. 
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Abstract: This paper presents a subband noise canceller with reduced residual noise. The canceller is developed by 
modifying and optimizing an existing multirate filter bank that is used to improve the performance of a 
conventional full-band adaptive filtering. The proposed system is aimed to overcome problems of slow 
asymptotic convergence and high residual noise incorporating with the use of oversampled filter banks for 
acoustic noise cancellation applications. Analysis and synthesis filters are optimized for minimum 
amplitude distortion. The proposed scheme offers a simplified structure that without employing cross 
adaptive filters or stop band filters reduces the effect of coloured components near the band edges in the 
frequency response of the analysis filters. Issues of increasing convergence speed and decreasing the 
residual noise at the system output are addressed. Performance under white and coloured environments is 
evaluated in terms of mean square error MSE performance. Fast initial convergence was obtained with this 
modification. Also a decrease in the amount of residual noise by approximately 10dB compared to an 
equivalent subband model without modification was reachable under actual speech and background noise. 

1 INTRODUCTION 

Subband adaptive filtering using multirate filter 
banks has been proposed in recent years to speed up 
the convergence rate of the least mean square LMS 
adaptive filter and to reduce the computational 
expenses in acoustic environments (Petraglia and 
Batalheiro, 2008). In this approach, multirate filter 
banks are used to split the input signal into a number 
of frequency bands, each serving as an input to a 
separate adaptive filter. The subband decomposition 
greatly reduces the update rate of the adaptive filters, 
resulting in a much lower computational complexity. 
Furthermore, subband signals are often 
downsampled in a subband adaptive filter system, 
this leads to a whitening effect of the input signals 
and hence an improved convergence behavior. 

In critically sampled filter banks, where the 
number of subbands equals to the downsampling 
factor, the presence of aliasing distortions requires 
the use of adaptive cross filters between subbands 
(Petraglia et al., 2000). However systems with cross 
adaptive filters generally converge slowly and have 
high computational cost, while gap filter banks 
produce spectral holes which in turn lead to 

significant signal distortion. Problems incorporating 
with subband splitting have been treated in literature 
regarding issues of increasing convergence rate (Lee 
and Gan, 2004), lowering computational complexity 
(Schüldt et al., 2000) and reducing input/output 
delay (Ohno and Sakai, 1999). 

Oversampled filter banks has been proposed as 
the most appropriate solution to avoid aliasing 
distortion associated with the use of critically 
sampled filter banks (Cedric et al., 2006) . However 
this solution implies higher computational 
requirements than critically sampled one. In 
addition, it has been demonstrated in literature that 
oversampled filter banks themselves color the input 
signal, which leads to under modelling (Sheikhzaheh 
et al., 2003). These problems can be traced back to 
the fact that oversampled subband input will likely 
generate an ill-conditioned correlation matrix 
(Deleon and Etter, 1995). In this case, the small 
eigenvalues are generated by the roll off of the 
subband input power spectrum. A pre-emphasis 
filter for each subband is suggested by (Tam et al., 
2002) as a remedy for this slow asymptotic 
convergence. An alternative approach to remove the 
band edge components might be the use of a 
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bandstop filters. But this has the undesirable effect 
of introducing spectral gaps in the reconstructed full 
band signal. Furthermore it was proved by 
(Sheikhzaheh et al., 2003) that the introduction of 
pre-emphasis filters has no considerable effects on 
the convergence behaviour of a subband noise 
canceller. 

In this paper an alternative procedure is adopted 
to improve the performance of a noise cancellation 
system aimed to remove background noise from 
speech signals. Different prototype filters are used in 
the analysis and synthesis filter banks. The analysis 
prototype filter is modified so that the coloured 
components near the band edges are removed by 
synthesis filtering, and then the analysis/synthesis 
filter bank is optimized in the input/output 
relationship to achieve minimum amplitude 
distortion. Compared to literature designs (Deleon 
and Etter, 1995) and (Cedric et al., 2006 ), this paper 
bears three differences: first, different methods used 
for the design of analysis and synthesis filter banks, 
second, optimization is performed to reduce 
amplitude distortion with negligible aliasing error 
due to the use of highly oversampled filter banks and 
third, the resulting design is implemented efficiently 
for the removal of background noise from speech 
signals. 

The proposed modified oversampled subband 
noise canceller offers a simplified structure that 
without employing cross-filters or gap filter banks 
decreases the residual noise at the system output. 
Issues of increasing convergence rate and reducing 
residual noise on steady state are addressed. 
Performance under white and coloured environments 
is evaluated in terms of mean square error MSE 
convergence. Comparison is made with a 
conventional full band scheme as well as with a 
similar system with no modification. The paper is 
organized as follows: in addition to this section, 
section 2, formulates the subband noise cancellation 
problem, section 3 describes the optimum 
analysis/synthesis filters design, section 4 presents 
simulation results with discusses the main aspects of 
the results and section 5 warps up the paper with 
concluding remarks. 

2 SUBBAND NOISE CANCELLER 

The original noise cancellation model described in 
(Sayed, 2008) is extended to subband configuration 
by the insertion of analysis/synthesis filter banks in 
signal paths, as depicted by Figure 1. 

 
Figure 1: The subband noise canceller. 

Assigning uppercase letters for z-transform 
representation of variables and processors, the noisy 
speech and the background noise are split into 
subbands by two sets of analysis filters. The subband 
analysis filters is expressed in z-domain as  
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for k=0,1,2,….M-1.  

Where k is the decomposition index, h(m) is the 
impulse response of a finite impulse response filter 
FIR , m is a time index, M  is the number of 
subbands and  L is the filter length. Now, consider 
the adaptation process in each individual branch 
according to Figure 1, and let us define e(m) as the 
error signal, y(m) is the output of the adaptive filter 
calculated at the downsampled rate, ŵ(m) is the filter 
coefficient vector at mth iteration, μ is the adaptation 
step-size factor , α is proportional to the inverse of 
the power input to the adaptive filter, and m is a time 
index, then we have 
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Relation (4) represents the subband normalized 
LMS update of the branch adaptive filters. In z-
domain, relation (3) can be expressed as 
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Where  represents the downsample 
subband noisy signal, and  is the output of the 
subband adaptive filter. The aim of the adaptive 
process is to surpress the noisy component in  
by equating it to  leaving the subband input 

 undistorted. Each subband error signal is then 
interpolated by upsampling and synthesis filtering. 
The final output can be expressed as 
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Where  represents the upsampled version 
of the subband error signals .We assume a 
highly oversampled filter bank, say two fold , the 
aliasing components in (6) can be considered to be 
very small and therefore neglected, hence the final 
system equation can be represented as 
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If we constrain the analysis and synthesis filters 
 and  respectively to be linear phase 

finite impulse response FIR filters, then the term 
 in equation (7) describes the 

amplitude distortion function of the system.  
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The branch filters  and  can be 
derived from single prototype filters  

according to  and 
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This way, a uniform discrete Fourier transform 

DFT filter banks are created. Let A(z) be the 
distortion function ,in frequency domain, A(z) can be 
represented as 
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The objective is to find prototype filters 
 and to minimize Ad(z) according 

to 
)(0

ωjeH )(0
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Ideally  should be zero i.e. a perfect 
reconstruction filter bank. Relaxing the perfect 
reconstruction property, we can tolerate small 
amplitude distortion; and then we can have 

frequency selective filters in a near perfect 
reconstruction NPR filter bank. 

dA

3 ANALYSIS/SYNTHESIS 
PROTOTYPE FILTER DESIGN 

The aim of the prototype filter design is to build a 
complementary analysis and syntheses filter banks, 
so that the reconstructed output signal has a very low 
distortion. Different prototype filters for analysis and 
synthesis filter banks are designed. The analysis and 
synthesis prototype filters are selected as in Figure 2. 
The cut off frequency of the analysis prototype 

filter is given by 
cf

2/)( sapac fff +=                   (10) 

provided that . sspa ff >
Where fpa is the end of the passband of the 

analysis filter, fsa is the beginning of the stopband of 
the analysis filter; fss is the beginning of the stopband 
of the synthesis filter.  
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Figure 2: Analysis/Synthesis filters design. 

The 3dB down of the prototype synthesis filter 
(normalized) (1 /2 M ) is determined by the number 
of subbands M, whereas the analysis filter 
bandwidth is larger and only limited by the 
decimation factor D according to 

sapa ff
D

+
≤

2                            (11) 

where D is the largest integer less than or equal to 
the right hand side term of (11), fpa and fpa are 
normalized to the sampling frequency. Values for D 

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

240



 

such that the ratio M/D =2 i.e. two fold over 
sampled found to be the best in terms of alias 
cancellation. 

The design algorithm starts by designing cut off 
frequencies for an arbitrary analysis and synthesis 
prototype filters. The analysis prototype filter is 
optimized using Parks McClellan algorithm to meet 
requirements in (10). With analysis prototype filter 
fixed, the synthesis prototype filter is optimized by 
minimizing the distortion function given by (9) over 
the frequency grid in the band [0-π].Figure 3 depicts 
steps the design procedure and Figure 4 shows a 
reconstruction error comparison between the 
modified oversampled filter bank and an equivalent 
conventional oversampled filter bank.  
 

 
Figure 3: Steps of design algorithm. 
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Figure 4: Reconstruction error comparison of the modified 
filter bank MOSFB and an equivalent conventional 
oversampled filter bank OSFB. 

Analysis and synthesis filter banks can be 
implemented efficiently using polyphase 
representation of a single prototype filter followed 
by fast Fourier transforms FFT. 

4 RESULTS AND DISCUSSION   

The noise path used in these tests is an 
approximation of a small room impulse response 
modelled by a FIR processor of 256 taps. The 
number of subbands M=8, downsampling factor 
D=4,   prototype filters order is 128.To measure the 
convergence of the subband noise canceller, a 
variable frequency sinusoid was corrupted with 
white Gaussian noise that was passed through a 
transfer function representing the acoustic path. The 
corrupted signal was then applied to the primary 
input of the noise canceller; regarding zero mean, 
white Gaussian noise is applied to the reference 
input. A subband power normalized version of the 
LMS algorithm is used for adaptation.  Mean square 
error MSE convergence is used as a measure of 
performance. Plots of MSE were produced and 
smoothed with a suitable moving average filter. A 
comparison is made with a conventional fullband 
system as well as with an oversampled system 
without modification. The unmodified oversampled 
subband noise canceller is denoted with OSSNC and 
the modified system is denoted with MOSSNC. 
Results are depicted in Figures 5 and 6.  

To test the behaviour under real environmental 
conditions, a speech signal is then applied to the 
primary input of the proposed noise canceller. The 
speech is a Malay utterance “Kosong, Satu, Dua, 
Tiga” spoken by a woman, sampled at 16 kHz. 
Different types of background interference were 
used to corrupt the aforementioned speech.  MSE 
plots are produced for two cases: Figure 7 for the 
case of machinery noise as background interference 
and in Figure 8 for the case of a cocktail party i.e. 
disturbance by another speech. 

Apart from the fast initial convergence, it is clear 
from Figure 5, that the mean square error (MSE) 
plot of the oversampled subband system OSSNC 
levels off quickly before the MSE plot of the 
fullband system. This is obviously due to the 
inability to properly model the presence of coloured 
components near the band edges of the filter bank. 
During initial convergence the subband system 
performs better than the fullband system but is less 
effective afterward. On the other hand, the MSE 
convergence of the modified system MOSNC 
outperforms that of the fullband system during initial 
convergence and exhibits comparable steady state 
performance as shown by Figure 6. It is obvious that 
while the MSE of the fullband system converging in 
slow asymptotic way, the MOSNC system reaches a 
steady in 2000 iterations. The fullband system needs 
more than 6000 iterations to reach the same noise 
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cancellation level. The main difference between 
Figure 5 and Figure 6 is in the amount of residual 
noise which has been g reduced with the MOSSNC. 
Results obtained for actual speech and background 
noise (Figures 7 and 8) prove that the fullband 
system cannot model properly with coloured noise 
as the input to the adaptive filters, and the residual 
error can be sever when the environment noise is 
highly coloured. Tests performed in this part of the 
experiment proved that the MOSSNC does have 
improved performance compared to OSSNC and the 
full-band model. Depending on the type of the 
interference, the improvement in reducing resedual 
noise n varies from 15-20 dB better than full-band 
case.  
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Figure 5: MSE convergence behaviour of OSSNC under 
white Gaussian noise. 
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Figure 6: MSE convergence behaviour of MOSSNC under 
white Gaussian noise. 
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Figure 7: Performance comparison under actual speech 
and machinery noise. 

0.5 1 1.5 2 2.5 3

x 104

-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

iteration

M
SE

 d
B

MOSSNC
Fullband system
OSSNC

1 

2 

3 

3 
1 
2 

 
Figure 8: Performance comparison under actual speech 
disturbed by another speech. 

5 CONCLUSIONS 

In this work, an oversampled subband noise 
canceller with modified filter bank is developed to 
overcome the problem of slowly converging 
components associated with the usual oversampled 
subband scheme. An efficient optimized DFT filter 
bank is used in the canceller. The analysis filter bank 
is modified to remove slowly converging 
components near band edges, while the synthesis 
filter bank is optimized to minimize input/output 
distortion.The modified system has shown improved 
performance compared to a similar scheme with 
conventional oversampled filter bank. The 
convergence behaviour under white and coloured 
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environments is greatly improved. The amount of 
residual noise is reduced by 15-10dB under actual 
speech and background noise. The next logical step 
is to realize this system on a suitable DSP processor 
such as the Texas C6000 to prove the validity of the 
method for noise cancellation. Also, other types of 
filter banks and transforms can be investigated and 
used for the same purpose.    
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Abstract: This paper presents a view on MES and ERP functional areas in a hierarchy of enterprise information and 
control systems. It starts with a background on ERP and MES Evolution. The work is based on the 
exploration of MES and ERP functionalities development. Consecutively, aspects of ERP and MES 
integration are treated. In the final section an impact of RFID technology on a validity data stored in MES 
obtaining from a tracing of material flow in production processes is analyzed. 

1 INTRODUCTION 

In the present manufacturing paradigm, 
manufacturing execution systems (MESs) play a 
significant role. Offered software solutions 
simultaneously close the gap between Enterprise 
Resource Planning (ERP) systems and production 
equipment control or SCADA (Supervisory Control 
And Data Acquisition) applications. Current ERP 
systems contain usually modules for material 
management, accounting, human resource 
management and all other functions that support 
business operations. In the past years, the role of 
ERP has been extended to cross-organizational 
coordination. Nowadays, as optimization of 
production activities is increasingly topical, a 
cooperation of ERP and MES becomes a serious 
concern of manufacturing managers. The paper is 
structured as follows. Firstly, a brief view on MES 
Evolution is presented. Then, MES functionalities 
are partially analyzed and a general functionality 
model is described. After that, technical aspects of 
ERP and MES integration are treated. Finally, 
decisive factors that influence the further 
development of manufacturing execution systems 
are discussed. 

 
 
 

2 VIEW ON MES EVOLUTION 

As ERP systems by nature are not suitable for 
controlling day to day shop floor operations, for this 
purpose a new type of industrial software with 
acronym MES has emerged during nineties (Choi 
and Kim, 2002). There is a more interpretation of 
MES depending on different manufacturing 
conditions, but the common characteristic to all is 
that an MES aims to provide an interface between an 
ERP system and shop floor controllers by supporting 
various ‘execution’ activities such as scheduling, 
order release, quality control, and data acquisition 
(MESA #6, 1997). In a context of the MES 
development and deployment it is important to point 
out that Manufacturing Execution Systems were 
originally designed to provide first-line supervision 
management with a visibility tool to manage work 
orders and workstation assignments. Consecutively, 
MES expanded into the indispensable link between 
the full range of enterprise stakeholders and the real-
time events occurring in production and logistics 
processes across the extended value chain 
(McClellan, 2004). 

The phenomena of globalization forces 
manufacturers to continuously improve their 
performance. In this context, manufacturing and 
operational excellence has become the key theme for 
the manufacturing companies. To improve their 
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performance, most manufacturers apply methods 
and techniques which are focused on the elimination 
of non-value adding activities. Information systems 
can by supported in such programs or they can 
provide a complementary way of improving 
performance by increasing visibility on plant 
performance. Accordingly, cooperation of ERP and 
Manufacturing Execution Systems (MES) becomes a 
serious concern of manufacturing managers. In that 
sense, from MES applications is expected to support 
real-time production control as well as data 
collection and reporting to facilitate information 
operability in a company. 

3 MES FUNCTIONALITIES 

The A concept of Manufacturing Execution Systems 
is one of several major information systems types 
aimed at manufacturing companies. MES can be in 
simple way also defined as a toll for manufacturing 
management. The functions of an MES range from 
operation scheduling to production genealogy, to 
labour and maintenance management, to 
performance analysis, and to other function in 
between. There are several general models of typical 
MES functions that are principally divided into core 
and support functions (see more in Modrák, 2005). 
The core functions deal primarily with actual 
management of the work orders and the 
manufacturing resources. Other functional 
capabilities of MES may be required to cover 
support aspects of the manufacturing operations.  

MESA International presents another approach 
to MES functionalities that is more or less based on 
the assumption of profitability to begin to deal with 
wider model of basic elements to ensure 
incorporating all-important functions into MES 
(MESA #2,1997).  

A point of debate about MES functionalities also 
is connected with different types of manufacturing.  

Understandably, from automation point of view a 
discrete manufacturing presents much more 
complicate concept comprising of various 
technologies that are used to integrate manufacturing 
system to one another. As the aim of this work is to 
generalize MES functionalities it is also reasonable 
to model of hierarchical levels and functions in a 
common manufacturing company. A hierarchical 
structure of main companies’ functions in this case 
can be represented by four levels (see figure 1). 

 

 
Figure 1: Functional levels in a manufacturing company. 

Model of such structured company functions is often 
divided into three levels that are the company 
management, the production management, and the 
production control (Gunther et al, 2008). In this 
relation, functional areas of MES and ERP might not 
be considered as closed structure, because it was 
recognized that functions can run in the classic ERP 
environment as well as in the MES environment. 
Accordingly, under specific circumstance they may 
overlap of both systems. Based on this assumptions 
the following structure of MES and ERP functions 
depicted in Figure 2 is mapped. 

 
Figure 2: Intersections of MES and ERP functional areas 
(adapted from Gunther et al, 2008). 

Obviously, the scope of operations or functions 
depends on number of subsystems, but the key 
functions remain unchanging in their essence. 
Because, there are no reference MES models that 
can be used for general manufacturing 
environments, overcoming of this aspect leads 
through the presentations of sample solutions by 
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types of environment and other criterions. As 
example can be used approach to modeling three 
different management systems for maintenance, 
quality and production (Brandl, 2002) based on the 
S95 standard of ISA (ANS/ISA, 2000). 

4 CHALLENGES OF ERP AND 
MES INTEGRATION 

Manufacturing execution systems besides their 
typical functions were developed and used also as 
the interface between ERP and process control, since 
it was generally recognized that ERP systems 
weren’t scalable. The seamless connections often 
required skilled coding to connect to ERP and 
process control systems (Siemens Energy & 
Automation, Inc., 2006). Today, the availability of 
Web-based XML communications successfully 
bridges the gaps between MES and ERP systems. 
Built on XML, the B2MML (business-to-
manufacturing markup language) standard specifies 
accepted definitions and data formats for 
information exchange between systems, and 
facilitates information flow and updates between 
ERP and manufacturing execution systems. It also 
instigated redefinition the role of the MES. The ISA 
SP-95 model (see Figure 3) breaks down business to 
plant floor operations into four levels. 

 
Figure 3: ISA SP 95 control hierarchy. 

Levels 1 and 2 include process control zone. MES 
layer consists of managerial and control functions 
depending on different types of manufacturing. 
Level 4 corresponds to the business planning and 
logistics.  
The goal of ISA-95 standard was to reduce the risk, 
cost and errors associated with implementing 
interface between ERP and MES. The ISA-95 
“Enterprise - Control System Integration” is a multi-

part series of ANSI/ISA standards that define the 
activity models and interfaces between 
manufacturing functions and other enterprise 
functions. Parts 1 (Models and Terminology), parts 2 
(Objects Attributes) and part 5 (Business to 
Manufacturing Transactions) define the exchange of 
production data between business and plant systems. 
B2MM provides a schema implementation of the 
ANSI/ISA-95 and represents an independent 
technology implementation of this standard. 
B2MML has been developed by The World Batch 
Forum (WBF) and adopted by players such as SAP 
and Wonderware. Coupled together, B2MML and 
ISA-95 permit designers to bridge ERP and MES 
systems by using B2MML XML vocabulary.  
Mentioned and other ISA standards significantly 
facilitate the implementation of integrated 
manufacturing systems. It is aimed to integrate ERP 
systems with control systems like DCS and SCADA. 
To support batch control level optimization, the 
standard S88.01 (ANSI/ISA, 1995) has been 
developed. It provides standard models and 
terminology for the design and operation of batch 
control systems. At the control level the key attribute 
is integration of all process information into one 
place. For this purpose are ordinarily used both a 
programmable logic controllers and SCADA 
software. 

5 CHALLENGES OF ERP AND 
MES INTEGRATION 

An effectiveness of exploitation of new 
manufacturing technologies depends on the way 
how successfully will be synchronized newly 
obtained data from a production control layer into 
MES/ERP systems. This challenge escalates as the 
RFID applications are increasing to a large number 
of products and facilities and as they include 
integration in broader Supply Chain Management 
systems. According to Williams (2005), the 
opportunities enabled by RFID are expected apart 
from other effects in simplification of business 
processes. Many manufacturing organizations have 
processes where a product, asset, document or even 
a person is "touched" by many different people at 
different times. It causes limited view of information 
that can introduce inefficiencies in the overall 
process when information about other steps is 
needed to execute the current step. Accordingly, 
common MES/ERP systems can not have an access 
to detailed information and they have no idea of 
what is really happening to material flow on the 

ICINCO 2009 - 6th International Conference on Informatics in Control, Automation and Robotics

246



 

shop floor. Mentioned drawback leads to insufficient 
coordination between material and accompanying 
information flows and so-called bull-whip-effect. 
When all data that information systems operate with 
are “fed” to them by intermediary subject, 
information on material flow is time dependent so it 
is already outdated when inserted into the 
information system by human operator. Until the 
next synchronization information become more and 
more outdated. Reducing the bull whip effect by 
means of RFID system improves the efficiency of 
execution/information systems not only within the 
site but also across the supply chain. The results of 
our experiments presented earlier (Modrák and 
Moskvič, 2007) showed that application of RFID 
technology for tracking and traceability of material 
flow will impact the whole performance of 
information systems in terms of information validity 
and practically eliminate time dependence of amount 
and quality of information available for ERP/MES 
systems. 

6 CONCLUSIONS 

As it is conceded that production planning activities 
have become more complex and therefore need to be 
in principle optimized. Manufacturing Execution 
Systems, which are positioned between the 
Enterprise Resource Planning and control systems 
levels, have significant potential to be effectively 
used to optimize business processes on the shop 
floor. Besides that fact, MES are being viewed as 
critical in getting the most value out of existing 
investments in automation. A frequent interest of 
manufacturers concerns a balanced scale of MES 
functionalities. As mentioned earlier, it depends on 
more factors. For instance, when an existing ERP 
system contains factory floor control functionality, 
then functionality model of MES has only 
supplement character. Thus, a scope of MES 
functionality is evidently influenced by changes in 
using automated identification (AID) technologies, 
because they have positive impact on the plant floor 
optimization. Therefore, mass use of RFID 
technology can bring significant rationalizations in 
the manufacturing automation in the near future. 
This tendency was indirectly confirmed by such IT 
players as Oracle, SAP, Microsoft and IBM, as they 
all have accelerated efforts to meet the RFID 
challenge (Rockwell Automation, 2004). In this 
sense, rules concerning manufacturing execution 
such as control, scheduling, routing, tracking, and 
monitoring might all be modified responding to 
RFID challenges. 
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