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Foreword

The subject of Intelligent Vehicle Controls & Intelligent Transportation Systems covers a broad interdisciplinary area of the research and development toward next generation mobility solutions. The topics of interest range from computational intelligence methods in vehicle safety applications and autonomous vehicle technologies to new business models based on advancements of transportation information support infrastructure. The goal of the workshop is to bring together representatives from academia, industry and government agencies to exchange ideas on state of the art in intelligent vehicle controls and intelligent transportation systems.

The special interest of this year’s workshop is the impact of the advancements in intelligent transportation systems and information technologies on the commercial logistics and supply chain management infrastructure.

Information and Communication Technologies are considered to be the key tools to improve efficiency and safety in transportation systems. In recent years, the European Union has sponsored several projects targeting advancements of different transportation systems, such as CRObiT (Cross Border Information Technology) that addresses railways transportation and MarNIS, an integrated project aiming to establish maritime navigation information structure in European waters.

A number of projects focus specifically on efficient freight transpiration: Freight-wise aims to establish a framework for efficient co-modal freight transport on the Norwegian ARKTRANS system; eFreight is a continuation of Freightwise to promote efficient and simplified solutions in support of cooperation, interoperability and consistency in the European Transport System; the SMARTFREIGHT project (FP7 – ICT Objective 6.1) addresses the efficiency of urban freight transport.

The workshop keynote speaker is Dr. Paolo Paganelli from INSIEL. Dr. Paganelli is the leader of the European project EURIDICE-European Inter-disciplinary Research on Intelligent Cargo for Efficient, Safe and Environmental-friendly Logistics". EURIDICE is a project seeking to develop an advanced European logistics system around the concept of ‘intelligent cargo’.

The workshop includes 14 papers: 12 full papers and 2 posters.
The presentations that have been selected are consistent with the two relevant topics and special interest of the workshop on the freight transportation.

The papers on Intelligent Vehicle Control Systems include adaptive cruise control and vehicle safety applications, control and navigation of unmanned ground and aerial vehicles. The papers on ITS infrastructure address traffic management systems and vehicle communication.

The presentations on freight management are organized into three special sessions and include discussions on dynamic routing of freight vehicles using ITS information; meta-modeling of complex logistics networks and information systems; planning of railway freight transportation; management of transportation of hazardous materials on congested motorways; effect of dispatching policies on the stability and optimality of the logistics networks; decision support for management of flow of goods through the logistic traffic network; and indoor location tracking of forklifts and containers.

We would like to thank all the authors for their contribution to this workshop, members of program committee and reviewers for providing their support, suggestions and comments on the technical directions, and thorough reviews for the papers. In addition, we would like to acknowledge Professor Walter Ukovich for his efforts in organizing special sessions. Finally, we would like to express our gratitude to ICINCO Organization Committee, with special thanks to Professor Joaquim Filipe, Marina Carvalho and Vitor Pedrosa for their help and assistance in the organization of the workshop.
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INVITED SPEAKERS
The Intelligent Cargo Concept in the European Project Euridice

Paolo Paganelli
Insiel S.p.A., Italy
EURIDICE Project Coordinator

Extended Abstract

The special interest of this year’s workshop on the impact of the advancements in intelligent transportation systems and information technologies on the commercial logistics is noteworthy in line with the key concept of ‘intelligent cargo’ developed by the European project "EURIDICE-European Inter-disciplinary Research on Intelligent Cargo for Efficient, Safe and Environmental-friendly Logistics".

EURIDICE aims to create the necessary concepts, technological solutions and business models to establish the most advanced information services for freight transportation in Europe. The project is built on the ‘intelligent cargo’ concept, defined by the following vision statement: “in five years time, most of the goods flowing through European freight corridors will be ‘intelligent’, i.e.: self-aware, context-aware and connected through a global telecommunication network to support a wide range of information services for logistic operators, industrial users and public authorities.”

The problems addressed by EURIDICE are well known to the logistics community, and as such have inspired a large number of initiatives and projects during the last decades, both in industry and in Scientific and Technological (S/T) research. These initiatives take their inspiration from the complexity of the logistic business, characterized by an high variety of involved actors, complex processes, multiplicity of impacts both on companies and citizens.

Due to important scientific and industrial developments in the last decade the basic technological components supporting the ‘intelligent cargo’ concept are available, although at different levels of maturity. These include Radio-Frequency Identification technologies (RFID), service oriented architectures (SOA) and interoperability platforms for data interchange and collaboration between business partners, mobile technologies and global positioning systems. Equally important is the availability of standards addressing all the aspects of cargo identification and management, from RFID tag specifications, to identification of individual items (EPC) and shipments (GTIN), to definition of logistic data and processes.

For their very nature technology developments and standardization initiatives aim at removing specific technical barriers to innovation, each representing just a portion, if important, of the whole problem of intelligent monitoring and management of moving goods. For this reason, the EURIDICE project has been launched with the aim to integrate state-of-the-art results and fill existing gaps in cargo-related technologies to deliver solutions based on the intelligent cargo vision.
The full realization of this vision will have a significant impact in terms of diffusion and effectiveness of ICT support to freight transportation, producing relevant benefits for businesses and the society: (i) enhanced and widespread capability to monitor, trace and safely handle moving goods at the required level of detail, from full shipments to individual packages or items; (ii) increased efficiency of transportation networks, by improving synchronization between logistic users, operators and control authorities; (iii) improved sustainability of logistic systems, by reducing their impact on local communities in terms of traffic congestion and pollution.

To achieve these benefits, the EURIDICE project intends to introduce a paradigm shift on how moving goods are currently handled by ICT systems. Currently freight information is “pushed” by back-office systems, and system-to-system communication is the only interoperability paradigm. As a consequence, the information flows are often misaligned with the actual flow of goods. The EURIDICE approach is to connect cargo objects (items, containers, vehicles and infrastructure) with each other, to provide intelligent services for logistics stakeholders anywhere needed along the route. The main changes entailed by the shift to Intelligent Cargo are the following:

- From “organization-to-organization”, where information exchanges happen between organizations’ centralized systems, to “thing-to-thing”, where information is exchanged through independent connection of cargo objects, data processing is as much as possible decentralized, and backoffice systems are involved only if needed.
- From predefined links, either one-to-one or via interchange “hubs”, to any-to-any communication and data interchange, based on DNS-like system for cargo objects and related services, globally shared semantics, on demand configuration of communication resources.
- From centralized decisions support, based on data consolidation from back-office systems and top-down monitoring, revision and communication, to event-triggered, decentralized decisions support based on automated event detection, context determination and bottom-up exception resolution.

In this way it is possible to create a new paradigm for freight information services that covers not only basic but also advanced capabilities of ‘Intelligent Cargo’:

- Cargo capable of autonomous decisions (intelligent agent)
- Cargo capable to start a service (independent behavior)
- Cargo capable to monitor and register its status
- Cargo capable to grant access to services (authorization, ETA, data read/write, ..)
- Cargo capable to detect its context (location, user, infrastructure, ..)
- Cargo capable to identify itself.

The list is sorted by decreasing level of ‘intelligence’. Clearly from EURIDICE Point of view, the ‘intelligent cargo’ is not defined essentially by the application of artificial intelligence or other advanced technologies. It is rather a paradigm for cargo interaction that may include those technologies, but may also be implemented with conventional technologies deployed following a different architectural approach.

Different intelligent cargo capabilities require different implementation models, e.g., basic capabilities should be available as public domain services for all the intelligent cargo users and specialized capabilities should be developed for specific purposes by individual users or groups of users to fulfill specific application requirements.
FULL PAPERS
Abstract. In this paper a new approach towards co-operative intersection management systems based on traffic flow detection and analysis shall be proposed which uses on the one hand standard in-vehicle equipment and on the other hand standard traffic light control systems. The main communication concept will be placed into a low-cost modular unit which connects the systems of the vehicles and the traffic light control systems in order to enable traffic data information exchanged such as traffic light switching information for the individual traffic and speed recommendation for a co-operative traffic light management.

1 Introduction

The amount of traffic has strongly increased in recent years. In many places the infrastructures are not able to react to the traffic increase efficiently, whether by road construction or rebuilding of infrastructure. The continuous increase in traffic and environmental problems as well as the demographic change are a challenge in many regions of Germany and Europe. The expansion and reconstruction of the traffic infrastructure are still advanced in many countries, however this is mainly concentrated on maintenance and repair in German regions and conurbations. With the use of existing infrastructures, an innovative, telematic based traffic management offers new options.

1.1 Current Traffic Light Control Systems

The transport infrastructure (road, rail, water and air) provides mobility to our society today. Improvements to this infrastructure enhance this mobility. Unfortunately the communication infrastructure has not been able to keep the pace of these developments. Recent developments in digital networks, however, allow the communication infrastructure to catch up.

Nowadays the basic principals of traffic management are based on the measurement and control of traffic flows. One basic mechanism for this is the usage of traffic light control systems. This is especially true for inner-urban areas where signal control substantially determines the traffic and mobility management. Because the traffic
light controls are very important for the traffic management of today, their impact to traffic flows can be assumed as very denotative.

The traffic light control systems are based on signal programs which are in general adapted to the prevailing traffic situations. In the planning phases of the traffic management development and in planned intervals, the expected traffic situations are analyzed using traffic flow measurement and various analysis mechanisms such as simulation 1 or traffic models 234. The cycles of the signal programs of the traffic light controls are chosen in order to cover the varying load levels as they might occur during daytimes, different days of a week or at special times.

These systems shall generally increase traffic safety and improve the traffic flow quality. The following criteria 5 can be proposed in order to define the traffic light control programs adapting to the traffic situations:

- traffic volume
- interrelations between the traffic volumes
- degree of occupancy
- speeds

The signal programs are mainly based on two coordination principles which are the time dependent traffic light control and traffic-actuated traffic light control. Normally the traffic light control programs vary over times of days and weeks between programs following the time and traffic dependant strategies.

The time dependent traffic light controls are especially useful for forecasted high-load periods of days of weeks. They offer the advantages that these traffic flows can be diverted effectively, especially for streets of known heavy traffic. A strategy which can be particularly used here is the progressive signal system such as Green Wave where the signals of multiple light-signal systems are switched consecutively.

Traffic-actuated traffic light control programs offer the strategy to adapt the switching to the local traffic which is detected around the intersection. The road networks are full of detectors, but these detectors are specialised for local traffic light controls. For this reason they are mostly located near intersections which are controlled. For traveller information pre-trip and on tour, traffic parameters not usually measured for local traffic light control are of more interest, for example the speed profile along stretches. Furthermore these mechanisms offer short term traffic adoption but are for now limited to light traffic situations as they are assumed beforehand. For instance in situations when there is a sudden rise of traffic volume, such as during detours or after public events, the traffic flow can often not be managed satisfyingly by strategies of traffic management due to a lack of feedback coming from the local traffic detectors on the one hand and a limited foresight of these detectors concerning the upcoming traffic on the other hand. Several strategies to solve these problems have been proposed recently, one of them is to use the local vehicle movement of data in order to measure tailbacks in the inflow of traffic light controlled intersections 67.

The new concept that shall be proposed here aims at a co-operative approach where the collaboration of vehicles together with the infrastructure tend to achieve a better traffic organization for both sides.
1.2 Co-operative Concept

Currently a high fraction of vehicles in the individual traffic is equipped with up-to-date ITS such as navigation systems or PDAs enabling well known HMI, GPS and WLAN or GSM communication modules. These in-vehicle systems are already able to measure and calculate the vehicles own Floating Car Data (FCD). The proposed new approach of traffic control aims to make the already calculated parts of traffic flow data of the traffic participant available to the road authorities in order to improve the management of traffic flows by traffic light control systems.

On the one hand standard in-vehicle equipment shall be used along with standard traffic light control systems. The main communication concept will be placed into a low-cost modular unit which connects the systems of the vehicles and the traffic light control systems in order to enable traffic information exchanged, such as traffic light switching information for the individual traffic and traffic flow information for a co-operative traffic light control management.

On the basis of transferred information between vehicle and traffic lights, the local control can be optimised by supporting the driver on the one hand and on the other by making the traffic light control aware of the approaching traffic flows. The interaction between vehicle and infrastructure can help to improve both traffic flows and advanced driver assistance systems. The research proposed here aims to gather the requirements of co-operative traffic light control systems and to characterise the results of the first developed prototype in order to prepare an industrial development of a practicable co-operative technology.

2 Requirements for a Co-operative Traffic Light Control

The main aim is the combination of the advantages of the global and the local intersection management. It shall lead to a management of the traffic flows based on both local feedback of detections together with progressive signal systems (e.g. Green wave) over a wider area of the road network. This enables advantages for both: the road authorities because of reduction of the environmental pollution and noise, and enhancement of the public road traffic. Furthermore it brings advantages for individual traffic participants because their travel times and fuel consumption can be reduced and therefore the acceptance towards co-operative traffic strategies can be enhanced.

In order to achieve such an advancement of intersection management, different requirements must be fulfilled for the traffic light control systems and for the drivers.

The main requirement for the traffic light control systems at intersections is:

- Optimisation of the traffic light phases to the traffic flows

Therefore the traffic light systems need information on the traffic flows which consist of:

- Current speed of vehicles
- Direction of vehicles
- Current position of vehicles
The main requirement towards the traffic participants is:
- Optimisation of the vehicle speed towards the traffic light phases (progressive speed)
- Reduction of stops

In order to encourage the participants of the traffic to drive co-operatively, the following information can be offered:

- Announcement of traffic light switching to the drivers
- Information about optimized speed in local sections of the intersections

This information can also enhance the positive side effects of co-operative traffic management systems towards the reduction of environmental pollution because the drivers of the vehicle groups can be animated to an optimised driving speed and an early off-switching of engines when waiting for the next green phase.

2.1 Requirements towards Investment and Safety Reasons

Apart from the function of the co-operative system itself, some more requirements have to be regarded in order to realize an effective co-operative intersection management especially regarding acceptance:

- The equipment used should be cost efficient for the drivers and the local authorities

The efficiency of a co-operative system depends on the penetration rate (significant amount of equipped vehicles) This can only be achieved by using systems that are already part of most cars, such as navigation systems, PDAs or mobile phones. For the public authorities, the requirement results in the original usage or a low-cost upgrade of the control systems in use.

The aim is to enable a maximum benefit with minimum costs.

- Installation in traffic light control systems, regarding safety and security issues, requires standardized interfaces and long lasting and modular components

In order to avoid safety and security failures, a modular device shall be developed which is connected to the traffic light control systems via standardized interfaces, like they have been proposed in 9. The modular and standardized approach offers one more positive side effect: the device can be applied and removed wherever and as long as it is needed at a traffic management system at an intersection. This enables the local authorities to apply the communication systems of traffic and infrastructure data exchange as traffic light detectors for special times such as times of building works and detours. The modular approach also enables a good possibility towards future requirements. The device technology of traffic light control systems has a long application duration and life span which also leads towards a modular device which is easily updatable and programmable. The traffic light control systems in use may not
have been designed to calculate superior traffic flows out of wireless delivered FCD. Therefore the modular system has to be able to process additional data.

2.2 Requirements Conclusion

Putting together the requirements of a co-operative traffic light system into a solution, the decision was made to use two different communication systems in order to set up a co-operative traffic light system enabling traffic data exchange with participating vehicles of the traffic. On the side of the traffic, an application for transferring vehicle data such as speed and position was designed for a customary PDA. Such PDAs equipped with GPS sensors are already widely-used for navigation applications. They also offer operating systems which make it possible to develop a WLAN based communication interface. This vehicle-sided application was developed in Java and offers vehicle announcement at the communication unit of the traffic lights and furthermore self locating algorithms in order to deliver positioning and speed data to the communication unit.

The modular communication unit for the communication between the traffic light to the traffic is a new set-up which is suitable for connecting the traffic light signal and for updating standardised interfaces. The communication interface is realised by the concept of a Set Top Box (STB) for traffic light control systems.

3 The Set Top Box: A Central Communication Unit for Co-operative Traffic Light Control Systems

The STB works as a communication mediator and data analysing unit of an intersection managing traffic light control systems between the traffic light system and the traffic flows of approaching vehicles.

The vehicles announce themselves at the STB and transmit information about their own speed, position and the intended direction through a customary PDA. One STB at each intersection is located in the control cabinet of the traffic light system. Using the received individual vehicle data such as position and speed, it calculates the traffic flow data concerning the traffic flow density and flows for each lane of the intersection. The STB is connected to the traffic light device via a standardised LAN connection. As a virtual detector it informs the traffic light control systems about approaching traffic flows and optimisation of switching programs. The traffic light can therefore react better to topical flows of traffic and this allows a more dynamic control of the road traffic.

Furthermore the STB can establish a connection to the traffic calculator of the traffic management centrals. The local traffic information can then be used to create global traffic management strategies due to more distinctive information concerning the traffic flows at crossings. Here the STB enables the feedback from local detectors towards an overall traffic management.

Several Set Top Boxes can furthermore be interconnected to each other by WLAN or UMTS communications centralised using a server or even decentralised. Via this
interconnection, information about traffic flow movement and changes can be communicated and used for adaptive traffic light switching such as adaptive progressive signal systems.

3.1 Hardware Setup of the STB

The main hardware of the Set Top Box is based on a specialised industrial PC with a custom-made board. So far, the communication to the vehicles is established using a low-cost personal digital assistant (PDA) which enables WLAN-communication (802.11) by an access point. The communication is suitable for vehicle speeds about 50km/h as they are due in areas of urban intersections. These PDAs are mostly equipped with GPS-devices already what makes them usable for a use as navigation systems in cars. The communication from the STB to PDAs enables a vehicle type independent communication.

![Set Top Box](image)

Fig. 1. Set Top Box.

One of the main advantages of such a box as it is shown in figure 1 is its flexibility because it can be built in wherever and for as long as needed. It just requires a traffic light system. The system of the traffic light control stays untouched, therefore the usage of a STB does not threat the safety of an already running traffic light system. Therefore certifications of the traffic light control program are not altered either. The box does not interfere with the set control programs, but can be used to optimise their switching. The STB can be adapted to the interfaces of the manufacturer-specific control devices. If many traffic lights are equipped with these boxes as it is shown in
figure 2, the traffic information can be gathered and used for a broad area for the needed time. Because of these manifold usages, the financial costs for the local authorities can be reduced by additionally enabling a forward-looking traffic detection and traffic management.

3.2 Realised Functionalities

Regarding the requirements mentioned above several functionalities for the communication between vehicles (PDA) and STB and between traffic lights to STB are realised. An outline of the communication between Set Top Box, traffic lights and vehicles’ PDA is shown in figure 3.

Fig. 2. Set Top Box as it is placed in a control cabinet of traffic lights.
For the drivers following information based on traffic flow and traffic light system data, the following is delivered from the STB to the PDA in the vehicles:

- Transfer of cycle times of the red light and estimated waiting times till the vehicle’s crossing of the intersection
- Speed recommendations in order to achieve the best travel time e.g. due to progressive signal systems
- General routing information about speed limits or congestions
- Information in cases of rapid traffic light control systems programming change e.g. because of passing emergency services

In return, the PDAs transfer the following data to the STB to be calculated and used for adaptive traffic light switching:

- Current speed and positions, especially to identify the single (heading) lanes
- If necessary the declaration of turning at the intersection

The STB connected to the control unit of the traffic light system computes the traffic flows at the intersection and offers the following detector data to the unit:

- Offering recommendations concerning switching status
Because of possible interconnections between several STBs at different crossroads and the traffic management centrals, the exchange of topical data can be used to develop and realise global traffic management strategies.

4 Conclusions and Future Steps

The approach of a modular car-to-infrastructure communication presented here enables the combination of the advantages of microscopic and macroscopic traffic management: local traffic adaptation and global ease of traffic flows.

The prototypical solution could be proposed by the development of a Set Top Box (STB), a specialised industrial PC with LAN and WLAN communication. The box is the central communication unit, connected to a control cabinet of a traffic light system at one side and via WLAN to standard PDAs in vehicles on the other side. The STB detects traffic flows and optimal switching strategies which can be put into reality by the connected traffic light and management systems.

This vehicle – STB – traffic light communication establishes a dynamic and co-operative control of the traffic flows. The communication could be established and the main traffic and control data was transferred.

The currently used proprietary communication protocols are being tested and validated in various field tests. Tests concerning the ability of the WLAN connection during various vehicle speeds, different environmental conditions such as building development or radio noise are currently being carried out. Furthermore issues of data security have to be addressed as well as the establishment of the currently developed standard for the car-to-car communication WLAN 802.11p.

The future steps will address the interaction of navigation systems in the concept of co-operative traffic lights. Then on the one hand the navigation system users could also be aware of the current states of the traffic light and the routing could take into account possible hold-ups caused by traffic lights. On the other hand traffic flows could be predicted in order to optimise the cycle times of traffic lights. This enables smooth traffic flows in spite of more participants of the individual traffic.

Furthermore the Set Top Boxes can be used as Road Side Units 10 also enabling car to car communication 11. The applications inside the car could be updated in order to acquire more driving concerning data such as road conditions or traffic situations. The data would be transferred to and computed by the STBs. The traffic information can then be used by the traffic management centrals or decentralised by distributing it to the passing vehicles. The usage of low-cost standard vehicle equipment could achieve a high coverage of communicating cars easily which is a central key point in encouraging co-operative car-to-car and of course car-to-infrastructure technologies.
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An Adaptive Cruise Control System based on Self-Learning Algorithm for Driver Characteristics

Lei Zhang, Jianqiang Wang and Keqiang Li
State Key Laboratory of Automotive Safety and Energy
Tsinghua University, Beijing 100084, China

Abstract. An Adaptive Cruise Control system prototype based on self-learning algorithm for driver characteristics is presented. To imitate the driver operations during car-following, a driver model is developed to generate the desired throttle depression and braking pressure. A self-learning algorithm for driver characteristics is proposed based on the Recursive Least Square method with forgetting factor. Using this algorithm, the parameters of the driver model are real-time identified from the data sequences collected during the driver manual operation state, and the identification result is applied during the system automatic control state. The system is verified in a driving assistance system testbed with electronic throttle and electro-hydraulic brake actuators. The experimental results show that the self-learning algorithm is effective and the system performance is adaptive to driver characteristics.

1 Introduction

With the traffic density increasing rapidly, car-following has become the most frequent driving scenario to the driver. In the vehicle active safety field, several types of driving assistance systems have been actualized for the car-following scenario such as Adaptive Cruise Control (ACC) [1], Stop & Go (S&G) [2] and Forward Collision Warning/Avoidance (FCW/FCA) [3]. The aims of the systems are to facilitate driver to maintain a safe and comfortable car-following state or to mitigate the workload of the driver [4]. Because of the interaction between the driver and the assistance system, the driver behavior and characteristics during car-following have been considered as important issues in system development.

The research on modeling driver behavior in car-following scenario dates back to the 1950s and many types of models were established with different approaches [5]. The classical method is using mathematic functions to represent the relationship between variables like host vehicle speed, acceleration, relative speed and distance headway, such as the Gazis-Herman-Rothery (GHR) model [6], the Gipps model [7] and the linear (Helly) model [8]. These models can be applied to the system control algorithm, but as the required outputs of the models are the desired vehicle motion states, complicated vehicle dynamics model needs to be added. Some models are designed to imitate the driver’s throttle and braking operations directly [9]. This method could avoid the vehicle dynamics problem such as the inverse model of vehicle longitudinal
dynamics. However, the parameters of these models are fixed during system operation and cannot be adaptive to individual driver car-following characteristics.

In this paper, a driver model is proposed to imitate throttle and braking operations of the driver and a self-learning algorithm for driver characteristics is designed based on Recursive Least Square (RLS) method with forgetting factor. Using this algorithm, the parameters of the driver model can be real-time identified from the data sequences collected during manual driving operation state, and the identification result is applied during the system automatic control state. The driver model and the self-learning algorithm are implemented in a driving assistance system test-bed and the functions of the system are validated by tests in real traffic.

2 Driver Behavior Test and Characteristics Analysis

The driver behavior during car-following is a significant factor for the development of driving assistance system. To investigate essential driver characteristics and establish driver behavior database, driver behavior tests in real traffic environment are executed and the signals including host vehicle speed, acceleration, depression of accelerator pedal/throttle, braking pressure, relative distance/speed to leading vehicle, and GPS information are recorded with 10Hz data capture frequency. Thirty drivers are invited as experimental subjects to drive on the city highway for 1 hour per person. The drivers are suggested to drive freely according to their own styles and habits.

The data sequences of steady car-following behavior, which corresponds to the ACC function, are extracted from the test data. This behavior is defined as that the driver controls the host vehicle to follow a constant leading vehicle steadily more than 15 seconds without braking and lane-changing. Two common variables are discussed in the data analysis to describe driver characteristics. One is Time Headway (\( THW \)):

\[
THW = \frac{D}{v}
\]

The other one is Time-to-Collision (\( TTC \), and its inverse \( TTCi \)):

\[
TTC = \frac{D}{v}, \quad TTCi = \frac{v}{D}
\]

Where: \( D \) is the distance between the host vehicle and the leading vehicle; \( v \) is the host speed vehicle; and \( v_r \) is the host vehicle’s relative speed to the leading vehicle.

The frequency contour of \( THW \) and \( TTCi \) of one driver’s steady car-following behavior is shown in Fig 1. The number on each area border (50%, 75%, 95% and 99%) in this figure means the percentage of the data points falling inside this border. It is clear that 50% of \( THW \) and \( TTCi \) data distribute in a relatively concentrated area where \( THW \) is around 1.2s to 2.6s and \( TTCi \) is around -0.05 to 0.05s\(^{-1}\). This phenomenon indicates that the driver prefers to keep \( THW \) and \( TTCi \) in specific ranges, and these two variables can be considered as the driver control targets during car-following for the driver model design.
Fig. 1. Frequency contour of THW and TTCi, steady car-following behavior, one driver.

3 The System Control Strategy

3.1 Control Strategy Structure

The structure of the ACC system control strategy is shown in Fig 2. The upper controller is a driver model to imitate the driver’s operation. The inputs of the model are the motion states of the leading vehicle and the host vehicle, and the outputs include desired throttle depression $Th_{des}$ and desired braking pressure $Pb_{des}$. The lower controller makes the electronic throttle and Electro-Hydraulic Brake (EHB) actuators follow the desired control variables with PID (Proportion-Integral-Differential) control algorithm.

3.2 Driver Model

According to the driver characteristics analysis of steady car-following behavior, the driver desires to obtain THW in his/her preferred range and TTCi around zero. This control target is implemented based on the variations of throttle depression and brake pressure. If THW and TTCi reach desired values and the leading vehicle drives in a constant speed, the driver will fix the throttle and keep the current speed. Based on
this analysis, a driver model is proposed:

\[ p_{des}(t) = Th_d(t) + K_{THW} \cdot [THW(t) - THW_d] + C_{TTCi} \cdot TTCi(t) \]  

Where: \( p_{des}(t) \) is generalized depression at time \( t \); \( Th_d(t) \) is steady throttle depression to keep the current host vehicle speed \( v(t) \); \( THW_d \) is the driver’s desired time headway; \( K_{THW} \) and \( C_{TTCi} \) are error gains of \( THW \) and \( TTCi \) respectively. Interpolation method is used for \( Th_d \) calculation based on the experimental calibration. The desired control variables, \( Th_{des} \) and \( Pb_{des} \), are calculated according to the value of the generalized depression \( p_{des} \). The throttle depression for idle-speed is 15. When \( p_{des}(t) > 15 \):

\[
\begin{align*}
Th_{des}(t) &= p_{des}(t) \\
Pb_{des}(t) &= 0
\end{align*}
\]  

Considering the driver’s operation delay at the switching between accelerator and brake pedal, the braking control is not activated immediately when \( p_{des}(t) \) falls below the idle-speed depression 15. When \( 15 \geq p_{des}(t) > 10 \):

\[
\begin{align*}
Th_{des}(t) &= 15 \\
Pb_{des}(t) &= 0
\end{align*}
\]  

When \( p_{des}(t) \leq 10 \):

\[
\begin{align*}
Th_{des}(t) &= 15 \\
Pb_{des}(t) &= B_{pb} \cdot [p_{des}(t) - 10]
\end{align*}
\]  

Where: \( B_{pb} \) is the gain from \( p_{des} \) to \( Pb_{des} \), whose value is set as -0.1, and the unit of the desired brake pressure \( Pb_{des} \) is MPa. The maximal value of \( Pb_{des} \) is set as 10MPa.

4 Self-Learning Algorithm for Driver Characteristics

The driver model could describe the driver characteristics and present the individual differences during car-following. The parameter \( THW_d \) presents the driver’s preferred following distance at same vehicle speed level and reflect his/her aggressive degree. The parameters \( K_{THW} \) and \( C_{TTCi} \) present the driver’s sensitivity of \( THW \) error and \( TTCi \) error. To improve the system’s adaptability of individual driver characteristics, a self-learning algorithm based on Recursive Least Square (RLS) method is proposed. The core idea of this algorithm is to identify the model parameters from the driver manual car-following drive state on-line and apply the identification result to the model during system automatic driver state. Because of the time-variability of the driver, it is supposed that the latest data of driver operation will describe the driver characteristics more accurately and therefore, forgetting factor is brought into the algorithm. The flow chart of this self-learning algorithm is shown in Fig 3.
After the system initialization, the signal collection of distance $D$, relative speed $v_r$, host vehicle speed $v$ and throttle depression $Th$ is enabled. The driver selects the drive states. During the driver manual control process, the algorithm starts the cycle to judge the car-following state and identify the parameters step-by-step. The system step length is 0.1s. The parameters $THW_d$, $K_{THW}$ and $C_{TTC_i}$ are identified from steady car-following data sequence.

The first condition is that the leading vehicle should be a constant target (i.e. no target changing such as cut-in and cut-out scenarios) and this condition is judged according to the variation of the distance signal. Furthermore, the driver is not controlling the brake system. At step $k$:

$$\begin{align*}
\Delta D &= |D(k) - D(k-1)| < 5 \\
B(k) &= 0
\end{align*}$$

(7)

If the first condition is satisfied, the algorithm will use the current data $D(k)$, $v_r(k)$, $v(k)$ and $Th(k)$ to start the iteration process of LRS method.

The observation vector of the iteration process is $h^i(k)$:
The output of the process is $z(k)$:

$$z(k) = T\theta(k) - T\theta_c(k)$$  \hspace{1cm} (9)

Where: $T\theta_c(k)$ is the current steady throttle which can be interpolated with $v(k)$. According to the standard linear square form, the parameter vector $\hat{\theta}(k)$ to identify in this process can be derived from Equation (1):

$$\hat{\theta}(k) = [\hat{\theta}_1(k) \hat{\theta}_2(k) \hat{\theta}_3(k)]^T = [K_{THW}(k) \ K_{THW}(k) \cdot THW_d(k) \ C_{TTC}(k)]^T$$  \hspace{1cm} (10)

The iteration algorithm of LRS method with forgetting factor is [10]:

$$K(k) = Q(k-1)h(k)[h^T(k)Q(k-1)h(k) + \mu]^{-1}$$

$$Q(k) = \frac{1}{\mu}[I - K(k)h^T(k)]Q(k-1)$$  \hspace{1cm} (11)

Where: $K(k)$ and $Q(k)$ are process matrices and $\mu$ is forgetting factor with value 0.9. The identified parameter vector of the driver model in this step is $P(k)$:

$$P_1(k) = [THW_d(k) \ K_{THW}(k) \ C_{TTC}(k)]^T$$

$$= [\hat{\theta}_1(k) \hat{\theta}_2(k) \hat{\theta}_3(k)]^T$$  \hspace{1cm} (12)

After obtaining $P(k)$, the second condition is that the parameters should be in proper ranges. These ranges are provided by the off-line parameter identification results of the driver real traffic steady car-following data sequences with linear square method, which are shown in Table 1. The proper range of each parameter is selected as its 25% to 75% accumulation frequency.

**Table 1. Data Statistics of Driver Model Parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Std</th>
<th>Max</th>
<th>Min</th>
<th>25%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$THW_d$</td>
<td>1.80</td>
<td>3.18</td>
<td>56.51</td>
<td>0.15</td>
<td>0.9</td>
<td>2.3</td>
</tr>
<tr>
<td>$K_{THW}$</td>
<td>44.26</td>
<td>50.68</td>
<td>408.35</td>
<td>0.10</td>
<td>6</td>
<td>95</td>
</tr>
<tr>
<td>$C_{TTC}$</td>
<td>-157.3</td>
<td>129.4</td>
<td>-0.96</td>
<td>-842.7</td>
<td>-20</td>
<td>-300</td>
</tr>
</tbody>
</table>

When the identified $P(k)$ is in the proper ranges, the parameters will be inspected by the third condition to judge if the identified result tends to be steady correspondingly:

$$\Delta_n = \max(\Delta_{THW}(k), \Delta_{THW}(k), \Delta_{C}(k)) < \varepsilon$$  \hspace{1cm} (13)
Where:

\[
\Delta_{THW}(k) = \frac{THW_d(k) - THW_d(k-1)}{THW_d(k)}
\]  \hspace{1cm} (14)

\[
\Delta_K(k) = \frac{K_{THW}(k) - K_{THW}(k-1)}{K_{THW}(k)}
\]  \hspace{1cm} (15)

\[
\Delta_C(k) = \frac{C_{TTCi}(k) - C_{TTCi}(k-1)}{C_{TTCi}(k)}
\]  \hspace{1cm} (16)

\(\varepsilon\) is the threshold, which is 0.5% in this algorithm.

Because that the driver state is time-varied, the identified parameters are always fluctuating. In order to find the parameters describing the driver characteristics as precisely as possible, an accumulation method is used:

\[
P_{sum} = P_{sum} + P_s(k)
\]  \hspace{1cm} (17)

All parameters satisfied the conditions are accumulated to \(P_{sum}\) and when the drive state switches to system automatic driving, the current parameter vector \(P_s\) is called by the driver model:

\[
P_s = \frac{P_{sum}}{N}
\]  \hspace{1cm} (18)

Where: \(N\) is the counter of the parameters.

With the running time increasing, the algorithm will accumulate more identified results from driver manual operation and the learning effect will be improved. The driver model will be closer to the driver average characteristics. During the algorithm running process, if any of the three conditions are not satisfied, the iteration will be stopped and the current \(P_{sum}\) and \(N\) will be held. Until new proper parameters are identified, the accumulation will be continued.

## 5 System Verification in Driving Assistance System Test-bed

A test-bed on a passenger car is developed to verify the system functions including driver characteristics self-learning algorithm and ACC. During the self-learning algorithm verification experiment, a driver subject drives the test-bed vehicle in real traffic and the self-learning algorithm runs online synchronously to identify the model parameters. The parameter identification test continues for 600 seconds to make the results closer to the driver average characteristics, Fig 4 gives the driver manual operation data sequence when following a specified leading vehicle. Fig 5 shows the parameter identification process from this data sequence. It is indicated that the algorithm is effective and the parameters tend to be stable gradually after some fluctuation at the beginning. At the end of the test, the final identification results are: \(THW_d = 1.84, K_{THW} = 33.5, C_{TTCi} = -109.5\).
Fig. 4. Data sequences of driver manual car-following.

Fig. 5. Driver model parameters on-line identification result.
Using these identified parameters, the system is switched to ACC mode and Fig 6 shows a data sequence of system automatic car-following. The system can track the leading vehicle’s speed steadily and keep safety distance. The control performances of the upper and lower controllers are both favorable.

![Fig. 6. The performance of the system ACC function.](image)

More experiments of ACC verification are carried out in real traffic and the system performance is analyzed with $THW-TTCi$ frequency contour, which is shown in Fig 7.

![Fig. 7. Frequency contour of $THW$ and $TTCi$ during system control.](image)

Comparing with Fig.1, it is indicated that the overall data distributions (99% percentage) of the system and the driver are similar. Based on the parameter identified from the driver behavior, the system performance is adaptive to the driver characteristics...
and gives the driver comfortable riding experience. Furthermore, the 50% and 75% areas of system performance are more centralized than the driver. This result indicates that the THW and TTCi fluctuations during system control state are much smaller and the system is more stable than the driver.

6 Conclusions

In this paper, an Adaptive Cruise Control system prototype with self-learning functions is developed on a passenger car test-bed.

(1) Driver real traffic tests are carried out and the driver behavior database for the system upper controller design is established. The data analysis of steady car-following show that the driver prefers to keep THW and TTCi in specific ranges, and a driver model is designed based on this result.

(2) The Recursive Least Square method with forgetting factor can identify the driver model parameters online from data sequence of driver manual operation state, and the self-learning algorithm for driver characteristics is proposed with this method.

(3) The experimental results show that the ACC system can be adaptive to the driver characteristics automatically with the learned parameters. The system has similar performance with the driver manual operation and favorable acceptability of driver.
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Abstract. In this paper we propose a planning procedure for serving freight transportation requests (i.e. orders) in a railway network in which the terminals are provided with innovative transfer systems. We consider a consolidated transportation system where different customers make their own requests for moving boxes (either containers or swap bodies) between different origins and destinations, with specific requirements on delivery times. The decisions to be taken concern the path (and the corresponding sequence of trains) that each box follows over the network and the assignment of boxes to train wagons, taking into account that boxes can change more than one train during their path and that train timetables are fixed. This planning problem is divided in two sequential phases: a preprocessing analysis for which a specific algorithm is provided and an optimization phase for which a mathematical programming formulation is proposed. The effectiveness of the proposed procedure is tested on a set of randomly generated instances.

1 Introduction

This work deals with the definition of a planning procedure for a centralized decision maker that must provide a transportation service to different customers by using an available railway infrastructure. The transportation demand from customers is given by a set of orders characterized by a certain number of boxes (in general of different types), an origin, a destination and time delivery specifications. The transportation offer is a railway network in which the number of trains, their schedules and paths are fixed. This railway network is innovative since the terminals are supposed to be equipped with rapid (horizontal) transfer systems for containers and swap bodies. This implies that a container can move from an origin to a destination terminal by changing different trains on its path, as it happens to passengers. Moreover, a peculiar characteristic of the proposed approach is that boxes of the same order can follow different paths on the network.

In the literature it is possible to find many planning approaches for intermodal transportation systems involving modelling and optimization techniques, that can be classified according to the considered planning level, i.e. strategic, tactical and operational, as it is deeply described in [1] and [2]. The problem faced in this paper can be considered as an operational problem combining two important decision aspects. The former
decision concerns which path a box must follow on the network and in which terminals it must change the train. This aspect is also treated in tactical problems, i.e. service network design problems, as described in [3], in which the optimal paths are searched for aggregated cargo flows instead of single load units as in the present paper. The latter decision aspect deals with the assignment of boxes to wagons of the trains selected to transport them. This aspect has been treated in [4], where rapid transshipment yards are considered as in the present paper; moreover, in [5] a load planning problem, i.e. the assignment of containers to train slots, is treated. In addition, differently from [6] and [7], we assume the train scheduling and routing as given and fixed. Therefore, the problem described in this paper provides a new approach for a planning procedure in a railway network with rapid rail-rail transfers, in which, for each box, the decisions to be taken concern the route to cover, the trains and the wagons to be placed in. Even though all these aspects have been already treated in various works that can be found in the literature, the main novelty of this paper (a preliminary version of this work can be found in [8]) stands in the consideration of all these decision aspects together.

The planning procedure is divided in two sequential phases, so that the output data of the former phase are input data of the latter. In the former phase, called preprocessing, each order is considered separately: by taking into account the network structure, the timetables and routes of trains, the origin, destination and time requirements of orders, all the sequences of trains that can be used for serving the boxes of the considered order are computed. In the latter phase, called optimal assignment, the assignment of each box to a train sequence and to a wagon of the trains composing the sequence is obtained by considering all the sequences of trains for each order and by taking into account some specific data about boxes and wagons. This is the result of a specific mathematical programming problem.

These two phases of the proposed planning procedure are described, respectively, in Section 2 and in Section 3. The effectiveness of this procedure is then verified with some experimental tests reported in Section 4. The conclusions and future developments of the work are then described in Section 5.

2 Preprocessing

The railway network is described by means of a directed graph \( G = (N, L) \) where nodes represent railway terminals and links are railway connections between terminals. The input data of the preprocessing are referred to nodes of the network, a set \( R \) of trains and a set \( O \) of orders:

- \( \delta_n \), fixed cost for handling one box at terminal \( n \in N \)
- \( \rho_n \), hourly cost for the storage of one box at terminal \( n \in N \)
- \( N_l \), number of links covered by train \( r \in R \)
- \( \mathbf{L}_r \), vector \( 1 \times N_l \) indicating the path (as a sequence of links) covered by train \( r \in R \)
- \( t_{r, l}^{\text{dep}} \), expected departure time on link \( l \) in \( \mathbf{L}_r \) for train \( r \in R \)
- \( t_{r, l}^{\text{arr}} \), expected arrival time on link \( l \) in \( \mathbf{L}_r \) for train \( r \in R \)
- \( n_o^O \), origin railway terminal for order \( o \in O \)
- \( n_o^D \), destination railway terminal for order \( o \in O \)
- \( t_o \), time instant in which goods of order \( o \in O \) are ready at the origin node
$t_{\min,o}$ minimum delivery time instant for order $o \in \mathcal{O}$

$t_{\max,o}$ maximum delivery time instant for order $o \in \mathcal{O}$

$Np_o$ number of alternative paths connecting the origin and destination nodes of order $o \in \mathcal{O}$

$Nl_{o,p}$ number of links of path $p = 1, \ldots, Np_o$ of order $o \in \mathcal{O}$

$\mathbf{L}_{o,p}$ vector $1 \times Nl_{o,p}$ indicating the sequence of links of path $p = 1, \ldots, Np_o$ of order $o \in \mathcal{O}$

$\zeta_{o,p}$ cost of path $p = 1, \ldots, Np_o$ of order $o \in \mathcal{O}$ (this cost is related to the priority of path $p$ in comparison with the other paths of the same order; we set $\zeta_{o,p} = 1$ for the primary path, $\zeta_{o,p} = 1.1$ for the secondary path, and so on)

![Graph $G_{o,p}$ in case $Nl_{o,p} = 3$.](image)

The preprocessing phase identifies all the feasible train sequences for each order by analysing one order at a time and, for each order, each path singularly. Then, proceeding backward from the last link of a path, i.e. the last element of vector $\mathbf{L}_{o,p}$, to the first link, it is necessary to verify whether a train can be used on the considered link. For the last link of a path this is obtained finding all trains arriving in time with respect to the maximum delivery time $t_{\max,o}$ and leaving not before the time $t_{\in,o}$ in which goods are ready at the origin. Going backward, considering the trains selected for a link, we search for those trains in the previous link such that the time connections are respected and, again, the departure time is not before $t_{\in,o}$.

For each order and for each of the $Np_o$ paths of the order, this procedure leads to the creation of a graph composed of $Nl_{o,p}$ partitions. Let us define this graph as $\mathcal{G}_{o,p} = (\mathcal{N}_{o,p}, \mathcal{L}_{o,p})$. As shown for example in Fig. 1 for $Nl_{o,p} = 3$, we denote the set of nodes in the different partitions as $\mathcal{N}^i_{o,p}$, $i = 1, \ldots, Nl_{o,p}$, and the set of links as $\mathcal{L}^{i,i+1}_{o,p}$, $i = 1, \ldots, Nl_{o,p} - 1$. Each node in $\mathcal{N}^i_{o,p}$ is a feasible train in the $i$-th railway link of path $p$ of order $o$ and each link of $\mathcal{L}^{i,i+1}_{o,p}$ represents the fact that the connected nodes (i.e. trains) are adjacent in a train sequence. For this reason, after creating this graph, all the train sequences are obtained as all the possible paths in this graph. In the following, the backward procedure for the construction of graph $\mathcal{G}_{o,p}$ for order $o$ and for a given path $p \in \{1, \ldots, Np_o\}$ is described. In this procedure the constant $\Delta t$
represents the time necessary for a box unloaded from a train in a terminal to be ready for being loaded on another train, and $R_l$ represents the set of trains covering link $l$.

initialize $m = N_{l_o,p}$;
set $l$ as the last link of the path;

foreach $r$ in $R_l$ do
  if $t_{r,l}^{\text{arr}} \leq t^{*}_{r,l} \text{ and } t_{r,l}^{\text{dep}} \geq t^n_o$ then
    add $r$ in $N_{o,p}^m$.
  end
end

foreach $\rho$ in $N_{o,p}^m$ do
  set $t^{\rho,m}_o = t_{o,l}^{\text{dep}} - \Delta t$
end

for $i=m-1$ to 1 do
  set $l$ as the $i$-th link of the path;
  foreach $\rho$ in $N_{o,p}^{i+1}$ do
    foreach $r$ in $R_l$ do
      if $t_{r,l}^{\text{arr}} \leq t^{*}_{o,m} \text{ and } t_{r,l}^{\text{dep}} \geq t^n_o$ then
        add $r$ in $N_{o,p}^i$;
        add link $(r, \rho)$ in $L_{i,i+1}$;
      end
    end
  end
end

After the completion of the backward procedure constructing the graph $G_{o,p}$, a forward procedure is applied which, for each order $o$ and for each path $p$, $p = 1, \ldots, N_{p_o}$, identifies $N_{s_{o,p}}$ train sequences. Each train sequence $S_{o,p,s}$, $s = 1, \ldots, N_{s_{o,p}}$, is a vector $1 \times N_{l_o,p}$ listing the trains for each link of path $p$ for order $o$. While proceeding forward in the graph, the cost associated with each train sequence is computed. For each train sequence, let $\varphi_{o,p,s}^n \in \{0, 1\}$ denote whether the box changes train in terminal $n \in N$ (without considering the origin and destination terminal) and $H_{o,p,s}^n$ denote the time (in hours) in which a box is stored at terminal $n \in N$. Then the cost $C_{o,p,s}$ for the sequence $s$ of path $p$ for order $o$ is computed as follows:

$$C_{o,p,s} = \zeta_{o,p} \sum_{i=1}^n \left( \varphi_{o,p,s}^n \cdot \delta_i + H_{o,p,s}^n \cdot \rho_n \right) \quad (1)$$

Finally, we need to define the following sets to state the planning problem described in Section 3:

- $R_{o,p,s}$, $p = 1, \ldots, N_{p_o}$, $s = 1, \ldots, N_{s_{o,p}}$, is the set of trains included in sequence $s$ of path $p$ for order $o$;
- $S^U_{o,p,n,r} = 1, \ldots, N_{p_o}, n \in N_r, r \in R_n$ is the set gathering the indices of sequences of path $p$ for order $o$ so that boxes are unloaded from train $r$ at node $n$ (by definition, it is $S^U_{o,p,n,r} \subseteq \{1, \ldots, N_{s_o,p}\}$);
- $S^L_{o,p,n,r} = 1, \ldots, N_{p_o}, n \in N_r, r \in R_n$ is analogous to the previous set but refers to loading operations;
- $S^T_{o,p,n,r} = 1, \ldots, N_{p_o}, n \in N_r, r \in R_n$ refers to transfer operations (i.e. trains that pass a given node and do not involve any loading or unloading operations).

### 3 Optimal Assignment

The definition of the optimization problem is based on the output data of the preprocessing phase as well as the following input data:

- $N_{b_o}$ number of boxes associated with order $o \in O$
- $\pi_{o,b}$ length of box $b = 1, \ldots, N_{b_o}$ of order $o \in O$
- $\omega_{o,b}$ weight of box $b = 1, \ldots, N_{b_o}$ of order $o \in O$
- $\Omega_r$ maximum bearable weight for train $r \in R$
- $K_r$ cost related to the use of train $r \in R$
- $N_{w_r}$ number of wagons of train $r \in R$
- $\Omega_{r,w}$ maximum bearable weight of wagon $w = 1, \ldots, N_{w_r}$ of train $r \in R$
- $\Pi_{r,w}$ length of wagon $w = 1, \ldots, N_{w_r}$ of train $r \in R$
- $\sigma_n$ maximum number of handling operations (loading and unloading) for each train at terminal $n \in N$ (this term depends on the handling capacity provided by each terminal)

The problem decision variables are listed in the following:

- $y_{o,b,p,s} \in \{0, 1\}, o \in O, b = 1, \ldots, N_{b_o}, p = 1, \ldots, N_{p_o}, s = 1, \ldots, N_{s_o,p}$, assuming value 1 if box $b$ of order $o$ is assigned to sequence $s$ of path $p$, otherwise equal to 0;
- $x_{o,b,p,s,r,w} \in \{0, 1\}, o \in O, b = 1, \ldots, N_{b_o}, p = 1, \ldots, N_{p_o}, s = 1, \ldots, N_{s_o,p}, r \in R_{o,p,s}, w = 1, \ldots, N_{w_r}$, assuming value 1 if box $b$ of order $o$ is assigned to wagon $w$ of train $r$ in sequence $s$ of path $p$, otherwise equal to 0;
- $z_r \in \{0, 1\}, r \in R$, assuming value 1 if train $r$ is used, otherwise equal to 0.

The planning problem is formulated as a 0/1 linear programming (LP) problem whose objective function considers the cost terms associated with train sequences (computed in the preprocessing phase) and train costs.

**Problem 1.**

$$\min_{y_{o,b,p,s}, x_{o,b,p,s,r,w}} \sum_{o \in O} N_{b_o} \sum_{b = 1} N_{p_o} \sum_{s = 1} N_{s_o,p} C_{o,p,s} \cdot y_{o,b,p,s} + \sum_{r \in R} K_r \cdot z_r$$

subject to

$$\sum_{p = 1} N_{p_o} \sum_{s = 1} y_{o,b,p,s} = 1 \quad o \in O, b = 1, \ldots, N_{b_o}$$
\[ \sum_{w=1}^{N_{w_r}} x_{o,b,p,s,r,w} = y_{o,b,p,s} \quad o \in \mathcal{O} \quad b = 1, \ldots, N\mathcal{B}_o \quad p = 1, \ldots, N\mathcal{P}_o \quad s = 1, \ldots, N\mathcal{s}_{o,p} \quad r \in \mathcal{R}_{o,p,s} \quad (4) \]

\[ \sum_{o \in \mathcal{O}} \sum_{b=1}^{N\mathcal{B}_o} \sum_{p=1}^{N\mathcal{P}_o} \sum_{s=1}^{N\mathcal{s}_{o,p}} \sum_{r \in \mathcal{R}_{o,p,s}} \sum_{w=1}^{N_{w_r}} \omega_{o,b} x_{o,b,p,s,r,w} \leq \Omega_r z_r \quad n \in \mathcal{N} \quad r \in \mathcal{R}_n \quad (5) \]

\[ \sum_{o \in \mathcal{O}} \sum_{b=1}^{N\mathcal{B}_o} \sum_{p=1}^{N\mathcal{P}_o} \sum_{s=1}^{N\mathcal{s}_{o,p}} \sum_{r \in \mathcal{R}_{o,p,s}} \sum_{w=1}^{N_{w_r}} \pi_{o,b} x_{o,b,p,s,r,w} \leq \Pi_{r,w} \quad n \in \mathcal{N} \quad r \in \mathcal{R}_n \quad w = 1, \ldots, N_{w_r} \quad (6) \]

\[ \sum_{o \in \mathcal{O}} \sum_{b=1}^{N\mathcal{B}_o} \sum_{p=1}^{N\mathcal{P}_o} \sum_{s=1}^{N\mathcal{s}_{o,p}} \sum_{r \in \mathcal{R}_{o,p,s}} \sum_{w=1}^{N_{w_r}} \omega_{o,b} x_{o,b,p,s,r,w} \leq \Omega_{r,w} \quad n \in \mathcal{N} \quad r \in \mathcal{R}_n \quad w = 1, \ldots, N_{w_r} \quad (7) \]

\[ \sum_{o \in \mathcal{O}} \sum_{b=1}^{N\mathcal{B}_o} \sum_{p=1}^{N\mathcal{P}_o} \sum_{s=1}^{N\mathcal{s}_{o,p}} \sum_{r \in \mathcal{R}_{o,p,s}} \sum_{w=1}^{N_{w_r}} x_{o,b,p,s,r,w} \leq \sigma_n \quad n \in \mathcal{N} \quad r \in \mathcal{R}_n \quad (8) \]

\[ y_{o,b,p,s} \in \{0, 1\} \quad o \in \mathcal{O} \quad b = 1, \ldots, N\mathcal{B}_o \quad p = 1, \ldots, N\mathcal{P}_o \quad s = 1, \ldots, N\mathcal{s}_{o,p} \quad (9) \]

\[ x_{o,b,p,s,r,w} \in \{0, 1\} \quad o \in \mathcal{O} \quad b = 1, \ldots, N\mathcal{B}_o \quad p = 1, \ldots, N\mathcal{P}_o \quad s = 1, \ldots, N\mathcal{s}_{o,p} \quad r \in \mathcal{R}_{o,p,s} \quad w = 1, \ldots, N_{w_r} \quad (10) \]

\[ z_r \in \{0, 1\} \quad r \in \mathcal{R} \quad (11) \]

Constraints (3) impose that each box of each order is assigned to one and only one train sequence, while (4) impose the relation between \( y_{o,b,p,s} \) and \( x_{o,b,p,s,r,w} \) variables. Constraints (5) concern the maximum weight that each train can bear and define the relation between \( x_{o,b,p,s,r,w} \) and \( z_r \) variables. Constraints (6) and (7) impose that boxes assigned to wagons must be compatible with the wagon length and the weight limitations for each wagon. Constraints (8) regard the maximum handling operations that can be performed for each train at a given terminal.

### 4 Experimental Results

We coded the preprocessing analysis and the optimization procedure in C\# using Cplex 11.0 as 0/1 LP solver. Then we ran some experiments to evaluate the performance of the
proposed planning approach, after having introduced in the statement of Problem 1 the possibility of not assigning all the boxes. To do this, we transformed equality constraints (3) into not greater or equal to inequalities and we added in the cost function the penalty term

\[ M \cdot \sum_{o \in O} \sum_{b=1}^{N_{o,b}} \left( 1 - \sum_{p=1}^{N_{p,o}} \sum_{s=1}^{N_{s_o,p}} y_{o,b,p,s} \right) \]

in order to minimize the number of possibly not assigned boxes (here \( M \) is a constant much larger than any other constant in the objective function).

We analysed two different scenarios for the network and trains, one called Small scenario (7 nodes, 20 links and 56 trains) and the other called Large scenario (10 nodes, 34 links and 98 trains). The considered planning horizon is one week, 2 types of wagons and 13 typologies of boxes are taken into account, each train covers either 2 or 3 links and has a number of wagons between 6 and 10. Data about orders were randomly generated: in particular, we generated 6 groups of 5 instances, called SmallA (20 orders and \( 3 \div 5 \) boxes per order), SmallB (30 orders and \( 4 \div 5 \) boxes per order), SmallC (40 orders and \( 5 \div 7 \) boxes per order) for the small scenario, whereas LargeA (40 orders and \( 2 \div 4 \) boxes per order), LargeB (50 orders and \( 4 \div 6 \) boxes per order), LargeC (60 orders and \( 6 \div 8 \) boxes per order) for the large scenario. We applied the preprocessing computation and, then, we solved these instances imposing the time limit of 2h for the Cplex solver. The tests were executed on a 2.8 GHz Pentium 4 computer with 2 GB of RAM.

In Table 1 we report the number of variables of the 0/1 LP formulation, the CPU time needed to solve the instance (in seconds), the percentage optimality gap, the number of not assigned boxes in the solution and the number of boxes that the solver proved that cannot be assigned in the optimal solution. We only show the computation time of Cplex solver because the computation time for preprocessing and model building can be considered irrelevant as it was always lower than 30 seconds. Note that, having penalized in the objective function the choice of not serving boxes, the last two columns in Table 1 are obtained as

\[ \text{NotAssSol} = \left\lfloor \frac{\text{Objective}}{M} \right\rfloor \quad \text{NotAssProv} = \left\lfloor \frac{\text{LowerBound}}{M} \right\rfloor \]

where \( \text{LowerBound} \) denotes the value of the best lower bound found by the solver. We computed the optimality gap as

\[ \text{OptimGap} = \frac{(\text{Objective} \mod M) - (\text{LowerBound} \mod M)}{\text{Objective} \mod M} \cdot 100 \]

where the operator \( \mod \) finds the remainder of the integer division between two numbers. In this way \( \text{Objective} \mod M = \text{Objective} \) and \( \text{LowerBound} \mod M = \text{LowerBound} \), when \( \text{NotAssSol} = 0 \) and \( \text{NotAssProv} = 0 \), but when not all the boxes are assigned, i.e., \( \text{NotAssSol} \neq 0 \) and \( \text{NotAssProv} \neq 0 \), the gap is computed by considering the objective function and the lower bound without the penalization terms.

Analysing the results in Table 1, we can note that the instances corresponding to the small scenario are solved in a satisfactory way, showing increasing difficulty form
Table 1. Cplex performances.

<table>
<thead>
<tr>
<th>Instance ID</th>
<th>No. of variables</th>
<th>CPU time</th>
<th>OptimGap</th>
<th>NotAssSol</th>
<th>NotAssProv</th>
</tr>
</thead>
<tbody>
<tr>
<td>SmallA1</td>
<td>16376</td>
<td>2216</td>
<td>opt.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallA2</td>
<td>25865</td>
<td>7200</td>
<td>7.83</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallA3</td>
<td>25657</td>
<td>7200</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallA4</td>
<td>32048</td>
<td>7200</td>
<td>2.85</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallA5</td>
<td>19932</td>
<td>7200</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallB1</td>
<td>36444</td>
<td>7200</td>
<td>5.77</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallB2</td>
<td>41232</td>
<td>7200</td>
<td>3.28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallB3</td>
<td>47097</td>
<td>7200</td>
<td>5.40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallB4</td>
<td>44067</td>
<td>7200</td>
<td>2.57</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallB5</td>
<td>36086</td>
<td>7200</td>
<td>5.76</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallC1</td>
<td>55573</td>
<td>7200</td>
<td>3.06</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>SmallC2</td>
<td>72174</td>
<td>7200</td>
<td>4.76</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>SmallC3</td>
<td>81883</td>
<td>7200</td>
<td>3.55</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>SmallC4</td>
<td>74098</td>
<td>7200</td>
<td>8.77</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SmallC5</td>
<td>63387</td>
<td>7200</td>
<td>3.69</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>LargeA1</td>
<td>35127</td>
<td>7200</td>
<td>5.66</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeA2</td>
<td>44353</td>
<td>7200</td>
<td>11.98</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeA3</td>
<td>29663</td>
<td>7200</td>
<td>2.54</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeA4</td>
<td>43084</td>
<td>7200</td>
<td>5.27</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeA5</td>
<td>43224</td>
<td>7200</td>
<td>5.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeB1</td>
<td>83596</td>
<td>7200</td>
<td>11.48</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeB2</td>
<td>95004</td>
<td>7200</td>
<td>10.22</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeB3</td>
<td>84891</td>
<td>7200</td>
<td>-0.02</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>LargeB4</td>
<td>72837</td>
<td>7200</td>
<td>10.13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeB5</td>
<td>94950</td>
<td>7200</td>
<td>9.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LargeC1</td>
<td>133251</td>
<td>7200</td>
<td>9.78</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>LargeC2</td>
<td>136996</td>
<td>7200</td>
<td>54.54</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>LargeC3</td>
<td>163414</td>
<td>7200</td>
<td>+∞</td>
<td>424</td>
<td>0</td>
</tr>
<tr>
<td>LargeC4</td>
<td>136600</td>
<td>7200</td>
<td>11.21</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>LargeC5</td>
<td>140435</td>
<td>7200</td>
<td>8.04</td>
<td>12</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Cplex performances for group LargeC with time limit of 5 hours.

<table>
<thead>
<tr>
<th>Instance ID</th>
<th>CPU time</th>
<th>OptimGap</th>
<th>NotAssSol</th>
<th>NotAssProv</th>
</tr>
</thead>
<tbody>
<tr>
<td>LargeC1</td>
<td>18000</td>
<td>9.78</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>LargeC2</td>
<td>18000</td>
<td>54.54</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>LargeC3</td>
<td>18000</td>
<td>6.00</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>LargeC4</td>
<td>18000</td>
<td>6.87</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>LargeC5</td>
<td>18000</td>
<td>8.04</td>
<td>12</td>
<td>2</td>
</tr>
</tbody>
</table>

The instances of the large scenario appear more difficult; in the groups LargeA and LargeB all boxes are assigned, except for instance LargeB3 (in this instance the negative gap, that should be impossible by definition of the lower bound, must be considered as a proof of one more box impossible to serve, then it loses its usual
meaning). Finally, the results for the instances of group \textit{LargeC} are not very satisfactory. We also solved the instances of group \textit{LargeC} by imposing a time limit for Cplex of 5 hours (as shown in Table 2). For some instances we obtained a significant improvement, whereas for some other instances we found the same results produced after 2 hours of computation.

The groups of instances which can be considered more representative of a real case are groups \textit{LargeB} and \textit{LargeC}. They correspond to a network with 10 terminals and 34 links and to an average request of moving 250 and 420 boxes, respectively. These data can be considered quite realistic, at least for the first implementations in Italy of this innovative railway network that now is not yet applied. Moreover, we consider a time horizon of a week and, again, we think the choice of a weekly planning can make sense in a real application. These computational results make us think that the proposed planning procedure could be applied to a real system if the planning is realized off-line one or two days before the considered horizon. In this case, a much higher time limit (than 5 hours) could be set for the solver, thus probably yielding better solutions. Instead, if the solutions are needed in a short time and larger instances must be considered, it is necessary to develop different approaches (i.e. heuristic techniques) for addressing this planning problem.

5 Conclusions

In this paper we propose a planning procedure in order to meet transportation requests by using the railway network. The considered railway system is innovative because the terminals are supposed to be equipped with fast and automatic handling systems, allowing to make containers change different trains on their path from origin to destination. The solution to this planning problem has been divided in two phases: first the pre-processing analysis and, second, the optimization (solution of a 0/1 LP problem). To evaluate the effectiveness of the proposed planning approach we performed some experimental tests using a set of 30 random generated instances characterized by different dimensions.

The results obtained from these preliminary tests make us think that the proposed approach could be applied to a real system, but further extensions and investigations are needed as well. In fact, since the experimental tests were not completely satisfactory for the largest instances, some further heuristic techniques (e.g., based on relaxation or decomposition) are needed to speed-up and simplify the problem solution. These aspects will be considered in the future development of our research.
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Abstract. The transportation of hazardous material on congested motorways is an area of increasing concern for public safety and environmental awareness. This paper aims at developing a methodology with an original approach in making an attempt to encompass both professional experience and theoretical knowledge with application oriented studies from disparate areas related to the commercial transportation of HAZMATs on motorway, intimately linked with the “sustainable transportation” paradigm. The main objective is to assess quantitatively the acceptability of the Individual and Societal Risks connected with the transportation of HAZMATs. In addition, we propose a real time model of a Decision Support System for HAZMAT transportation on a sustainable oriented motorway environment. Finally, we offer an application of the proposed model. The case study involves a stretch of A4 motorway in the North-East of Italy.

1 Introduction

Economic globalization favors the increase of geographic mobility involving the expansion of transportation systems that is joined with the rise in land prices and the increase of air and noise pollution. In this world development [13], dangerous goods are used in many processes in industry all over the world and this has been justified by the economic revenue generated by their use. A dangerous good (named hazardous material or HAZMAT almost exclusively in the United States) is any solid, liquid, or gas that can harm people, other living organisms, property, or the environment. Due to its nature, every production, storage and transportation activity related to the use of HAZMAT have many risks for both society and environment and are often subject to chemical regulations. In this scenario, a new factor has acquired more and more importance: sustainability. Sustainability [5] is a systemic concept that relates to the continuity of economic, social, institutional and environmental aspects of human society. As HAZMATs are transported throughout the world in a great number of road shipments, their commercial transportation could be catastrophic and poses risks to life, health,
property, and the environment due to the possibility of an unintentional release. Transportation of HAZMATs on road actually represents a potentially high risk in regard to the nature of the HAZMAT carried by trucks and the physiochemical events associated with these materials (radioactivity, explosion, toxicity, corrosion etc.), the localization and the density of the concerned (population, economic activities, buildings, networks, infrastructures, natural areas etc.), the characteristics and state of the roads (topography, layout, tunnels etc.), the density of the traffic, and the environmental conditions (weather, natural events etc.). While HAZMAT accidents are rare events, in a sustainable vision of development it is necessary to integrate risk mitigation and prevention measures into the transportation management in order to avoid the risks turning into real events. In spite of this issue, HAZMAT type, quantity, itinerary and delivery time are not precisely known by the public authorities, the highway and motorway companies, and the population. As a consequence, one of the main objectives of research in this field is to provide appropriate answers to the safety management of HAZMAT shipments, in collaboration with the principal parties involved in the goods transportation process. Researches in this area [6], focuses on two main issues: i) to assess the risk induced on the population by HAZMAT vehicles traveling on the road network; ii) to involve the selection of the safest routes to take.

1.1 Problem Definition

In Italy about 80% of road traffic is represented by the delivery of goods, and the overall trend in Europe seems to predict an increase of 30% within 2010. About 18% of this freight traffic is currently represented by HAZMAT transportation, but a clear awareness of HAZMAT transportation world flows on road and on the other transportation modes - as well as of the related security and safety aspects - is not present yet, at least from a social and economic point of view. Intelligent Transportation System technologies have also made possible the gradual reduction in journey times and thus opening up new economic horizons, with the conquest of wider markets. The freedom gained by the ease of movement, however, has a cost in terms of environmental impact, quality of life and safety. The risk is that the increasing demand for current and especially future can make that the cost is no longer sustainable. However, the actual accident risk and impact is not calculated. In addition, when, due to unforeseen events (traffic jams, accidents, etc.), they need to change route, they do not have any particular guidance on the safest alternative route. Motorways are one of the most important supporting infrastructures of transportation networks: they assure efficient and safe mobility of persons and goods in the world and represent the largest part of the built environment. Motorway is a term for both a type of road and a classification or designation. Motorways are high capacity roads designed to carry fast motor traffic safely. In the E.U. they are predominantly dual-carriageway roads with a minimum of two lanes in each direction and all have grade-separated access. Motorways are comparable with North American freeways as road type, and interstates as classification. In Italy, according to [3], HAZMATs transportation by road should require constant monitoring (tracking and tracing) of vehicles and cargo handled. This requirement involves a series of obligations to which must meet companies under the European Agreement concerning the International Carriage of Dangerous Goods by Road (ADR). As a consequence, motorway concessionaires
must adopt real time systems to monitor HAZMATS carried and support the decisions on the transportation (MAS Monitoring - Alarm - Alerts).

2 Problem Solution

In Fig. 1 we propose a real time decision support system (DSS) model for monitoring of HAZMAT vehicles, aiming at solving the above stated problems.

Such system should aim at calculating and evaluating in real time the individual and societal risk related to the transit of HAZMAT on the motorway network. Then, it should allow a monitoring in real time of the means transporting HAZMAT, a risk assessment derived from the carriage, the alert and notification of emergencies, and an anomalies reporting for a subsequent planned intervention. The model derives from the application of the quantitative risk assessment (QRA) methodology presented in Fig. 2(a).

We must take into consideration the following cause-effect chain which can be associated to a vehicle transporting one or more HAZMATS: the vehicle may be subject to a road accident (accident); the accident may cause the release of material transported (release); the release may cause a series of events (incident); the incident has an effect in the area surrounding the point accident. The model refers to damage to persons and in particular to death. The model of risk assessment derived from road transportation of HAZMAT is presented by a schematic representation in Fig. 2(b).

Risk assessment is typically structured as a process resulting from the interaction among the transportation network (in this case motorway), the vehicle (or better the traveling risk source), and the impact area. The model evaluates simultaneously the consequences and the frequencies of occurrence of possible scenarios. This makes it possible to assess
quantitatively the individual risk and the societal risk (if the distribution of the people liable to be exposed is at hand). A complete assessment of the risks due to HAZMAT by road would require to consider all the possible weather situations, all the kinds of accidents, with all the types of vehicle partially or fully loaded. Such an evaluation is completely impossible and some simplifications have to be introduced. The QRA model is based on the following steps: choice of a restricted number of HAZMATs, choice of some representative accidental scenarios implying those HAZMAT with their usual packagings, identification of physical effects of those scenarios for an open air or a tunnel section, evaluation of their physiological effects on road users and local population, taking into account the possibilities of escape/sheltering, determination of the yearly frequency of occurrence for each scenario. $F(N)$ curves and their expected values are the major outputs of the QRA model. According to [7], Frequencies / Gravity curves ($F(N)$ curves) stand for the annual frequency of occurrence $F$ to have a scenario likely to cause an effect (generally, the number of fatalities) greater than or equal to $N$ and Expected value (EV) is the number of fatalities per year, obtained by integration of a $F(N)$ curve.

3 How to Characterize the Risk in Transporting of HAZMAT on Motorway Environment: A Case Study

In this section we present an application of the real time model for the calculation of the Individual and Societal Risks in a motorway environment.

The Transportation Network. We consider the motorway network of an Italian concessionaire, in the North-East of Italy, S.p.A. Autovie Venete. In particular we refer to the sections summarized in Tab. 1. The network under consideration has been modeled as a network with nodes and links where nodes represent exits / junctions of the motorway and links the stretches (sections) of motorway between two exits / junctions. Let $N_{link}$ be the set of links of the motorway network and $l$ a generic link. For each link,
Table 1. Link length, average population density, HAZMAT and number of vehicles carrying them on tested links.

<table>
<thead>
<tr>
<th>Link</th>
<th>Length (Km)</th>
<th>Average Population Density (inhab/Km²)</th>
<th>Substance type</th>
<th>Num. of Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.Stino di Livenza - Portogruaro</td>
<td>12.8</td>
<td>214.35</td>
<td>Chlorine</td>
<td>2</td>
</tr>
<tr>
<td>Portogruaro - Latisana</td>
<td>13.5</td>
<td>166.05</td>
<td>Ammonia</td>
<td>2</td>
</tr>
<tr>
<td>Latisana - S. Giorgio di Nogaro</td>
<td>17.6</td>
<td>112.66</td>
<td>Hydrochloric Acid</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nitric Acid</td>
<td>2</td>
</tr>
</tbody>
</table>

The following data have been obtained: length [Km], and average population density [inhabitants / Km], around the link. According to [18], the average population density has been calculated using a GIS (Geographical Information System) overlapping the geographical map of the municipalities on the motorway network of S.p.A. Autovie Venete in order to identify common cross on each link. Then, for each link, we have identified the municipalities involved and measured the kilometers of infrastructure that pass through each town in order to identify the weights for calculating the average density on the link. These weights have been derived by dividing the kilometers of infrastructure that affect each municipality with the total length of the link. Note the density of population in each Italian municipality, using data on the census of 2001 [9], we shall calculate the weighted average with weights determined in the previous step. Tab. 1 illustrates the links in discussion with the relevant data.

The Accident Probability. We use the Truck Accident Rate of Harwood [8] in order to calculate the accident probability \( \lambda_{inc}(l) \) in terms of events/\( \text{vehicle} \times \text{km} \). We can also calculate the rate of accidents on a single stretch of length unit road by using the number of accidents in a time period of ten years and the total distance traveled by heavy vehicles during the same period, data provided by AISCAT (Associazione Italiana Società Concessionarie Autostrade e Trasporti) [1].

\[
TAR_{yr} = \frac{A_{yr}}{V KT_{yr}}
\]

where \( TAR_{yr} \) is the average accident rate for trucks \( \text{events/} \text{vehicle} \times \text{km} \) on the Italian motorway network for year \( yr \); \( A_{yr} \) is the number of accidents involving trucks on the Italian motorway network; \( V KT_{yr} \) is the total distance traveled (vehicle-kilometers) by trucks on the network under consideration. Tab. 2 shows the number of accidents involving heavy vehicles, the total distance traveled and the Truck accident rate year by year from 1997 to 2007 and the summary data (extension, routes) for the years under consideration. The last row presents the data that we use in the model.

The HAZMAT. In the next step, we select the HAZMATs that will be considered in calculating the risk. In particular, according to [16], we have considered substances that are more frequent or significant on the network under consideration. For each of these goods we obtained the following data (summarized in Tab. 3):

- the probability of release due to the accident \( p_{rel}(\nu) \) depending in general on the characteristics of the vehicle transporting the HAZMAT and on the type of accident where the vehicle is involved. This probability is taken from [2].
Table 2. Accidents and summary data year by year from 1997 to 2007.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>ROUTES (veh. – km)</th>
<th>ACCIDENTS</th>
<th>TAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KM</td>
<td>Heavy</td>
<td>Heavy</td>
</tr>
<tr>
<td>1997</td>
<td>5371</td>
<td>1.4428×10^7</td>
<td>7825</td>
</tr>
<tr>
<td>1998</td>
<td>5380</td>
<td>1.5161×10^7</td>
<td>8854</td>
</tr>
<tr>
<td>1999</td>
<td>5380</td>
<td>1.5974×10^7</td>
<td>10024</td>
</tr>
<tr>
<td>2000</td>
<td>5380</td>
<td>1.6790×10^7</td>
<td>9681</td>
</tr>
<tr>
<td>2001</td>
<td>5388</td>
<td>1.7254×10^7</td>
<td>9647</td>
</tr>
<tr>
<td>2002</td>
<td>5388</td>
<td>1.7836×10^7</td>
<td>9691</td>
</tr>
<tr>
<td>2003</td>
<td>5388</td>
<td>1.8359×10^7</td>
<td>9198</td>
</tr>
<tr>
<td>2004</td>
<td>5391</td>
<td>1.9059×10^7</td>
<td>8841</td>
</tr>
<tr>
<td>2005</td>
<td>5432</td>
<td>1.9184×10^7</td>
<td>9005</td>
</tr>
<tr>
<td>2006</td>
<td>5441</td>
<td>1.9764×10^7</td>
<td>9000</td>
</tr>
<tr>
<td>2007</td>
<td>5446</td>
<td>2.0229×10^7</td>
<td>8613</td>
</tr>
<tr>
<td></td>
<td>1.9403×10^8</td>
<td>100379</td>
<td>5.17×10^7</td>
</tr>
</tbody>
</table>

– the types of possible releases classified in relation to the size of the leakage hole \(N_{rel,t}(\nu)\) and the rate of release or the amount of material spilled \(p_{rel,t}\).

– the types of consequences of incident caused by different types of release of HAZ-MAT given the accident for a given type of substance \(N_{out}(\nu, r)\).

– the likelihood of occurrence of a final result given the incident \(p_{out}(i)\). This probability is derived for each triplet [substance - leakage - type of final outcome] from the information relating to incidents involving HAZMAT from 1997 to 2008 reported in the HMIS database [14]. This database contains detailed information on accidents involving HAZMAT in the U.S.

– the frequency of occurrence of a given scenario: \(f^{scene}_{\nu,t}(i, r) = \lambda_{inc} \cdot p_{rel}(\nu) \cdot p_{rel,t}(r) \cdot p_{out}(i)\)

– the lethal area radius of each pair [type of release - final outcome] calculated using the free software RMPComp distributed by U.S. EPA (Environmental Protection Agency) [15].

Assumptions. In the application we have considered the following assumptions.

1. \(\lambda_{inc}(l)\) uniform throughout the link and constant for all links taken into consideration: \(\lambda_{inc}\);
2. exposure area of danger circle type [7] centered at the point of the incident with a radius depending on the type of substance, release and final outcome;
3. any person within the exposure area suffers from the same injury (death) in the same way regardless of the position, while people outside that area are not affected;
4. the seasons \(j\), the weather conditions on link \(C_{met}(l)\) and the wind direction \(\vartheta(l)\) are not taken into account;
5. the simulation is performed on a single moment in time;
6. risk neutral model \((\alpha = 1)\) [17].

Individual Risk Calculation. The simulation was carried out on three adjacent links. As individual risk is the annual probability of an individual placed in a designated point
Table 3. Frequency scenarios.

<table>
<thead>
<tr>
<th>HAZMAT</th>
<th>$p_{rel}$</th>
<th>Release Type (Spillage)</th>
<th>$p_{rel,t}$</th>
<th>Incident Type (Cloud)</th>
<th>$p_{out}$</th>
<th>Incident Prob.</th>
<th>Scenario Frequency</th>
<th>Lethal area radius (Km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorine</td>
<td>0.010</td>
<td>Small</td>
<td>0.94</td>
<td>Toxic</td>
<td>1</td>
<td>$9.40 \times 10^{-5}$</td>
<td>4.86$\times 10^{-9}$</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>Medium</td>
<td>0.04</td>
<td>Toxic</td>
<td>1</td>
<td>$4.00 \times 10^{-4}$</td>
<td>$2.07\times 10^{-11}$</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>Large</td>
<td>0.02</td>
<td>Toxic</td>
<td>1</td>
<td>$2.00 \times 10^{-4}$</td>
<td>$4.03\times 10^{-11}$</td>
<td>5.6</td>
</tr>
<tr>
<td>Ammonia</td>
<td>0.025</td>
<td>Small</td>
<td>0.93</td>
<td>Toxic</td>
<td>1</td>
<td>$2.31 \times 10^{-2}$</td>
<td>$1.20\times 10^{-8}$</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>Medium</td>
<td>0.05</td>
<td>Toxic</td>
<td>1</td>
<td>$1.33 \times 10^{-3}$</td>
<td>$6.88\times 10^{-10}$</td>
<td>1.0</td>
</tr>
<tr>
<td>Nitric Acid</td>
<td>0.015</td>
<td>Small</td>
<td>0.93</td>
<td>Toxic</td>
<td>1</td>
<td>$1.39 \times 10^{-2}$</td>
<td>$7.19\times 10^{-9}$</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>Medium</td>
<td>0.06</td>
<td>Toxic</td>
<td>1</td>
<td>$8.82 \times 10^{-4}$</td>
<td>$4.56\times 10^{-10}$</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>Large</td>
<td>0.01</td>
<td>Toxic</td>
<td>1</td>
<td>$2.21 \times 10^{-4}$</td>
<td>$1.14\times 10^{-11}$</td>
<td>1.9</td>
</tr>
<tr>
<td>Hydroch. Acid</td>
<td>0.015</td>
<td>Small</td>
<td>0.92</td>
<td>Toxic</td>
<td>1</td>
<td>$1.38 \times 10^{-2}$</td>
<td>$7.13\times 10^{-9}$</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>Medium</td>
<td>0.05</td>
<td>Toxic</td>
<td>1</td>
<td>$7.37 \times 10^{-4}$</td>
<td>$3.81\times 10^{-10}$</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>Large</td>
<td>0.03</td>
<td>Toxic</td>
<td>1</td>
<td>$4.81 \times 10^{-4}$</td>
<td>$2.49\times 10^{-10}$</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 4. Geographical coordinates of the points chosen for Individual Risk calculation.

<table>
<thead>
<tr>
<th>Point Location</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portogruaro Centro</td>
<td>45.78</td>
<td>12.83</td>
</tr>
<tr>
<td>Area di Servizio Fratta Nord</td>
<td>45.80</td>
<td>12.88</td>
</tr>
<tr>
<td>Latisana Ospedale</td>
<td>45.77</td>
<td>13.00</td>
</tr>
<tr>
<td>Muzzana del Turgnano Centro</td>
<td>45.82</td>
<td>13.13</td>
</tr>
</tbody>
</table>

of interest is affected by some degree of damage as a result of a specific incident [10], four points were chosen as “hot spots” at which to calculate the individual risk. Tab. 1 and 4 show respectively the links with the relevant substances circulating and the geographical coordinates of the points chosen for the calculation of individual risk. The network portion and the points under consideration are represented in Fig. 3.

For the calculations we have used the formula presented in [11] and [12] suitably modified to take into account the previous assumptions, the motorway environment and the real time events. More details can be found in [4]. Consequently, we made explicit that each event $i$ belongs to the $N_{out}(\nu)$ of the general model may consist of a pair [type of release - final outcome] as in this case.

$$IRP = \sum_{i=1}^{N_{Inc}} N_{veh}(l) \sum_{v=1}^{N_{veh}(\nu)} N_{type}(l, \nu) f_{rel}(\nu, r) \cdot \int_{L_t} N_{out}(\nu, r) \cdot p_{out}(i) \cdot V_Q(x)_{v \rightarrow S(i)} \cdot dL_t$$ (2)

$$f_{rel}(\nu, r) = \lambda_{Inc} \cdot p_{rel}(\nu) \cdot p_{rel,t}(r)$$ (3)
where $N_{vch}(l)$ is the number of different vehicle topologies on link $l$, $N_{type}(l, \nu)$ is the number of vehicles carrying the dangerous substance $\nu$ currently in transit on the link $l$, $N_{rel}(\nu)$ is the number of release cases of the dangerous substance $\nu$, $L_l$ is the route of link $l$ and $V_{Q(\nu)\rightarrow S(i)}$ is equal to 1 if the point $S$ is inside the danger circle centered at the point of possible accident $Q$ related to the triplet [substance - release type - final outcome]; 0 if the point $S$ is external the same danger circle. Line integral was calculated using the method of Cavalieri-Simpson, dividing each of the three links in 10 intervals of equal length. Tab. 5 shows the results of the simulation.

From the evidence we can establish that the individual risk in the four points is acceptable according to the British ALARP threshold as the value is much lower than the limit value of $10^{-6}$ [10].

**Societal Risk Calculation.** In order to calculate the societal risk, we refer again to [11] and [12] suitably modified. For each link knowing the vehicles that are going through, we use (4) to obtain the $F(N)$ curves representation (for details see [4]).

$$F(N) = \sum_{i=1}^{N_{risk}} \sum_{\nu=1}^{N_{vch}(l)} N_{type}(l, \nu) \cdot \sum_{i=1}^{N_{rel}(\nu)} \int_{L_l}^{\delta_{scen}(i, C_{met}(l))} dL_l$$  

Table 5. Simulation results - Individual Risk.

<table>
<thead>
<tr>
<th>Point Location</th>
<th>Individual Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portogruaro Centro</td>
<td>2.28x10^-9</td>
</tr>
<tr>
<td>Area di Servizio Fratta Nord</td>
<td>5.78x10^-9</td>
</tr>
<tr>
<td>Latisana Ospedale</td>
<td>0</td>
</tr>
<tr>
<td>Muzzana del Turgnano Centro</td>
<td>1.75x10^-9</td>
</tr>
</tbody>
</table>
The curve $F(N)$ is drawn in Fig. 4, referred to the simulation with different thresholds of acceptability [12].

It can be seen that at the moment of the simulation the societal risk, according to the British acceptability thresholds, is in the ALARP zone, whereas according to Dutch and Danish thresholds it is not acceptable.

4 Conclusions

The transportation of HAZMAT on congested motorways is becoming an area of increasing concern for public safety and environmental awareness. The risk to population and damage to environment is a major concern to the general public and government policy makers. Against these problems we present a methodology to perform the individual and societal risk assessment related to HAZMAT transportation in a sustainable oriented motorway environment. It constitutes an approach based on the GIS. The assessment criteria, based on the “sustainable transportation” paradigm, are structured into efficiency, cohesion and environmental criteria. The aim is assessing whether these risks are acceptable and possibly, if they were not, notify the situation through alert messages in order to take appropriate actions. We offered an application of the proposed real time model for the calculation of the Individual and Societal Risks involving in the case study a stretch of A4 motorway in the North-East of Italy. In spite of a limited number of trucks transporting HAZMAT on the motorway, the results of the application point out the concrete possibility to exceed the thresholds of the ALARP limits for the societal risk.

With regard to possible developments, the QRA methodology could be to extend, in
particular the model for calculating the individual and societal risk, to other situations of HAZMAT transportation by other transportation modes.
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Abstract. This paper presents a novel technic for autonomous flight and navigation control of AAVs, particularly useful for helicopters. Three servo-loop controller are introduced to yield stable robust regulation. The inner control loop is based on an LQR regulator designed over the linearized plant at hover to guarantee close-loop stability. The middle loop is a feedback linearization controller based on the close-loop linearized system to cope with the underactuated nature of the helicopter, by guaranteeing an asymptotically stable zero dynamics. Finally the outer control loop enforces a tracking second-order sliding-mode for cartesian position and heading navigation outputs. The simplicity of this control proposal allows easier and intuitive guidelines to tune feedback gains while the chattering-free sliding-mode fulfills basic robustness properties, ideal for this complex systems subject to external disturbances like wind gusts.

1 Introduction

Automatic flying vehicles, also known as Autonomous Aerial Vehicle (AAV), represents a huge field of applications in particular for advanced automatic control techniques because human intervention is considered difficult or dangerous. There are wide civil and military interests in helicopters, like traffic surveillance, air pollution monitoring, area mapping, agricultural applications, exploration, scientific data collection, search and rescue.

Among the AAVs, the rotary wing AAVs such as the helicopter has the advantage of having the ability to perform different flight regimes like hover, backward, lateral of pure vertical flight, in contrast to fix wing such as typical airplanes. However, helicopters are underactuated mechanisms whose dynamic model exhibits high nonlinearities with physical parameters hard to measure precisely. The operational versatility of helicopters requires complex controllers to achieve such flight regimes.

We can classify two type of controllers. One uses the full dynamic modeling with simple model-free controllers; the second assumes simple dynamic modeling used in complex controllers design. In the former case, due to the complexity of the full dynamic model of helicopters and unknown aerodynamic/aeroelastic parameters, model-based controllers are hard to implement and then simpler control laws based on linearized plant are preferred. Since this approach is prone to instability due to the un-
knowns of the dynamic plant, an auxiliary $\nu$ controller is added, typical PID-like controller, which introduces limited performance because of the well-known limitations of these PID-like controllers. However this type of studies has been useful to understand better the complexity and structural properties on real applications because they employ the full model with simple controllers providing clear intuitive understanding on the stability properties of the closed-loop system. The latter case uses simpler dynamic models, based on restrictive academic assumptions, such as the helicopter is constrained to move only in a subset of $\mathbb{R}^6$, exhibiting pseudo-flying conditions with model-based controllers [4]. This approach guarantees very limited performance in real conditions, with limited scope of real applications.

In this paper, we focus our attention in the full dynamical model of the scalar R/C X-cell90 helicopter, and propose a novel auxiliary controller based on a chattering-free sliding modes, which increases the closed-loop performance because it is a tracking-designed controller with inherent robustness capabilities. This allows to guarantee better closed-loop performance in comparison to auxiliary controllers based on PID-like controllers. Simulations under external disturbances like wind gusts, wherein clearly verifies the validity of the proposed approach.

2 Relevant Background

Complex helicopter models, [9, 12], based in the Newtonian model of a free flying rigid objet are restricted to measurements on the center of mass, which indeed can vary in real conditions, neglecting at small velocities the Coriolis effects, thus this model is not useful in aggressive maneuvers or wide range of operational flight conditions. Moreover, dissipative effects on the fuselage are not taken in account that would be important during the navigation. In [6] this Coriolis effects are taken in account but simplifies the 6-DOF Inertia-Matrix to be completely diagonal. More over, a spring model is included to describe the main rotor forces mapping to the main body rigid object modeling. Nonetheless these models neglect the blade’s kinetic energy, which can be up to 20 times the one of the fuselage [1]. Thus, in hover regime this energy must be taken in account to give rise to a dynamic model of more than the 6 degrees of freedom (DOF) of a rigid free flying object, showing the complexity of the main rotor itself. This model is more relevant in practice since it includes this important energy.

On one hand the forces acted in the rigid free flying object (the fuselage) are given mainly by the forces exerted at the main and tail rotors. The forces at the tail rotor is a simple thrust in the direction perpendicular to the tail rotor whose magnitude changes with the tail collective. On the other hand, the main rotor provides 3 Cartesian components of the main rotor thrust given by the main rotor collective and two azimuth angles also known as lateral and longitudinal cyclic. Then, even for the most simplest model, i.e. 6-DOF, the full system is underactuated because the control dimension is 4.

The problem of control design for this kind of systems even for complex models including all or some of the full main rotor dynamics as been addressed extensively in the literature, however the control of the underaction remains open, though it has been addressed in [2, 13]. In particular, [14] proposes LQR-BDU techniques a the linearized model, concluding a robust regulator in a small neighborhood of the linearized point.
LQR feedback control scheme plus an additional PID-like regulators loop is a popular choice because the unknown parameters and external disturbances, like gust of wind, deviates the operational point; however the popular integral-loop may increase the sensitivity of the system under commonly time-varying disturbances. In this paper, the additional servoloop is based on a robust chattering-free sliding mode controller to provide wider operational conditions, with better performance.

3 Mathematical Model

In contrast to the Lagrange method, the equations obtained via Newton’s laws expressed with velocities and acceleration measured at the body (relative to the body’s frame and not to the inertial one) result in a simpler representation. The difference in these representations arise from the fact that the generalized coordinates needed in the Lagrange method, while having a physical meaning in the pose, the generalized velocity does not have a physical meaning and neither the generalized force vector; at least part of them. Equivalences between these two different representations can be obtained via the kinematic equation, i.e. using the mapping operator that express the physical meaning of velocity wrench used in Newton formulation out of the generalized velocity vector used in Lagrange one [5, 10].

The kinematic of a rigid single body in space is represented only by the pose (position and attitude) of the body with respect to an inertial (fixed) frame $\Sigma_0$, where $\Sigma_v$ is the frame rigidly attached to the object. See Fig. 1.

![Fig. 1. Inercial frame $\Sigma_0$ and object frame $\Sigma_v$.](image)

The rotation matrix $R_{v0}^T \in SO_3$ transfers a 3D vector from its representation in frame $\Sigma_v$ to the inertial frame $\Sigma_0$. The generalized position of the object, expressing both position and attitude of the object is then defined as

$$q \triangleq \begin{pmatrix} d \\ \theta_v \end{pmatrix} \in \mathbb{R}^6$$

(1)

where $d = (x, y, z)^T \in \mathbb{R}^3$ is the object inertial position with respect to the $\Sigma_0$ given by the inertial Cartesian coordinates of the origin of frame $\Sigma_v$ and $\theta_v =$
\((\phi, \theta, \psi, \omega, \psi_z) T \in [-\pi, \pi] \times [-\pi/2, \pi/2] \times [-\pi, \pi] \) is the set of attitude parameters (in this case the roll-pitch-yaw Euler angles) of \( \Sigma_v \) with respect to \( \Sigma_0 \). For this very set of attitude parameter the form of the rotation matrix \( R \) has a particular expression that can be found in either \([5, 10]\). The vector \( \nu \in \mathbb{R}^6 \) is the velocity twist which defines the linear and angular velocity of \( \Sigma_v \) expressed in the non-inertial frame \( \Sigma_v \), i.e. the velocity measured from the object

\[
\nu \triangleq \begin{pmatrix} v \\ \omega \end{pmatrix} \in \mathbb{R}^6
\]

(2)

where \( v = R_0^{-T} \dot{d} \in \mathbb{R}^3 \) is the lineal velocity of the object and \( \omega \in \mathbb{R}^3 \) is the angular velocity of frame \( \Sigma_v \), both vectors expressed in the non-inertial frame \( \Sigma_v \). In strictly mathematical sense \( R_0^{-T} \dot{\theta} \notin \omega \), however there is a relationship given by \( \omega = R_0^{-T} J_0 J_0 \), where \( J_0 \in \mathbb{R}^{3 \times 3} \) is a linear operator given by attitude parameters. Then a relationship between \( \nu \) and \( \dot{q} \) is found as follows

\[
\nu = J_v(q) \dot{q}
\]

(3)

with \( J_v(q) \in \mathbb{R}^{6 \times 6} \) being the linear operator of the kinematic equation. The Kirchhoff formulation for the equation of motion of a rigid object is nothing but the moment conservation equations expressed in the non-inertial frame in terms of the kinetic energy as

\[
\frac{d}{dt} \frac{\partial K}{\partial v} + \omega \times \frac{\partial K}{\partial v} = f
\]

(4)

\[
\frac{d}{dt} \frac{\partial K}{\partial \omega} + \omega \times \frac{\partial K}{\partial \omega} + v \times \frac{\partial K}{\partial v} = n
\]

(5)

where \( f \) and \( n \) are the forces and torques respectively that acts over the object, including gravity, dissipative forces and any external input force acting on the object, and \( K \) is the kinetic energy as \( K = \frac{1}{2} \nu^T M \nu \), where matrix \( M \in \mathbb{R}^{6 \times 6} \) is the Inertia Matrix with respect to the origin of frame \( \Sigma_v \), defined as follows:

\[
M \triangleq \begin{bmatrix}
I_3 & -m[r_c \times] \\
m[r_c \times] & I_g
\end{bmatrix}
\]

(6)

which is by construction constant, positive definite and symmetric \( M = M^T > 0 \). The terms of this Inertia Matrix are the total mass \( m \) of the object, the distance from the origin of frame \( \Sigma_v \) to the center of mass of the body \( r_c \), expressed in the body’s frame, the inertia moment matrix \( I_g \) computed from the origin of \( \Sigma_v \), and the skew symmetric matrix representation of the cross product \( [a \times]b = a \times b \).

Equations (4)-(5), after proper algebraic manipulation and using the kinetic energy expression above, can also be expressed in a single vectorial equation as

\[
M \dot{\nu} + c(\nu) = F,
\]

where matrix \( M \in \mathbb{R}^{6 \times 6} \) is the Inertia Matrix with respect to the origin of frame \( \Sigma_v \), the vector \( c(\nu) \) regroups all the nonlinear terms and is known as the Coriolis vector, and
\[ F = (f^T, n^T)^T = F_G + F_D + F_T \] is the force wrench consisting in gravity, dissipation and thrust wrenches respectively.

Because of the quadratic nature in terms of velocity Coriolis vector it can also be expressed as product of a matrix and the velocity wrench: \( c(\nu) = C(\nu)\nu \). The matrix \( C(\nu) \), referred as the Coriolis matrix may have many different representations, but at last one of them fulfills the skew-symmetry property \( C(\nu) + C(\nu)^T = 0 \).

\( F_G \), being the gravity force wrench in the objects frame, can be computed rotating the gravity influence to the objects frame:

\[ F_G = mgR_0^T \nu. \]

Then \( F_G = -g(q) \), where the negative sign comes from the fact that the positiveness of the vertical axis \( z_0 \) is pointing downward, to the center of the earth, due to convention in vessel engineering.

\( F_D \) are the dissipation aerodynamic forces and these are by nature quadratic and homogeneous to the velocity wrench. Then a possible approach to model these forces can be given as:

\[ F_D = -D(\|\nu\|)\nu, \]

where the damping matrix should be definite positive \( D > 0 \) to fulfill passivity [10].

Finally, \( F_T \) are thrust aerodynamical wrench and are given by the influences of the forces exerted by both rotors. There are 3 forces at the center of the main rotor given by longitudinal cyclic \((u_1)\), the lateral cyclic \((u_2)\) and the collective \((u_3)\). There is also a fourth force at the center of the tail rotor \((u_4)\) (See Figure 1). This mapping is given by a constant operator \( B_e \in \mathbb{R}^{6 \times 4} \) that can be computed from the geometry of the rotors with respect to vehicle’s frame \( \Sigma_v \) as \( F_T = B_e u \), with \( u = (u_1, u_2, u_3, u_4) \in \mathbb{R}^4 \) and \( B_e \) a column full rank matrix.

The dynamic modeling of the helicopter without considering the rotors dynamic is then given by [10]:

\[ M\dot{\nu} + C(\nu)\nu + D(\|\nu\|)\nu + g(q) = B_e u \]

\[ \nu = J_v(q)\dot{q} \]

which can be expressed in state space form using the state definition \( x \triangleq (q^T, \nu^T)^T \).

4 Controller Design

A robust control law is necessary due to the environmental nature of AAV, then \( LQR \) approach is preferred because it is an optimal criteria for set-point control while minimizing energy consumption [8]. However this technic is based on a linear model or a linearized one, which means it works as supposed only in the operational point \( x_o \), where the linearization was computed with \( \delta x = x - x_o \):

\[ \dot{\delta x} = A\delta x + Bu \]

\[ y = C\delta x \]

In the case of the system (7)-(8) the state realization yields to

\[ A(x) = \begin{bmatrix} \frac{\partial}{\partial q} (J_v^{-1}(q)\nu) & J_v^{-1}(q) \\ -M^{-1} \left( \frac{\partial}{\partial q} g(q) \right) & -M^{-1} [C(\nu) + D(\|\nu\|)] \end{bmatrix} \in \mathbb{R}^{12 \times 12} \]
Remark 1. Clearly, (12) indicates that $CB = [0] \in \mathbb{R}^{6 \times 4}$.

For the particular case where the operation point is hover, i.e. $x_o = (q_d^T; 0)$ and $q_d = (x_d, y_d, z_d, 0, 0, 0)^T$ the state matrix becomes constant:

$$A = -M^{-1} \begin{bmatrix} 0 & \frac{\partial g(q)}{\partial q} \\ I & 0 \end{bmatrix} \in \mathbb{R}^{12 \times 12}$$

for the same pair $(B, C)$. From (13) it can be seen that the linearized model at hover operational point has all the eigenvalues at the origin. This is due to the double integrator nature of the system and the fact that the aerodynamic dissipation forces are quadratic to the velocity which becomes null at the steady state. This explains the high degree of instability of such systems.

Remark 2. Notice that the pair $(A, B)$ is controllable, then a linear state feedback ($u = -Kx$) would enforce a desired closed-loop system stability and performance at the operation state $x_o$ [3].

Remark 3. The product $CAB = M^{-1}B_e \in \mathbb{R}^{6 \times 4}$ is column full rank constant matrix, and column full rank matrix elsewhere: $CA(x)B = J^{-1}v(x_1)M^{-1}B_e \in \mathbb{R}^{6 \times 4}$.

4.1 Feedback Linearization

Stability of the equilibrium point $x_o$ is only local and valid only in its very narrow neighborhood. When the dynamic model deviates or the system is subject to bounded unmodeled dynamics or bounded disturbances. To cope with that an auxiliary feedback control is commonly proposed [2],

$$u = -Kx + v$$

where $K$ is computed via LQR feedback scheme and $v$ is an additional auxiliary control input. Then, the linearized close-loop system can be written as

$$\dot{\hat{y}} = [A - BK]x + Bv$$

where $\hat{y}$ is only a part of the originally output ($y = g$), defined, as the Cartesian position and heading only, excluding the roll and pitch attitude angles: $\hat{y} \triangleq (x, y, z, \psi_z)^T$. The output matrix $\hat{C} = [C_1 \ 0] \in \mathbb{R}^{4 \times 12}$ with $C_1 \in \mathbb{R}^{4 \times 6}$ has raw full rank. Notice that $\hat{CB} = [0] \in \mathbb{R}^{4 \times 4}$ still holds, consequently the first and second time derivatives of the new output become

$$\dot{\hat{y}} = \hat{C}Ax$$

$$\ddot{\hat{y}} = \hat{C}A[A - BK]x + \hat{C}ABv$$
4. Remark. Matrix $\bar{C}AB = C_1M^{-1}B$, $\in \mathbb{R}^{4 \times 4}$ is full-rank invertible matrix, thus stable zero dynamics arise, that is the roll and pitch attitude angles are stable, [7].

The Feedback Linearization controller (FL), issued from eq. (18) would have the form

$$v = [\bar{C}AB]^{-1} (\bar{v} - \bar{C}A[A - BK]x),$$

yielding to a closed-loop system $\ddot{\bar{y}} = \bar{v}$, as reported in [2]. However this is rather awkward since the LQR state feedback ($-Kx$) is canceled in (14) by this second loop. Since it is preferable to maintain an optimal stabilizable regulator such as the LQR in the control loop a Partial Feedback Linearization (PFL) is proposed as:

$$v = [\bar{C}AB]^{-1} (\bar{v} - \bar{CA}^2x),$$

(20)

which delivers a second order coupled linearized close-loop system

$$\ddot{\bar{y}} = \bar{v} - \bar{CAB}Kx$$

(21)

Notice that dynamics $-\bar{C}ABKx$ represents the residual coupled dynamics introduced by the optimal LQR regulator and because of the underactuated nature of this system.

4.2 Sliding-Mode Control

Let $\Delta \bar{y} = \bar{y}_d - \bar{y}$ be the output tracking error, where $\bar{y}_d$ is the desired output signal, and choosing the new second order sliding-mode control law $\bar{v}$ given by

$$\bar{v} = \bar{y}_d - \alpha \Delta \bar{y} + \beta s_0 e^{-\beta t} - K_i \tanh(\sigma s_q) - K_d s_r$$

(22)

for large enough gains $K_d, K_i$ and small error on initial conditions, with $s_r = s_q + K_i \int \text{sgn}(s_q), s_q = s - s_d, s = \Delta \bar{y} + \alpha \Delta \bar{y} \bar{g}$ and $s_d = s_0 e^{-\beta t}, s_0 = s(t_0)$. The function $\tanh(\ast)$ stands for the sigmoid hyperbolic tangent function with $\sigma > 0$, not necessarily large. Then, the complete control law is given by

$$u = [\bar{C}AB]^{-1} [\bar{y}_d - \alpha \Delta \bar{y} + \beta s_0 e^{-\beta t} - K_i \tanh(\sigma s_q) - K_d s_r - \bar{C}A^2x] - Kx$$

(23)

Substituting (23) into (9) yields

$$\dot{s}_r = -K_d s_r - \bar{C}ABKx - K_i Z$$

(24)

for bounded $Z = \tanh(\sigma s_q) - \text{sgn}(s_q)$. Finally, we can state the main result.

Theorem 1. Consider (23) into (9), then the closed loop (24) gives rise to robust exponentially stable dynamics of tracking errors, under a chattering-free second order sliding modes for all time, with stable zero dynamics.

Proof. It follows closely [11]. QED.

Remark 5. The state feedback stabilize locally the operation point, decouples the close-loop dynamics of the lateral, longitudinal, vertical, and heading navigation and preserves stability of the zero dynamics. Additionally, the auxiliary control input enables a wider operational region by adding robustness to the overall closed loop control.
Consider the nonlinear model of an X-cell90 R/C helicopter. The linear model is computed, for simulation simplification, at the operating point \( x_o = (0, 0, 0, 0, 0, 0)^T \). In Table 1 initial conditions and gain tuning for the output feedback sliding mode are shown. For comparison purposes, simulation using Matlab are also performed commuting the auxiliary control (14) for a properly tuned PD control.

### Table 1. Initial conditions and tuning gains for the sliding-mode control.

<table>
<thead>
<tr>
<th>Initial conditions &amp; SMC-Gains</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>( \psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_0 )</td>
<td>-2.1</td>
<td>1.05</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>( \dot{q}_0 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>3.15</td>
<td>3.15</td>
<td>4.5</td>
<td>15</td>
</tr>
<tr>
<td>( \beta )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( k_d )</td>
<td>15.6</td>
<td>15.6</td>
<td>56.16</td>
<td>234</td>
</tr>
<tr>
<td>( k_i )</td>
<td>3.51</td>
<td>3.51</td>
<td>27.8</td>
<td>52.65</td>
</tr>
</tbody>
</table>

Figure 2 shows the 3D trajectory and the tracking error of both position and attitude for the helicopter when the control law is the two servo-loop, similar to the one presented in [2] (FL-PD), consisting in a Feedback Linearization (which also cancels de LQR inner loop) and a PD controller. As it can be seen this PD controller cannot reject constant disturbances as gravity. Figure 3 shows the same trajectory tracking with the proposed Sliding-Mode robust controller in the place of the PD above (FL-SM). This controller consist in a Feedback Linearization and a second order Sliding-Mode output feedback. It can be seen a good performance on the desired position tracking, including the heading (yaw angle), even in the presence of random disturbance forces (for gust of winds). The roll and pitch angles, which define the zero dynamics, are stable, which is in accordance with the feedback linearization design. Figure 4 shows also the trajectory tracking as in the previous Figures. The difference here is that in this case the middle loop does not cancel the LQR inner loop, and the residual dynamics are coped by the outer second order Sliding-Mode loop. This controller, given by (23), is called in this work as LQR-PFL-SM. Evident differences in the performance of the FL-PD and the FL-SM can be seen mainly because the PD cannot overcome constant disturbances as the gravity effect. Small differences between the FL-SM scheme and LQR-PFL-SM one can be seen at the magnitude level of the Cartesian position tracking error where are smaller in the second, because the Sliding mode acts since the initial conditions, tracking almost perfectly the desired trajectory. In attitude there are no significative differences founded.

### Conclusions

Control of autonomous helicopters in the presence of environmental and system uncertainties is a challenging task. These uncertainties not only modify the dynamics be-
Fig. 2. Space position trajectory tracking in 3D and pose tracking errors for a FL-PD control law.

Fig. 3. Space position trajectory tracking in 3D and pose tracking errors for the FL-SM control law.

Fig. 4. Space position trajectory tracking in 3D and pose tracking errors for LQR-PFL-SM control law.
behavior of the system, but also the trim inputs themselves. What is therefore needed is a viable controller capable of simultaneously accommodating all coupling features, parametric uncertainties, and trim errors. State representation is necessary to perform both tangent linearization for the design of an ideal Optimal stable State Feedback and Partial Feedback Linearization for output decoupling and underaction restrictions. The underactuated nature and the use of some part of the Feedback Linearization control induce undesirable residual dynamics. A second order model-free Sliding-Mode is used to guarantee robust regulation, while preserving zero dynamic stability. Representative simulations provide appreciation of the validity of the proposed approach.
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Abstract. Vehicular ad-hoc network (VANET) is a potential player in an intelligent transportation system that would increase road safety as well as road comfort. In VANETs, vehicles exchange road-related information either through an established infrastructure, which is costly, or through their collaboration when in common transmission range which we adopt in this paper. Information dissemination is realized through broadcasting, thus an intelligent selection technique should be deployed to decrease the traffic load caused by unnecessary rebroadcasting. In this paper, we propose an interest-aware data dissemination protocol that periodically exploits the current neighbors’ interests to select the proper set of data to be broadcasted. The proposed approach is structure-less and imposes minimum overhead on the communication bandwidth. The protocol is evaluated through simulation experiments and results obtained demonstrate that this approach maximizes the number of relevant data reports received by the vehicles, especially if a certain data type is more popular than the others.

1 Introduction

Vehicular ad-hoc networks (VANETs) have emerged as a result of the increased number of vehicles capable of wirelessly interconnecting through their onboard radio communication devices, thus forming an ad hoc network on the fly. Moreover, DSRC standard (Dedicated Short Range Communication), developed by IEEE, provides vehicular ad-hoc networks with large bandwidth. Seven non-overlapping channels, each of 27 Mbps bandwidth, can be used for data dissemination. Only one channel is dedicated for safety messages while the rest can be used for other road-related services.

Data dissemination is performed either through vehicle to infrastructure communication or vehicle to vehicle communication. While the former requires the existing of an infrastructure in form of road side units which imposes additional cost and delay, the latter is purely based on the ability of vehicles within common transmission range to communicate. Multi-hop transmission is needed in order for the data to reach farther vehicles.

The easiness and self configuring nature of VANETs enabled a broad range of information applications ranging from road safety to journey comfort to appear. Vehicles collect and exchange information, in form of data reports, for traffic intensity, services along the road, weather conditions, free parking places and others. Thus, each vehicle can be a report producer, a report receiver, or both at the same time. It has been shown
that VANETs have a highly dynamic topology due to its highly mobile nodes. Consequently, vehicular ad hoc networks tend to be often sparsely connected. Thus, data reports received by a vehicle are most likely to be stored for a while before being retransmitted when encountering a new neighbor. Limiting the number of stored reports and selecting the most important ones for transmission is a challenge that attracted research lately. Intelligent dissemination protocols should be adopted to decide which reports to store and rebroadcast later so as to efficiently share the wireless bandwidth as well as decrease the amount of unwanted messages received by the drivers.

Data dissemination has long been studied for mobile users with short range wireless communication forming a mobile ad-hoc network (MANET). Various protocols have been suggested in the literature, the simplest of all is one that relies on flooding. Each moving node broadcasts data to all its neighbors until either covering the whole network or reaching the maximum number of hops. This uncontrolled simple flooding approach leads to increasing the number of unnecessary data retransmission, causing what is known by the broadcast storm that results in inefficient bandwidth utilization and severe congestion, as observed in [4]. Consequently, a constrained flooding approach should be implemented. Different improvements over the basic flooding approach have been proposed in the literature that either control the time when to rebroadcast, or apply rules to decide whether to rebroadcast or not. A comprehensive survey can be found in [1,2,3]. Relying on the observation that travelers tend to have individual preferences in the type of content of data reports they would prefer to receive, we propose in this paper incorporating drivers’ interests in the selection of data reports to be broadcasted. Reports are assumed to belong to one of predefined service categories. Neighbors interest in each category is locally computed at each vehicle. Most certainly, exploring the continuously changing neighbors interests without imposing extra overhead is not trivial. However, our protocol uses the periodic transmission of the beacon messages generated by the medium access control protocol for interests advertisement. The proposed protocol is evaluated through simulation experiments and proved to maximize the number of relevant information received by the vehicles.

The rest of the paper is organized as follows. Section 2 presents the different dissemination approaches suggested before. Section 3 presents an overview of the proposed interests-sensitive dissemination algorithm. In section 4, the simulation experiments and the analysis of the obtained results are discussed. Finally, section 5 concludes the paper with proposals for future work.

2 Data Dissemination Approaches

In general, data dissemination approaches proposed for ad-hoc networks considered one or more of the three main resource constraints in MANETs, namely communication bandwidth, energy consumption and storage [5]. Controlled flooding were suggested to decrease the number of repetitive retransmissions, thus efficiently use the bandwidth as well as decrease the energy consumption on the mobile devices. Control is performed either by the sender or the receiver. Receiver-based approaches proved to perform well in MANETs. In [6], data is forwarded to all nodes within a specific area defined by the sender. Each receiving node decides whether to rebroadcast the data or not based
on its physical location with respect to the specified area. An improvement over this geographic-based approach were proposed in [7] where a content-based forwarding approach (CBF) is defined. In this approach, the next node for forwarding the message is selected by all neighboring nodes based on their actual position when receiving the message using a contention process. The farthest node that most likely would reach the destination is the best one considered for forwarding the data. Other variants exist in the literature. A comprehensive survey can be found in [1, 3].

Although the above techniques succeeded in reducing traffic load, they did not take into consideration the node’s content requirements. A more selective approach should be used to intelligently select the set of data reports to be forwarded to prevent users from receiving unwanted messages. In [8], Wolfson et al. proposed a spatio-temporal selection approach that is based on the data novelty probability. The novelty probability of a data report reflects how new, and hence useful, this report is for the recipients based on its generation time and distance to generation location. As time or distance or both increases, report ages and eventually disappears. Although this approach proved to be efficient in terms of throughput and response time, it did not consider the individual users interests in the novelty probability. An autonomous gossiping approach for ad hoc networks were proposed in [9] where information is sent only to neighbors interested in receiving it. Each node advertises its profile that defines its interest. In addition, each data item maintains its own profile. Based on nodes and data item profiles, data items decide whether to replicate to a better node, migrate or do nothing.

However, it is worthy to note that VANETs have unique and challenging features that do not exist in MANETs. Examples of such features are the highly dynamic topology, highly mobile nodes, time critical responses, and insensitivity to energy consumption and computation power that are considered unlimited. As a result, data dissemination protocols specifically designed for VANETs have been proposed. In [10], Tonguz et al. propose using the traffic density as well as the covered distance to decide whether to retransmit or not. In a dense area, only a subset of cars needs to rebroadcast. Moreover, as distance increase between the source of information and the node, the frequency of broadcasting is decreased. A similar approach, but taking time into consideration, was proposed in [11] where nodes receive data and store it for later retransmission. Only fresh data is rebroadcasted. Combining both distance and time in a relevance function, which extend the idea of Wolfson previously proposed for MANETs to VANETs, is introduced in [12, 13]. AutoCast in [14] uses a probabilistic flooding, that depends on neighborhood size. Individual interests in data disseminated were taken into consideration in some recent work. In [15], messages selected are based on their benefit to expected recipients. The benefit depends on the message context, vehicle context and information context. A different approach in [16] is based on a pull model where a node uses an utility-based approach to determine which data to pull upon meeting another node.

3 Interests-Sensitive Data Dissemination Algorithm

The interests-sensitive dissemination algorithm we propose is a structure-less algorithm that does not rely on any existing infrastructure. It is based on the same model as in [12,
13] to send and receive data reports, but augmented with an interest level component that collects neighbors' interests using the MAC layer single hop beacon messages. We assume that data reports belong to one of predefined service categories based on their content. Categories may represent traffic data, parking service, weather information, and many others. Each vehicle has its own interest in each of those categories based on their content. Each vehicle has its own interest in each of those categories. The vehicle model and protocol description are presented below.

3.1 Vehicle Model

![Vehicle Model Diagram]

We consider a network formed by a number of moving vehicles modeled as in Figure 1. Each vehicle is equipped with a GPS receiver for localization, integrated sensors to collect road-related data, such as road surface condition, speed, light intensity or others, as well as a wireless radio communication interface to communicate with other vehicles. Each moving vehicle is modeled to have unlimited processing power but limited storage capacities. A local database is maintained at each vehicle that is limited in size to $M$ reports, where $M$ is a configurable parameter. The interest level component calculates and stores the interest level of current neighbors for each category. In the example shown in Table 1, 65 percent of the current neighbors are interested in receiving traffic related reports, 25 percent are interested in weather conditions, while 10 percent are interested in information about availability of parking places. This information is collected from the beacon messages periodically generated by each vehicle and saved in the node's neighbor table.

![Table 1 - Interests Levels for 3 categories]

<table>
<thead>
<tr>
<th>Category</th>
<th>Interest level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic conditions</td>
<td>0.65</td>
</tr>
<tr>
<td>Weather conditions</td>
<td>0.25</td>
</tr>
<tr>
<td>Parking places</td>
<td>0.1</td>
</tr>
</tbody>
</table>
3.2 Interests-Sensitive Algorithm

As mentioned before, a vehicle can generate, send or receive data reports. A data report is composed of the following tuples:
carid, report-id (ID), generation time (t), generation location in x (x), generation location in y (y), category-id (CAT)

where category-id represents the service category the record belongs to. Report generation occurs upon detection of variations in the vehicle sensed data, like change in speed, road surface, or others. In this case, a report is generated and added to the vehicle local database either for immediate or later transmission. Sending data reports occurs upon either detecting a new vehicle in the neighborhood, or having a new data report generated that needs to be sent immediately. In this case, the vehicle checks its local database and selects the most relevant reports to be broadcasted. The relevance of the reports is based on the current neighbors’ interest level that is calculated for each category (i) by dividing the number of nodes interested in i, $\left(\text{nodes}_i\right)$, by the total number of neighboring nodes, as follows.

$$\text{intLevel}(i) = \frac{\sum \text{nodes}_i}{\sum \text{neighbouringNodes}}$$ (1)

The number of nodes interested in each category is calculated from the information saved in the neighbors table updated with the recipient of each beacon message, while the interest level is calculated upon transmitting a data report.

Lastly receiving data reports occurs when in range with any of the neighboring vehicles transmitting. The received set of reports is checked against the stored one and new reports are then added to the database. Figure 2 illustrates a simplified pseudo code for the proposed algorithm.

4 Simulation Methodology and Experimental Results

To further prove our concept, we simulated the behavior of the proposed protocol using Vsim, a VANET simulator created in the University of Ulm, Germany [17]. The simulator used combines both a road traffic simulation with a communication simulation as discussed below. In the following subsections, we present the simulation methodology, then the analysis of the results obtained.

4.1 Traffic Model

Traffic simulation is based on the traffic model of Nagel and Schreckenberg [18] where vehicles are generated randomly from the roads endpoints, heading to randomly chosen destinations. Their velocity and position are updated every 100 msec taking into consideration the rules for changing lanes and the behavior at intersections. In our experiment, a single bidirectional road model was used for testing. Vehicles are generated from both ends and move in opposite directions.
begin
  while (true) {
    if (change in sensed data > threshold) {
      compose report;
      add to localDB;
    }
    TransmitData();
    ReceiveData();
  }
end.

TransmitData() {
  if (new neighbor || timer expires) {
    for each category (i)
      calculate interest level;
    sort database descendingly;
    transmit top R records;
  }
}

ReceiveData() {
  if (receive report from neighbor) {
    for each report i in localDB {
      if (receivedreport == report.i)
        discard;
    }
    insert in localDB
  }
}

Fig. 2. Pseudo-code of the algorithm.

4.2 Communication Model

In this model, vehicles are communicating using 802.11 standard, where every 100 ms each vehicle broadcasts a beacon message to exchange its state with the surrounding neighborhood. A beacon message (HELLO message) is used by each node to build its own neighbor table. Each HELLO message is of length 105 bytes: 25 bytes for the header and 80 bytes for the data. The message header contains the car-ID, generation time, (x,y) coordinates of the vehicle and a list of its categories of interests. We limited our model to only 4 categories, as discussed below. The transmission range is set to 500m.

4.3 Experimental Results and Analysis

We consider a single road with vehicles generated from both ends in opposite directions. Data reports are generated by only 20 percent of the vehicles, which represent an injection rate of 0.2. Only four categories for data reports were defined in our simulation: traffic condition, road services, weather and no preferences. Each vehicle interest is selected randomly amongst those categories with different probabilities. We conducted two experiments, one with uniform distribution amongst different categories by setting the all probability values to 25 percent. In the second experiment, we simulated the
scenario where 50 percent of vehicles were interested in traffic conditions, 20 percent in weather conditions, 20 percent in available gas stations and 10 percent in available parking places, as in table 2. Those values are tuning parameters that can be adjusted.

Table 2. Interests Levels for 4 categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Interest level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic conditions</td>
<td>0.5</td>
</tr>
<tr>
<td>Weather conditions</td>
<td>0.2</td>
</tr>
<tr>
<td>Gas stations</td>
<td>0.2</td>
</tr>
<tr>
<td>Parking places</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Data report has a fixed size of 100 bytes and the local database size is fixed to 200 reports. The simulation experimented were conducted for a total simulation time of 30 minutes that is divided into steps, each of 100 msec length. The performance measure chosen for evaluation is the percentage of relevant reports received by the vehicles. It is calculated as the percentage of the number of relevant reports out of the total number of received reports. In Figures 3 and 4, the average percentage value for vehicles belonging to the same category obtained by applying our approach is plotted against the basic approach were relevance is not considered.

![Uniform Distribution](image)

**Fig. 3.** Interest level per category, equiprobable interests.

Figure 3 represents the case where all categories have the same interest probability. It is clear that our approach has no benefits over the basic one as all categories are the same. As in Figure 4, when a certain category is of more interest to most of the vehicles, the improvement is clear for those vehicles. The percentage of relevant report received approaches 99 percent, while the rest of the vehicles experience decrease in their percentage. This is due to the selection process applied that selects only the top 10 relevant reports from the local database for transmission.

In order to enhance the performance of our approach, a better selection technique could be applied. The 10 reports selected for transmission should be selected from the 4
different categories with respect to the percentage of their interest level at transmission time. In this case, and according the the values chosen in table 2, the ten selected data reports will consist of five reports belonging to category 1, two reports from category 2, two reports from category 3 and one report from category 4. Applying this technique is currently being investigated.

5 Conclusions

In this paper, we presented how we can substantially increase the percentage of relevant data reports received using a selective dissemination protocol that considers the vehicles’ individual interests. With the application of our interest-sensitive protocol, up to 99 percent of the reports received were of interest to the users belonging to the most popular service category. Our experiments and results proved our concept. However more investigation needs to be conducted. Currently, we are testing the improved selection procedure to include non-popular categories as well. Furthermore, a city model is used for testing the effect of the city traffic on the overall performance.
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Abstract. On-time delivery is a key performance measure for dispatching and routing of freight vehicles in just-in-time (JIT) manufacturing environments. Growing travel time delays and variability, attributable to increasing congestion in transportation networks, are negatively impacting the efficiency of JIT logistics operations. Recurrent congestion is one of the primary reasons for delivery delay and variability. In this study, we propose a stochastic dynamic programming formulation for dynamic routing of vehicles in non-stationary stochastic networks subject to recurrent congestion. Results are very promising when the algorithms are tested in a simulated network of Southeast-Michigan freeways using historical Intelligent Transportation Systems (ITS) data.

1 Introduction

Supply chains that rely on just-in-time (JIT) production and distribution require timely and reliable freight pick-ups and deliveries from the freight carriers in all stages of the supply chain. However, road transportation networks are experiencing ever growing travel time delays, which greatly hinders all travel and certainly the freight delivery performance. Travel time delays are mostly attributable to the so-called ‘recurrent’ congestion that, for example, develops due to high volume of traffic seen during peak commuting hours. The standard approach to deal with congestion is to build additional ‘buffer time’ into the trip (i.e., starting the trip earlier so as to end the trip on time). Intelligent Transportation Systems (ITS) are providing real-time traffic data (e.g., lane speeds and volumes) in many urban areas. In-vehicle communication technologies, such as satellite navigation systems, are also enabling drivers’ access to this information en-route. In this paper, we precisely consider JIT pickup/delivery service, and propose a dynamic vehicle routing model that exploits real-time ITS information to avoid recurrent congestion.

Our problem setting is the non-stationary stochastic shortest path problem with recurrent congestion. We propose a dynamic vehicle routing model based on a Markov decision process (MDP) formulation. Stochastic dynamic programming is employed to derive the routing ‘policy’, as static ‘paths’ are provably suboptimal for this problem [1]. The MDP ‘states’ cover vehicle location, time of day, and network congestion state(s). Recurrent network congestion states and their transitions are estimated from the ITS historical data. The proposed framework employs Gaussian mixture model based clustering to identify the number of states and their transition rates, by time of day, for each arc of the traffic network. To prevent exponential
growth of the state space, we also recommend limiting the network monitoring to a reasonable vicinity of the vehicle.

The rest of the paper is organized as follows. Survey of relevant literature is given in section 2. Section 3 establishes modeling recurrent congestion and dynamic vehicle routing for the problem. Section 4 presents experimental settings and discusses the results. Finally, section 5 offers some concluding remarks.

2 Literature Survey

Shortest path problems with stochastic and time-dependent arc costs (STD-SP) are first studied by Hall [1]. Hall showed that the optimal solution has to be an ‘adaptive decision policy’ (ADP) rather than a single path. Hall [1] employed dynamic programming (DP) approach to derive the optimal policy. Later, Fu [2] discussed real-time vehicle routing based on the estimation of immediate arc travel times and proposed a label-correcting algorithm as a treatment to the recursive relations in DP. Waller and Ziliaskopoulos [3] suggested polynomial algorithms to find optimal policies for stochastic shortest path problems with one-step arc and limited temporal dependencies. For identifying paths with the least expected travel (LET) time, Miller-Hooks and Mahmassani [4] proposed a modified label-correcting algorithm. Miller-Hooks and Mahmassani [5] extends [4] by proposing algorithms that find the expected lower bound of LET paths and exact solutions by using hyperpaths.

All of the studies on STD-SP assume deterministic temporal dependence of arc costs, with the exception of [3] and [6]. Polychronopoulos and Tsitsiklis [7] is the first study to consider stochastic temporal dependence of arc costs and to suggest using online information en route. They defined environment state of nodes that is learned only when the vehicle arrives at the source node. They considered the state changes according to a Markovian process and employed a DP procedure to determine the optimal policy. Kim et al. [8] studied a similar problem as in [7] except that the information of all arcs are available real-time. They proposed a DP formulation where the state space includes states of all arcs, time, and the current node. They stated that the state space of the proposed formulation becomes quite large making the problem intractable. They reported substantial cost savings from a computational study based on the Southeast-Michigan’s road network. To address the intractable state-space issue, Kim et al. [9] proposed state space reduction methods. A limitation of Kim et al.[8], is the modeling and partitioning of travel speeds for the determination of arc congestion states. They assume that the joint distribution of velocities from any two consecutive periods follows a single unimodal Gaussian distribution, which cannot adequately represent arc travel velocities for arcs that routinely experience multiple congestion states. Moreover, they also employ a fixed velocity threshold (50 mph) for all arcs and for all times in partitioning the Gaussian distribution for estimation of state-transition probabilities (i.e., transitions between congested and uncongested states). As a result, the value of real-time information is compromised rendering the loss of performance of the dynamic routing policy. Our proposed approach addresses all of these limitations.
3 Modeling

3.1 Recurrent Congestion Modeling

Let the graph $G=(N,A)$ denote the road network where $N$ is the set of nodes (intersections) and $A \subseteq N \times N$ is the set of directed arcs between nodes. For every node pair, $n', n \in N$, there exists an arc $a = (n,n') \in A$, if and only if, there is a road that permits traffic flow from node $n$ to $n'$. Given an origin, $n_o$-destination, $n_d$ node (OD) pair, the trip planner’s problem is to decide which arc to choose at each decision node such that the expected total trip travel time is minimized. We formulate this problem as a finite horizon Markov decision process (MDP), where the travel time on each arc follows a non-stationary stochastic process.

An arc is labeled as observed if its real-time traffic data (e.g., velocity) is available through the traffic information system. An observed arc can be in $r+1 \in \mathbb{Z}^+$ different states that represent arc’s traffic congestion level at a time. We begin with discussing how to determine an arc’s congestion state given the real-time velocity information and defer the discussion on estimation of the congestion state parameters to Section 4.

Let $c_a^{s-1}(t)$ and $c_a^s(t)$ for $i=1,2,...,r+1$ denote the cut-off velocities used to determine the state of arc $a$ given the velocity at time $t$ on arc $a$, $v_a(t)$. We further define $s_a(t)$ as the state of arc $a$ at time $t$, i.e. $s_a(t) = \{\text{Congested at level } i \} = \{i\}$ and can be determined as: $s_a(t) = \{i, \text{if } c_a^{s-1}(t) \leq v_a(t) < c_a^s(t)\}$. For instance, if there are two congestion levels (e.g., $r+1=2$), then the states will be i.e., $s_a(t) = \{\text{Uncongested}\} = \{0\}$ and $s_a(t) = \{\text{Congested}\} = \{1\}$ and the travel time is normally distributed at each state.

We assume the state of an arc evolves according to a non-stationary Markov chain. In a network with all arcs observed, $S(t)$ denotes the traffic congestion state vector for the entire network, i.e., $S(t) = \{s_1(t), s_2(t),...,s_a(t)\}$ at time $t$. For presentation clarity, we will suppress ($t$) in the notation whenever time reference is obvious from the expression. Let the state realization of $S(t)$ be denoted by $s(t)$.

It is assumed that arc states are independent from each other and have the single-stage Markovian property. In order to estimate the state transitions for each arc, two consecutive periods’ velocities are modeled jointly. Accordingly, the time-dependent single-period state transition probability from state $s_a(t) = i$ to state $s_a(t+1) = j$ is denoted with $P[s_a(t+1) = j | s_a(t) = i] = \alpha_a^{ij}(t)$. The transition probability for arc $a$, $\alpha_a^{ij}(t)$, is estimated from the joint velocity distribution as follows:

$$\alpha_a^{ij}(t) = \frac{|c_a^{s-1}(t) \leq V_a(t) < c_a^s(t) \cap c_a^{s-1}(t+1) < V_a(t+1) < c_a^s(t+1)|}{\mid c_a^{s-1}(t) \leq V_a(t) < c_a^s(t) \mid}$$
Let \( T_a(t,t+1) \) denote the matrix of state transition probabilities from time \( t \) to time \( t+1 \), then we have \( T_a(t,t+1) = \left[ a_{ij}^a(t) \right]_{ij} \). Note that the single-stage Markovian assumption is not restrictive for our approach as we could extend our methods to the multi-stage case by expanding the state space [10]. Let network be in state \( S(t) \) at time \( t \) and we want to find the probability of the network state \( S(t+\delta) \), where \( \delta \) is a positive integer number. Given the independence assumption of arcs’ congestion states, this can be formulated as follows:

\[
P(S(t+\delta) | S(t)) = \prod_{a=1}^{14} P(s_a(t+\delta) | s_a(t)) .
\]

Then the congestion state transition probability matrix for each arc in \( \delta \) periods can be found by the Kolmogorov’s equation:

\[
T_a(t,t+\delta) = \left[ a_{ij}^a(t) \right]_{ij} \times \left[ a_{ij}^a(t+1) \right]_{ij} \times \ldots \times \left[ a_{ij}^a(t+\delta) \right]_{ij} .
\]

With the normal distribution assumption of velocities, the time to travel on an arc can be modeled as a non-stationary normal distribution. We further assume that the arc’s travel time depends on the congestion state of the arc at the time of departure (equivalent to the arrival time whenever there is no waiting). It can be determined according to the corresponding normal distribution:

\[
\delta(t,a,s_a) \sim N(\mu(t,a,s_a),\sigma^2(t,a,s_a)),
\]

where \( \delta(t,a,s_a) \) is the travel time; \( \mu(t,a,s_a) \) and \( \sigma(t,a,s_a) \) are the mean and the standard deviation of the travel time on arc \( a \) at time \( t \) with congestion state \( s_a(t) \).

### 3.2 Dynamic Routing Model with Recurrent Congestion

We assume that the objective of our dynamic routing model is to minimize the expected travel time based on real-time information where the trip originates at node \( n_0 \) and concludes at node \( n_d \). Let’s assume that there is a feasible path between \((n_0,n_d)\) where a path \( p = (n_0, n_1, \ldots, n_{K-1}) \) is defined as sequence of nodes such that \( a_k = (n_k,n_{k+1}) \in A \), \( k = 0, \ldots, K-1 \) and \( K \) is the number of nodes on the path. We define set \( a_k = (n_k,n_{k+1}) \in A \) as the current arc set of node \( n_k \), and denoted with \( CrAS(n_k) \). That is, \( CrAS(n_k) = \{ a_k : a_k = (n_k,n_{k+1}) \in A \} \) is the set of arcs emanating from node \( n_k \). Each node on a path is a decision stage (or epoch) at which a routing decision (which node to select next) is to be made. Let \( n_k \in N \) be the location of \( k \)th decision stage, \( t_k \) is the time at \( k \)th decision stage where \( t_k \in \{1, \ldots, T\} \), \( T > t_{k-1} \). Note that we are discretizing the planning horizon.

While optimal dynamic routing policy requires real-time consideration and projection of the traffic states of the complete network, this approach makes the state space prohibitively large. In fact, there is little value in projecting the congestion
states well ahead of the current location. This is because the projected information is not different than the long run average steady state probabilities of the arc congestion states. Hence, an efficient but practical approach would tradeoff the degree of look ahead (e.g., number of arcs to monitor) with the resulting projection accuracy and routing performance. This has been very well illustrated in Kim et al. [9]. Thus we limit our look ahead to finite number of arcs that can vary by the vehicle location on the network. The selection of the arcs to monitor would depend on factors such as arc lengths, value of real-time information, and arcs’ congestion state transition characteristics. For ease of presentation and without loss of generality, we choose to monitor only two arcs ahead of the vehicle location and model the rest of the arcs’ congestion states through their steady state probabilities. Accordingly, we define the following two sets for all arcs in the network. \( S_{\text{scAS}} (a_k) \), the successor arc set of arc \( a_k \), \( S_{\text{scAS}} (a_k) \equiv \{ a_{k+1} : a_{k+1} = (n_{k+1}, n_{k+2}) \in A \} \), i.e., the set of outgoing arcs from the destination node \((n_{k+1})\) of arc \(a_k\). \( P_{\text{scAS}} (a_k) \), the post-successor arc set of arc \(a_k\), \( P_{\text{scAS}} (a_k) \equiv \{ a_{k+2} : a_{k+2} = (n_{k+2}, n_{k+3}) \in A \} \), i.e., the set of outgoing arcs from the destination node \((n_{k+2})\) of arc \(a_{k+1}\).

Since the total trip travel time is an additive function of the individual arc travel times on the path plus a penalty function measuring earliness/tardiness of arrival time to the destination node, the dynamic route selection problem can be modeled as a dynamic programming model. The state, \( \Omega_k \), of the system at \( k \) th decision stage is denoted by \( \Omega_k \). This state vector is composed of the state of the vehicle and network and thus characterized by the current node \((n_k)\), the current node arrival time \((t_k)\), and \(s_{a_{k+1},a_{k+2}}\) the congestion state of arcs \(a_{k+1},a_{k+2}\) where \(\{ a_{k+1} : a_{k+1} \in S_{\text{scAS}} (a_k) \}\) and \(\{ a_{k+2} : a_{k+2} \in P_{\text{scAS}} (a_k) \}\) at \( k \) th decision stage. The action space for the state \(\Omega_k\) is the set of current arcs of node \(n_k\), \( \text{CrAS} (n_k) \).

At every decision stage, the trip planner evaluates the alternative arcs from \( \text{CrAS} (n_k) \) based on the remaining expected travel time. The expected travel time at a given node with the selection of an outgoing arc is the expected arc travel time on the arc chosen and the expected travel time of the next node. Let \( \pi = \{ \pi_0, \pi_1, \ldots, \pi_{K-1} \} \) be the policy of the trip and is composed of policies for each of the \( K-1 \) decision stages. For a given state \(\Omega_k = (n_k, t_k, s_{a_{k+1},a_{k+2}},k)\), the policy \(\pi_k (\Omega_k)\) is a deterministic Markov policy which chooses the outgoing arc from node \(n_k\), i.e., \(\pi_k (\Omega_k) = a \in \text{CrAS} (n_k)\). Therefore the expected travel cost for a given policy vector \(\pi\) is as follows:

\[
F^\pi (\Omega_0) = E \left[ \sum_{k=0}^{K-1} g (\Omega_k, \pi_k (\Omega_k), \delta_k) + \delta (\Omega_{K-1}) \right],
\]

where \(\Omega_0 = (n_0, t_0, S_0)\) is the starting state of the system. \(\delta_k\) is the random travel
time at decision stage $k$, i.e., $\delta_k = \delta\left(t_k, \pi_k(\Omega_k), s_k(t_k)\right)$. $g(\Omega_k, \pi_k(\Omega_k), \delta_k)$ is cost of travel on arc $\pi_k(\Omega_k) = a \in CrAS(n_k)$ at stage $k$, i.e., if travel cost is a function ($\phi$) of the travel time, then $g(\Omega_k, \pi_k(\Omega_k), \delta_k) = \phi(\delta_k)$ and $\Omega(\Omega_{k+1})$ is terminal cost of earliness/tardiness of arrival time to the destination node under state $\Omega_{k+1}$. Then the minimum expected travel time can be found by minimizing $F(\Omega_k)$ over the policy vector $\pi$ as follows:

$$F^*(\Omega_k) = \min_{\pi=-\{\Omega_0, \pi_0, \ldots, \pi_{K-1}\}} F(\Omega_k).$$

The corresponding optimal policy is then $\pi^* = \arg\min_{\pi=-\{\Omega_0, \pi_0, \ldots, \pi_{K-1}\}} F(\Omega_k)$. Hence, the Bellman’s cost-to-go equation for the dynamic programming model can be expressed as follows [10]:

$$F^*(\Omega_k) = \min_{\Theta_k} \left\{ g(\Omega_k, \pi_k(\Omega_k), \delta_k) + F^*(\Omega_{k+1}) \right\}. $$

For a given policy $\pi_k(\Omega_k)$, we can re-express the cost-to-go function by writing the expectation in the following explicit form:

$$F(\Omega_k | a_k) = \sum_\delta P(\delta_k | \Omega_k, a_k) \left[ g(\Omega_k, a_k, \delta_k) + \sum_{s_{k+1}, t_{k+1}} P \left( s_{k+1, t_{k+1}}(t_{k+1}) \mid s_{k, t_{k}}(t_k) \right) \sum_{s_{k+1}, t_{k+1}} P \left( s_{k+1, t_{k+1}}(t_{k+1}) \mid s_{k, t_{k}}(t_k) \right) F(\Omega_{k+1}) \right]$$

where $P(\delta_k | \Omega_k, a_k)$ is the probability of travelling arc $a_k$ in $\delta_k$ periods. $P \left( s_{k+1, t_{k+1}}(t_{k+1}) \mid s_{k, t_{k}}(t_k) \right)$ is the long run probability of arc $a_{k+2} : a_{k+2} \in PScAS(a_k)$ being in state $s_{k+1, t_{k+1}}$ in stage $k+1$. This probability can be calculated from the historical frequency of a state for a given arc and time.

We use backward dynamic programming algorithm to solve for $F^*(\Omega_k)$, $k = K-1, K-2, \ldots, 0$. In the backward induction, we initialize the final decision epoch such that, $\Omega_{K-1} = (n_{K-1}, t_{K-1}, s_{K-1})$, $n_{K-1}$ is destination node, and $F_{K-1}(\Omega_{K-1}) = 0$ if $t_{K-1} \leq T$. Accordingly, a penalty cost is accrued whenever there is delivery tardiness, e.g., $t_{K-1} > T$. Note that $s_{K-1} = \emptyset$ since destination node current and successor arcs doesn’t have value of information.

### 4 Experimental Studies

In this section we first introduce two road networks for demonstrating the performance of the proposed algorithms along with a description of their general traffic conditions. Then describe the process of how to model recurrent congestion. Finally, we report savings from employing the proposed model.
We test our procedure on a road network from South-East Michigan (Fig. 1). The sample network covers major freeways and highways in and around the Detroit metropolitan area. The network has 30 nodes and a total of 98 arcs with 43 observed arcs and 55 unobserved arcs. Real-time traffic data for the observed arcs is collected by Michigan ITS Center for 23 weekdays from January 21, 2008 to February 20, 2008 for the full 24 hours of each day at a resolution of an observation every minute. A small part of our full network, labeled sub-network (Fig. 1b), with 5 nodes and 6 observed arcs is used here to better illustrate the methods and results.

![Image of a map of South-East Michigan and a sub-network](image)

**Fig. 1.** (a) South-East Michigan road network considered for experimental study. (b) Sub-network from South-East Wayne County.

We present the speed data for arc 4-to-5 for the given days in Fig. 2.a as an example. The mean and standard deviations of speed for the arc 4-to-5 is also illustrated (Fig. 2.b). It can be seen clearly that the traffic speeds follow a stochastic non-stationary distribution that vary with the time of the day.

Given the traffic speed data, we employed the Gaussian Mixture Model (GMM) clustering technique to determine the number of recurrent-congestion states for each arc by time of day. In particular, we employed the greedy learning GMM clustering method of Verbeek [11] for its computational efficiency and performance. The
parameters of the traffic state joint Gaussian distributions (i.e., $\mu_i^j; \Sigma_i^j$) along with the computed cut-off speeds (if GMM yields more than one state) are employed to calculate travel time distribution parameters and the transition matrix elements as explained in section 3. In the event that two states are identified by GMM, $\alpha_i$ denotes the probability of state transition from congested state to congested state whereas $\beta_i$ denotes the probability of state transition from uncongested state to uncongested state. Fig. 3a plots these transition rates for the arc 4-to-5 with a 15 minute time interval resolution. The mean travel time of arc 4-to-5 for congested and uncongested traffic states are given in Fig. 3b.

**Fig. 3.** For arc 4-to-5 (a) recurrent congestion state-transition probabilities where $\alpha$: congested to congested transition; $\beta$: uncongested to uncongested transition probability; (b) mean travel time for congested and uncongested traffic states.

In the experiments based on the sub-network, node 4 is considered as the origin node and node 6 as the destination node of the trip. As stated earlier, we consider node 4 as the origin node and node 6 as the destination node of the trip. Three different path options exist (path 1: 4-5-6; path 2: 4-5-26-6; and path 3: 4-30-26-6). Given the historical traffic data, path 1: 4-5-6 dominates other paths most of the time of a day under all network states. Hence we identify path 1 as the baseline path and show the savings (averaged over 10,000 runs) from using the proposed dynamic routing algorithm with regard to baseline path. Fig. 4a plots the corresponding percentage savings from employing the dynamic vehicle routing policy over the baseline path for each network traffic state combination and Fig. 4b shows the average savings (averaged across all network traffic states, treating them equally likely). It is clear that savings are higher and rather significant during peak traffic times and lower when there is not much congestion, as can be expected.

**Fig. 4.** (a) Savings for each of 32 network state combinations and (b) average savings for all state combinations during different times of the day.

Besides the sub-network (Fig. 1b), we have also randomly selected 4 other origin
and destination (OD) pairs (OD pair 1: 2-21, 2: 12-25, 3: 19-27, and 4: 23-13) to investigate the potential savings from using real-time traffic information under a dynamic routing policy. Once again, we identify the baseline path for each OD pair (as explained for the case of routing on the sub-network) and show percentage savings in mean travel times (over 10,000 runs) over the baseline paths from using the dynamic routing policy. The savings, Fig. 5, are consistent with results from the sub-network, further validating the sub-network results.

Fig. 5. Savings of dynamic policy over baseline path during the day for all starting states of given OD pairs of full network (with 15 minute time interval resolution).

5 Conclusions

The paper proposes practical dynamic routing models that can effectively exploit real-time traffic information from ITS regarding recurrent congestion in transportation networks. With the aid of this information and technologies, our models can help drivers avoid or mitigate trip delays by dynamically routing the vehicle from an origin to a destination in road networks. We model the problem as a non-stationary stochastic shortest path problem under recurrent congestion. We propose effective data driven methods for accurate modeling and estimation of recurrent congestion states and their state transitions.

ITS data from South-East Michigan road network, collected in collaboration with Michigan ITS Center, is used to illustrate the performance of the proposed models. Experiments show that as the uncertainty (standard deviation) in the travel time information increases, the dynamic routing policy that takes real-time traffic information into account becomes increasingly superior to static path planning methods. The savings however depend on the network states as well as the time of day. The savings are higher during peak times and lower when traffic tends to be static (especially at nights).
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Abstract. A regional/multi-regional logistic traffic network is considered in this paper with the aim of optimizing the flows of goods which pass through the network in order to reach their final destinations. The logistic network takes into account both road and rail transportation, and it is modelled as a directed graph whose arcs represent a road or a rail link and whose nodes are not only connection points but can represent a place where some service activities (such as the change in transportation mode) are carried out. In the paper, the model of the logistic network and, in particular, the equations which formalize the dynamics of links and nodes, are described in detail. In addition, with reference to decision problems at operational level, some considerations about the degrees of freedom (decision variables) in the model, the kind and the role of decision makers, and the class of performance indicators are also outlined in the paper.

1 Introduction

Modelling, planning, and control of logistic systems are research streams that, in the last years, have received a significant attention by the research community due to their economic impact. An improvement of the performance of the overall logistic chain and an effective integration of the different actors of a logistic system are fundamental goals in the management of modern production/distribution systems. As a matter of fact, these systems have to be designed and planned to fulfil such relevant objectives as those related to the on-time delivery of products to final users, to the minimization of transportation costs and of costs referred to the use of infrastructures, etc.

In this context, off-line planning methodologies play a key role and a wide bibliography can be found on such subjects. Some interesting review works [1–4] define the hierarchical decisional structure to be used when dealing with systems devoted to freight intermodal transportation and, then, with logistic systems. This structure is composed of three levels: long term (or strategic) planning, medium term (or tactical) planning, and short term (or operational) planning. At the strategic level, planning problems are mainly relevant to demand forecasting, logistic nodes location [5, 6] and to the design of transportation operations between nodes [7, 8]. The tactical level consists in
the aggregate planning of operations in logistic nodes [9] and of distribution operations (Service Network Design problems [10]). Many decision problems are typically defined at the operational level and such problems require the adoption of several models and decision techniques; typical decision problems at this level are the assignment of transportation operations to transportation means [11] and the static and dynamic routing of vehicles on the transportation network or on the logistic chain [12, 13]. The model and the problems considered in this paper refer to this latter decision level.

In this paper, the model of a logistic traffic network at regional/multi-regional level is presented, being the final objective of the current research activity the statement and solution of decision problems for the management of a logistic system at operational level, such as the optimal routing of goods which pass through the logistic network in order to reach their final destinations. The proposed model is a discrete-time model and the time horizon to be considered can range from some hours to some days. The model mainly consists of a directed graph whose arcs represent a road or a rail link and whose nodes are not only connection points but can represent a place where some service activities (such as the change in transportation mode) are carried out. The model is based on some characteristics which have been introduced in [14] with reference to the macroscopic modelling of transportation networks. In particular, each link and some nodes of the logistic network are discrete-time dynamic systems whose input and output variables are represented by flows that are respectively received from and transmitted to the neighbouring links/nodes, and the basic dynamic equation is represented by the vehicle conservation equation introduced in [15, 16]. In addition, with reference to decision problems at operational level, some considerations about the degrees of freedom (decision variables) in the model, the kind and the role of decision makers, and the class of performance indicators are also outlined in the conclusions of the paper.

2 The Model of the Logistic Network

The model of the logistic network mainly consists of the transportation offer (i.e., the physical network where vehicles can move), the transportation demand (i.e., the requirements of moving goods over this network) and the equations that represent the dynamics of this system, both referred to nodes and links. The model is a discrete-time model; in this connection, let $t$ and $\Delta$ be the generic time instant and the length of one interval, respectively, with $t = 0, \ldots, T$ being $T\Delta$ the time horizon. Note that, for the quantities considered in the model which are not referred to a time instant but to a time interval, with $t$ we refer to the time interval $[t, t+1)$.

2.1 The Transportation Offer

The offer of transportation services is represented by means of a directed graph $D = (V, A)$ where $V$ is the set of nodes and $A$ is the set of links. We will refer to each node as $i \in V$ and to each link as the pair of nodes it connects, i.e. $(i, j) \in A$. For each node $i \in V$ the sets $P(i)$ and $S(i)$ gather the predecessor and successor nodes, respectively.

The graph $D$ represents an intermodal network involving two transportation modes corresponding to road and rail. Let us denote with $A^b$ and $A^r$ the set of arcs on road
and on rail, respectively. It is \( A^R \cap A^T = \emptyset \) since an arc corresponds univocally to a given transportation mode. Moreover, it is obvious that \( A^R \cup A^T = A \).

The nodes of the network are primarily divided into connection nodes and service nodes. The former are simply interconnections among different links and do not have their own dynamics, whereas the latter represent a place where some service activities are carried out (such as intermodal terminals where cargo is handled and there is a change in the transportation mode) and then are modelled as discrete-time dynamic systems. Both connection and service nodes can be either regular nodes or border nodes. Border nodes represent the access and exit points of the network. In this connection let \( V^{RC}, V^{BC}, V^{RS}, \text{ and } V^{BS} \) be, respectively, the set of regular connection, border connection, regular service, and border service nodes. These sets are disjoint \( (V^{RC} \cap V^{BC} \cap V^{RS} \cap V^{BS} = \emptyset) \) and their union correspond to the whole set of nodes \( (V^{RC} \cup V^{BC} \cup V^{RS} \cup V^{BS} = V) \).

![Network Diagram](image)

**Fig. 1.** A sketch of the logistic network.

### 2.2 The Transportation Demand

In the considered model, we suppose that the real origins and destinations of the demand are outside the transportation network \( D \). However, all goods must pass through the proposed regional/multi-regional logistic traffic network in order to reach their final destinations. At this purpose, let \( \Omega^O \) and \( \Omega^D \) represent, respectively, the set of origins and the set of destinations for the whole demand (see Fig. 1). Note that there can be some geographic areas that are both the origin and the destination of logistic flows, then in general \( \Omega^O \cap \Omega^D \neq \emptyset \). Goods coming from a certain origin may enter the network through one or more “compatible” border nodes; in the same way goods can reach their destination by exiting the network from one or more “compatible” border nodes. Then, let \( V^{IN}_o \subseteq V^{BC} \cup V^{BS} \) (resp., \( V^{OUT}_d \subseteq V^{BC} \cup V^{RS} \)) be the set of border nodes associated with origin \( o \in \Omega^O \) (resp., destination \( d \in \Omega^D \)). Moreover, for each destination \( d \in \Omega^D \) and for each node \( \mu \in V^{OUT}_d \), we denote with \( \tau_{\mu,d}(t) \) the time necessary to reach \( d \) from \( \mu \) if the logistic units are in \( \mu \) at time \( t \).
The transportation demand is defined for each different network user, i.e., road carrier, shipper and so on, that needs to transport some logistic units from a certain origin to a certain destination. Each network user is denoted with \( n = 1, \ldots, N \) and it has a set of \( \Gamma_n \) transportation requests to satisfy. The \( l \)-th request of user \( n, n = 1, \ldots, N, l = 1, \ldots, \Gamma_n \), is characterized by: origin \( o_{n,l} \in \Omega^O \), destination \( d_{n,l} \in \Omega^D \), number of logistic units \( \delta_{n,l} \), due date \( d_{d_{n,l}} \), release time \( r_{n,l} \), i.e., the time instant in which the logistic units are available to enter the network. In addition, let \( s_{n,l} \) be the time instant in which the logistic units actually enter the network; moreover, \( \lambda_{n,l}^{\nu,\mu} \), \( \nu \in \Omega^IN_{o_{n,l}}, \mu \in \Omega^OUT_{d_{n,l}} \), represents the percentage of \( \delta_{n,l} \) that enter the network in \( \nu \) and exit from \( \mu \). Note that these last two terms are decision variables whose values depend on the choices taken by the network user.

Finally, in order to associate the request \( l \) of network user \( n \) with the considered time horizon, let the function of time \( \delta_{n,l}(t) \) be defined as follows:

\[
\delta_{n,l}(t) = \begin{cases} 
\delta_{n,l} & \text{if } t = s_{n,l} \\
0 & \text{otherwise}
\end{cases} \quad n = 1, \ldots, N, l = 1, \ldots, \Gamma_n, t = 0, \ldots, T
\]

### 3 The Dynamics of the Logistic Network

Links and nodes are considered as discrete-time dynamic systems whose state is represented by the number of logistic units which are in the link or node at a certain time instant. Each state variable is updated according to a state equation (conservation equation) which takes into account the number of logistic units entering and exiting the link or node in the time interval between two subsequent time instants. Moreover, in order to separately consider all requests of all network users and all exiting nodes, an approach similar to the one proposed in [14], which considers destination-oriented variables (composition and splitting rates), is adopted.

#### 3.1 Links

The dynamics of links involves road links only, since trains transporting a finite number of logistic units over a rail link are not explicitly modelled. As it will be clear in the following, the dynamics of trains is implicitly considered in the dynamics of service nodes. Then, in the following, it is assumed \( (i, j) \in A^R \).

Let us denote with \( n_{i,j}^{n,l,\mu}(t), n = 1, \ldots, N, l = 1, \ldots, \Gamma_n, \mu \in \Omega^OUT_{d_{n,l}}, t = 0, \ldots, T \), the number of logistic units, belonging to the \( l \)-th transportation request of network user \( n \), which are in link \((i, j)\), at time \( t \), and have to reach border node \( \mu \). In the following, the triple \((n, l, \mu)\) will be referred to as a whole. The state equation is then given by:

\[
n_{i,j}^{n,l,\mu}(t + 1) = n_{i,j}^{n,l,\mu}(t) + q_{i,j}^{n,l,\mu}(t) - Q_{i,j}^{n,l,\mu}(t)
\]

where \( q_{i,j}^{n,l,\mu}(t) \) and \( Q_{i,j}^{n,l,\mu}(t) \) are, respectively, the number of logistic units of \((n, l, \mu)\) which enter and exit \((i, j)\) in the time interval \([t, t + 1]\).

\( Q_{i,j}^{n,l,\mu}(t) \) is given by:

\[
Q_{i,j}^{n,l,\mu}(t) = \gamma_{i,j}^{n,l,\mu}(t) \cdot Q_{i,j}(t)
\]
being the overall number of logistic units exiting from \((i, j)\), namely \(Q_{i,j}(t)\), obtained from

\[ Q_{i,j}(t) = v_{i,j}(t) \cdot \rho_{i,j}(t) \cdot \Delta \]  

(4)

where \(v_{i,j}(t)\) and \(\rho_{i,j}(t)\) indicate the mean speed and the density on link \((i, j)\) in the time interval \([t, t + 1]\). If we suppose that the density is uniformly distributed along \((i, j)\) and constant in \([t, t + 1]\), we can define the density as:

\[ \rho_{i,j}(t) = \frac{n_{i,j}(t) + \overline{m}_{i,j}(t)}{L_{i,j}} \]  

(5)

where \(L_{i,j}\) is the length of \((i, j)\) and \(\overline{m}_{i,j}(t)\) represents the number of other vehicles (such as cars or other logistic vehicles which are not matter of decision in the considered system) present in \((i, j)\) at time \(t\). The value of \(\overline{m}_{i,j}(t)\) is supposed to be known, at least as an average value, and then it is an input to the problem. However, note that \(\overline{m}_{i,j}(t)\) must be taken into account because it affects the traffic behaviour and, then, the evolution of the state variable.

Moreover, the mean speed on the link is defined as \(v_{i,j}(t) = f[\rho_{i,j}(t), (i, j), t]\), i.e., it is a function of the density on the link (as well as function of the link itself and of the time instant). This relation is generally known as the steady state speed-density characteristic [17].

The link composition rate \(\gamma_{i,j}^{n,l,\mu}(t)\) specifies the fraction of logistic units, which are actually in link \((i, j)\), belonging to \((n, l, \mu)\), with respect of the overall number of logistics units in \((i, j)\). It is computed as

\[ \gamma_{i,j}^{n,l,\mu}(t) = \frac{n_{i,j}^{n,l,\mu}(t)}{n_{i,j}(t)} \]  

(6)

The equation providing \(q_{i,j}^{n,l,\mu}(t)\) depends on the kind of node \(i\). If node \(i\) is a regular connection node, then

\[ q_{i,j}^{n,l,\mu}(t) = \sum_{h \in P(i)} \beta_{h,i,j}^{n,l,\mu}(t) \cdot Q_{h,i}(t) \quad i \in \mathcal{V}_{RC} \]  

(7)

where \(\beta_{h,i,j}^{n,l,\mu}(t)\) is the link splitting rate from link \((h, i)\) to link \((i, j)\), in the time interval \([t, t + 1]\), with reference to \((n, l, \mu)\). The link splitting rates are given by

\[ \beta_{h,i,j}^{n,l,\mu}(t) = \gamma_{i,j}^{n,l,\mu}(t) \cdot \alpha_{h,i,j}^{n,l,\mu}(t) \]  

(8)

where \(\alpha_{h,i,j}^{n,l,\mu}(t)\) are route choice parameters. If node \(i\) is a border connection node and represents one of the access points for the logistic units belonging to \((n, l, \mu)\) (that is, \(i \in \mathcal{V}_{\text{IN}}^{n,l,\mu}\)), then

\[ q_{i,j}^{n,l,\mu}(t) = \beta_{i,j}^{n,l,\mu}(t) \cdot \lambda_{n,i}^{l,\mu}(t) \cdot \delta_{n,i}(t) \quad i \in \mathcal{V}_{\text{IN}}^{n,l,\mu} \subseteq \mathcal{V}_{RC} \]  

(9)
where \( \beta_{n,l,\mu}^{i,j}(t) \) is the node splitting rate from node \( i \) to link \((i,j)\), in the time interval \([t,t+1)\), with reference to \((n,l,\mu)\). Finally, if node \( i \) is a service node, both regular and border, the dynamics of the node must be taken into account, thus

\[
q_{n,l,\mu}^{i,j}(t) = \beta_{n,l,\mu}^{i,j}(t) \cdot \tilde{Q}_i(t) \quad i \in V^{\text{RS}} \cup V^{\text{BS}}
\]

(10)

where \( \tilde{Q}_i(t) \) is the number of logistic units exiting the node \( i \) (see next subsection).

### 3.2 Nodes

The dynamics of nodes is related to the possibility of queuing logistic units inside the node and thus it involves service nodes only (both regular and border). Let us denote with \( n_i^{n,l,\mu}(t) \), \( n = 1, \ldots, N \), \( l = 1, \ldots, \Gamma_n \), \( \mu \in V^{\text{OUT}} \), \( t = 0, \ldots, T \), the number of logistic units, belonging to the \( l \)-th transportation request of network user \( n \), which are in node \( i \), at time \( t \), and have to reach border node \( \mu \). As before, in the following, the triple \((n,l,\mu)\) will be referred to as a whole. The state equation is then given by:

\[
n_{n,l,\mu}^{i}(t+1) = n_{n,l,\mu}^{i}(t) + q_{n,l,\mu}^{i}(t) - Q_{n,l,\mu}^{i}(t)
\]

(11)

where \( q_{n,l,\mu}^{i}(t) \) and \( Q_{n,l,\mu}^{i}(t) \) are, respectively, the number of logistic units of \((n,l,\mu)\) which enter and exit \( i \) in the time interval \([t,t+1)\).

\( Q_{n,l,\mu}^{i}(t) \) is given by

\[
Q_{n,l,\mu}^{i}(t) = \tilde{Q}_{n,l,\mu}^{i}(t) + \hat{Q}_{n,l,\mu}^{i}(t)
\]

(12)

where \( \tilde{Q}_{n,l,\mu}^{i}(t) \) (resp., \( \hat{Q}_{n,l,\mu}^{i}(t) \)) represents the overall number of logistic units, belonging to \((n,l,\mu)\), exiting from node \( i \) and entering a road link (resp., rail link). \( \tilde{Q}_{n,l,\mu}^{i}(t) \) is provided by

\[
\tilde{Q}_{n,l,\mu}^{i}(t) = \gamma_{n,l,\mu}^{i}(t) \cdot \tilde{Q}_i(t)
\]

(13)

where \( \gamma_{n,l,\mu}^{i}(t) \) is the node-to-road composition rate, and \( \tilde{Q}_i(t) \) is the overall number of logistic units exiting \( i \) and entering a road link; this last term is given by

\[
\tilde{Q}_i(t) = \min \left\{ \tilde{\sigma}_i(t) \cdot n_i(t), \tilde{s}_i(t) \cdot \Delta \right\}
\]

(14)

with

\[
\tilde{\sigma}_i(t) = \sum_{n=1}^{N} \sum_{l=1}^{\Gamma_n} \sum_{\mu \in V^{\text{OUT}}_{n,l,i}} \gamma_{n,l,\mu}^{i}(t)
\]

(15)

being \( \gamma_{n,l,\mu}^{i}(t) \) the fraction of logistic units of \((n,l,\mu)\) which are in node \( i \) at time \( t \) and leave, in the subsequent time interval, namely \([t,t+1)\), the node towards a road link or leave the network, and

\[
n_i(t) = \sum_{n=1}^{N} \sum_{l=1}^{\Gamma_n} \sum_{\mu \in V^{\text{OUT}}_{n,l,i}} n_{n,l,\mu}^{i}(t)
\]

(16)
Then, the node-to-road composition rate can be computed as

$$\tilde{\gamma}_{n,l,\mu}(t) = \tilde{\sigma}_{n,l,\mu}(t) \cdot n_{n,l,\mu}(t)$$  \hspace{1cm} (17)$$

In (14), $\tilde{s}_i(t)$ represents the node-to-road service rate (expressed as number of logistic units per time unit) in the node $i$ in the time interval $[t, t+1]$. Note that it is assumed that every logistic unit entering a service node in a given time interval cannot exit the node itself in the same time interval.

Before introducing the equation providing $\hat{Q}_{n,l,\mu}(t)$, it is necessary to briefly describe the behaviour of logistic units on rail links. A rail link $(i,j) \in A^T$ is assumed to be served by one or more trains which transport logistic units from $i$ to $j$. It is assumed that one train begins a transportation in $i$ at each time instant and the number of logistic units that are transported by the train depends on the state of the node. However, such a number is upper-bounded by a value $C_{i,j}(t)$ which represents the capacity (maximum number of logistic units that can be transported) of the train leaving $i$ towards $j$, at time instant $t$. Moreover, let $\Lambda_{i,j}$ be the travel time of a train travelling from $i$ to $j$, expressed as number of time intervals; such a value is assumed fixed and a-priori known.

Because of the finite capacity of trains, some of the logistic units that concluded their service and that have to proceed with their travel in a rail link, may be not allowed to exit the node. Then, it is necessary to distinguish between the “potential” number of logistic units which leave from the node and the “actual” number. In (12), $\hat{Q}_{n,l,\mu}(t)$, is the actual number. The potential number is provided by

$$\hat{Q}_{n,l,\mu}^{POT}(t) = \hat{\sigma}_{n,l,\mu}(t) \cdot n_{n,l,\mu}(t)$$  \hspace{1cm} (18)$$

where $\hat{\gamma}_{n,l,\mu}(t)$ is the node-to-rail composition rate, and $\hat{Q}_{n,l,\mu}^{POT}(t)$ is the overall number of logistic units which potentially exit the node and enter a rail link; this last term is given by

$$\hat{Q}_{n,l,\mu}^{POT}(t) = \min \{ \tilde{s}_i(t) \cdot n_i(t), \tilde{s}_i(t) \cdot \Delta \}$$  \hspace{1cm} (19)$$

with

$$\tilde{s}_i(t) = \sum_{n=1}^{N} \sum_{l=1}^{L} \sum_{\mu \in V^{out}} \tilde{\sigma}_{n,l,\mu}(t)$$  \hspace{1cm} (20)$$

being $\tilde{\sigma}_{n,l,\mu}(t) = 1 - \tilde{\sigma}_{n,l,\mu}(t), \forall(n,l,\mu)$, the fraction of logistic units of $(n,l,\mu)$ which are in node $i$ at time $t$ and leave the node towards a rail link. Then, the node-to-rail composition rate can be computed as

$$\tilde{\gamma}_{n,l,\mu}(t) = \frac{\tilde{\sigma}_{n,l,\mu}(t) \cdot n_{n,l,\mu}(t)}{\tilde{s}_i(t) \cdot n_i(t)}$$  \hspace{1cm} (21)$$

In (19), $\tilde{s}_i(t)$ represents the node-to-rail service rate in the node $i$ in the time interval $[t, t+1]$. The actual number of logistic units which leave from the node is then computed as

$$\hat{Q}_{n,l,\mu}(t) = \sum_{j \in S(i)} \hat{\xi}_{n,l,\mu}(t) \cdot \hat{Q}_{n,l,\mu}^{POT}(t)$$  \hspace{1cm} (22)$$
where \( \hat{\xi}_{n,l,\mu}^{i,j}(t) \) represents the fraction of logistic units of \((n,l,\mu)\) which actually leave the node \( i \) towards rail link \((i,j)\), with respect to the relative potential number. It is worth noting that the meaning of \( \hat{\xi}_{n,l,\mu}^{i,j}(t) \) is different from that of splitting rates introduced in the link dynamics. Moreover, such quantities must satisfy the following constraint

\[
\sum_{n=1}^{N} \sum_{l=1}^{L_n} \sum_{\mu \in \mathcal{V}_{\text{OUT}}} \hat{\xi}_{n,l,\mu}^{i,j}(t) \cdot \hat{Q}_{\text{POT}}^{n,l,\mu}(t) \leq C_{i,j}(t)
\]

(23)

It is worth finally observing that, when \( i = \mu \), all logistic units belonging to \((n,l,\mu)\) leave the network; in this case, it turns out \( \tilde{\sigma}_{n,l,\mu}^{\mu}(t) = 1 \), \( \hat{\sigma}_{n,l,\mu}^{\mu}(t) = 0 \), \( t = 0, \ldots, T \).

Coming back to (11), \( q_{i}^{n,l,\mu}(t) \) is given by

\[
q_{i}^{n,l,\mu}(t) = \begin{cases} 
\lambda_{i,\mu}^{n,l} \cdot \delta_{n,l}(t) & \text{if } i \in \mathcal{V}_{\text{IN}} \subseteq \mathcal{V}^{\text{RS}} \\
\tilde{q}_{i}^{n,l,\mu}(t) + \hat{q}_{i}^{n,l,\mu}(t) & \text{if } i \in \mathcal{V}^{\text{RS}} \cup \mathcal{V}^{\text{BS}}, i \notin \mathcal{V}_{\text{IN}} \subseteq \mathcal{V}^{\text{BS}} 
\end{cases}
\]

(24)

where, in case of service nodes that are not an access point for logistic units belonging to \((n,l,\mu)\) (bottom expression of (24)), \( \tilde{q}_{i}^{n,l,\mu}(t) \) (resp., \( \hat{q}_{i}^{n,l,\mu}(t) \)) represents the overall number of logistic units, belonging to \((n,l,\mu)\), coming from a road link (resp., rail link) and entering node \( i \). \( \tilde{q}_{i}^{n,l,\mu}(t) \) and \( \hat{q}_{i}^{n,l,\mu}(t) \) are provided by

\[
\tilde{q}_{i}^{n,l,\mu}(t) = \sum_{h \in \mathcal{P}(i)} \sum_{(h,i) \in \mathcal{A}^{\text{h}}} q_{h,i}^{n,l,\mu}(t)
\]

(25)

\[
\hat{q}_{i}^{n,l,\mu}(t) = \sum_{h \in \mathcal{P}(i)} \sum_{(h,i) \in \mathcal{A}^{\text{h}}} \hat{q}_{h,i}^{n,l,\mu}(t - \Lambda_{i,j}) \cdot \hat{Q}_{\text{POT}}^{n,l,\mu}(t - \Lambda_{i,j})
\]

(26)

### 4 Conclusions and Further Research Directions

In the previous section the model of an intermodal logistic network has been presented. The dynamic evolution of the elements (links and nodes) of this network has been represented by means of discrete-time state equations where the state variables indicate the number of logistic units present in a link or in a node. The main decisions to be taken concern the splitting of these logistic units over the alternative paths in the network (and consequently the choice of transportation mode) and the time instant in which they enter the network. Different approaches can be defined in order to determine these decisions and they depend on which decision makers are considered and, for each decision maker, the decision power, the available information and the performance indexes.

Three classes of decision makers can be considered in general. First of all, network users are decision makers that must move goods from given origins to given destinations, characterized by specific due dates. These network users work in a competitive environment, therefore each of them is characterized by a specific objective (i.e. minimizing costs and/or travel times in order to deliver goods within a given due date). Another class of decision makers is given by infrastructure managers, such as managers...
of links (e.g. highways) or managers of nodes (e.g. terminal operators) or managers of trains. Each of them has, again, a specific objective (i.e. minimizing risk factors, maximizing profits, and so on) that can be in conflict with the objectives of other decision makers. A third class of decision makers is represented by the local authorities or territory managers devoted to manage the territory with social objectives (such as assuring security, minimizing traffic congestion, and so on). These three classes of decision makers are involved in a decision framework that is, in general, a hierarchic structure. The territory manager is at the top of this decision structure, it decides on the basis of its social objectives and it can act on the system in two ways, by advising the other decision makers about how to act or by imposing to them some policies (e.g. forbidding to cover a given link in a certain time period, imposing the number of specific cargo units that can move in a part of the network, and so on). The decisions taken by the territory manager affect the decisions of the network managers that, again, can be applied by advisory or coercive policies and, in their turn, affect the decisions of the network users. Therefore, the network users make their decisions by taking into account the social policies of the territory managers and the cost/incentive policies provided by the infrastructure managers.

The main decisions of the proposed system, i.e. the definition of the path followed by the logistic units, the transportation mode and the time instant in which they enter the network, are taken by network users and this can be obtained as the solution of a specific optimization problem. The considered objective function concerns the minimization of some cost terms concerning the network users (travel costs, also including highway or rail fares, deviations from due dates, and so on), possibly weighted in a different way for each network user. In the considered optimization problem, the constraints include the discrete-time state equations of nodes and links, as well as some other specific constraints. Note that the decisions taken by infrastructure managers and territory managers can affect the optimization problem both in the objective function and in the constraints. For instance, if the manager of a node/link applies different fares in different time slots, this is considered in the problem objective function. Otherwise, if the territory manager imposes a limit to the number of logistic units that can move in a certain area in a given time slot, this is considered in the problem by adding a constraint.

The proposed model is very general and can refer to different real applications, by adding specific constraints and/or decision variables. If a completely centralized system is considered, a single large optimization problem must be solved. Since such a problem generally has a nonlinear form, if real applications are considered, the problem dimensions are probably too large to be solved with nonlinear solvers. For this reason, it could be more reasonable to state different separate problems for each network user or for groups of network users, in order to obtain smaller instances of the problem. Anyway, in this case, it is necessary to model the interaction among the network users (either in a competitive or in a cooperative environment) such that an overall solution can be obtained by considering the single solutions that each of them has found by solving its specific optimization problem. The present research activity is devoted to the analysis of some real situations and the statement of ad-hoc optimization problems, in order to evaluate the effectiveness of different management policies in logistic networks.
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Abstract. In this paper we consider the dynamic model of a logistic node of a transportation network and study dispatching feedback policies in terms of stability and optimality. A necessary and sufficient condition for the existence of a stable feedback policy is given and a policy is presented which would be optimal if the transportation resources were continuous.

1 Introduction

An intermodal logistic system can be modeled as a network comprising a set of nodes (hubs and terminals) connected by the links established by the transport operations, which, in general, take place under different modes. The management of logistic nodes in this network is a complex problem where several factors have to be taken into account, from the availability of carriers and their assignment to particular tasks (in terms of products to be shipped, destinations or routes), and fulfillment of various performance criteria such as timely delivery, minimization of transportation and inventory costs (possibly, both at the logistic nodes and at the destinations); see among others, [1–4].

Many instances of decisional problems for these systems are presented and solved in the literature; often transportation problems can be addressed in terms of linear programming problems, see e.g., [5–8], and developing ad-hoc techniques to obtain the solutions, such as dynamic programming with linear approximation of the (unknown) value function. It is worth mentioning that by the approach of [5, 6] the framework of the Logistic Queuing Networks is introduced.

A slightly different paradigm considers shipping policies for simplified models of a logistic network (or a part of it) and addresses the minimization of transportation and inventory costs, see for example [9, 10] and [15] where a stochastic setting is adopted. Still another example of management problems for a logistic node is represented by the optimization of space allocated for containers in ports (e.g., [13]): or the optimization of the operations of discharging containers from a ship, their location in the terminal yard and the upload of new containers [14]. In these last two cases, the performances considered can be also viewed in terms of the necessity to maintain low levels of stocked products in the logistic node (in this case, a port). The stability of the dynamics of the stock at a logistic node is therefore a relevant issue to be taken into account.
In order to study the stability (and the performance of stabilizing policies) from a dynamical point of view, in this paper a simplified model of a logistic node in a transportation network is considered and feedback policies based on the current state of the system are defined to control the node. The scenario is similar to those arising in other applicative domains (like in manufacturing, communications, computer systems or queuing networks in general), so the feedback policies considered in this paper have been inspired by various well established techniques developed in those domains. The stability of these policies will be investigated and a necessary and sufficient condition for the possibility of stabilizing the system will be determined. The sufficiency will be established in a constructive way by determining a class of policies which guarantee the stability of the system. A comparison among the performances of different stabilizing policies will be carried out through simulations, showing that a policy, inspired by a control known as optimal for the fluid version of the problem, will provide the best results among the policies considered in the paper.

2 Problem Formulation

Consider the discrete time model of a logistic node collecting $Q$ different types of wares which have to be shipped to $P$ different locations, and let $x_{ij}(k) \geq 0$ be the quantity of items of type $j = 1, \ldots, Q$, with destination $i = 1, \ldots, P$, stocked at the logistic node at time $t_k$, and collected in the buffer $B_{ij}$. In this model a destination could be more in general considered as a route among different locations, established through some routing algorithm.

The time evolution of each $x_{ij}$ is observed at various decisional time instants $t_k$, and as such characterized by a discrete time dynamics. Denoting $d_{ij}(k)$ the amount of goods of type $j$ to be sent to destination $i$ arriving in the node in the interval $(t_k, t_{k+1})$ and $u_{ij}(k)$ the amount of goods of type $j$ shipped to destination $i$ from the node in the same interval $(t_k, t_{k+1})$, we have:

$$x_{ij}(k+1) = x_{ij}(k) + d_{ij}(k) - u_{ij}(k)$$

In addition to this dynamics, we consider that of the vehicles executing the shipping task. Let $n_i(k)$ be the number of vehicles assigned to destination $i$ in the interval $(t_k, t_{k+1})$; the total number $N(k)$ of vehicles present in the node at time $t_k$ obeys to the following equation:

$$N(k+1) = N(k) + R(k) - \sum_{i=1}^{P} n_i(k)$$

where $R(k)$ is the number of vehicles arriving from outside in the interval $(t_k, t_{k+1})$. Notice that, according to the above dynamics, the total number of vehicles available for a shipping task at time $t_k$ is given by

$^3$ These buffers could be considered as virtual, in the sense that in some cases we may have items which are physically stocked in different places according to their type (in such a way that the physical content of a buffer is given by $\sum_{i=1}^{P} x_{ij}$) as it happens for the stocked finished products in a factory.
To model the inflow of vehicles $R(k)$, first consider the simple scenario where there is a fixed quantity $N_c$ of vehicles which could serve the logistic node (as if for example, the logistic node is a shipper who owns a certain quantity $N_c$ of trucks). A traveling time $T_i \in \mathbb{N}$ is associated to each route (i.e. destination) $i$; in particular $T_i$ denotes the round-trip time, i.e. the interval after which a vehicle is again available at the node after completion of a shipping task to destination $i$. In this case $R(k) = \sum_{i=1}^{P} n_i(k - T_i)$ is the number of vehicles coming back from their expedition, and therefore (2) reads as follows:

$$N(k+1) = N(k) + \sum_{i=1}^{P} n_i(k - T_i) - \sum_{i=1}^{P} n_i(k); \quad N(0) = N_c$$

(4)

Notice that the total sum of vehicles (those at the logistic node and those traveling) equals $N_c$ at each time instant.

In other cases we can consider the logistic node and the shippers as separate entities, so that the total number of vehicles which are going to access the logistic node varies with time; in such situations $N_c$ can be obtained through a suitable average of the expedition history in the node, and can be possibly perturbed when new vehicles are assigned to (or removed from) the node. A possible way to model this situation is by perturbing the signal $R(k)$, i.e., $R(k) = \sum_{i=1}^{P} n_i(k - T_i) + \Delta(k)$, where $\Delta$ is a disturbance signal characterized by certain statistical properties (e.g. zero mean). Another interesting extension would be to add to the round trip time some noise (possibly asymmetric, in the sense that positive perturbations, so that $\tilde{T}_i > T_i$, are more likely to occur than negative ones). As a first approach to the problem, in the following we consider the simplified model (4), i.e., assuming that the $T_i$’s are deterministic quantities and $N_c$ is fixed. In this case the number of available vehicles at time $t_k$ is: $N_a(k) = N(k) + \sum_{i=1}^{P} n_i(k - T_i)$.

Let’s now consider the interaction between the stock dynamics (1) and the vehicle dynamics (4). To this end, assume that each vehicle has identical volume capacity and that each item of type $j = 1, \ldots, Q$ has a relative volume with respect to vehicle capacity $v_j \leq 1$ (that is, a vehicle has unit capacity). Accordingly, we have the following constraint for any route $i$:

$$\sum_{j=1}^{Q} v_j u_{ij}(k) \in [0, n_i(k)].$$

(5)

Since $n_i(k)$ vehicles are used at time $t_k$ for route $i$, it is reasonable that the above quantity is larger than $n_i(k) - 1$ (actually, by the policies that will be considered in this paper, vehicles travel completely loaded).

The objectives of this work will be essentially two. First, derive conditions on the stability of the system, that is conditions on the inflow process $d(\cdot)$, (relative) part volumes $v_j$, traveling times $T_i$ and number of vehicles $N_c$ such that there exists a policy of selection of $n_i(\cdot)$ and $u_{ij}(\cdot)$ which maintains limited all the buffers $x_{ij}(\cdot)$. Second, analyze the performance of some class of policies, trying to solve the optimization problem.
consisting in the selection of the \( n_i(k) \) and of the \( u_{ij}(k) \) to minimize:

\[
J = \sum_{k=1}^{K} g[x(k)] \gamma^k
\]  

(6)

where \( \gamma \in (0, 1) \) is a discount factor and \( K \) a planning horizon, possibly infinite. The function \( g(\cdot) \) penalizes waiting freights in the node, e.g., for a linear \( g(x) \),

\[
g(x) = \sum_{i=1}^{P} \sum_{j=1}^{Q} c_{ij} x_{ij}
\]  

(7)

We now make a fluid approximation for the variables involved in (1), considering \( x_{ij}, d_{ij} \) and \( u_{ij} \) as continuous quantities. Accordingly, the information about the volume of each type \( j = 1, \ldots, Q \) is now carried by the continuous variables (now the relative volumes \( v_j \) have no sense per se, hence they will be dropped in the following) and each cost \( c_{ij} \), assuming a fixed \( i \), now has the meaning of holding cost of part \( j = 1, \ldots, Q \) per unit volume\(^4\). Notice that also the variables \( N, N_c, n_i \) will represent volumes (multiples of the unit volume).

We will deal with the two problems above by restricting the control policies to those which make vehicles travel completely full (this is possible under the fluid approximation of the materials): this should represent, as remarked below, a correct choice under heavy traffic conditions. Notice, also, that transportation costs have not been included in the cost index: this depends on the fact that (i) transportation costs are considered constant in time; (ii) we restrict the analysis to policies which make all vehicles travel completely full. The assumptions above imply that the transportation cost is a fixed component that does not influence the optimization problem. The choice of considering the vehicles fully loaded is reasonable under heavy traffic conditions (where allowing the possibility of sending partially full vehicles may even compromise the stability), but may become significantly sub-optimal in the case of reduced inflow rates, large holding costs \( c_{ij} \) and small traveling costs.

3 Stability

As an introduction, consider a one part-type system \((Q = 1)\) with constant inflow processes \( d_i \) and equal transportation times \( T_i = T, \forall i \). The equations are then:

\[
x_i(k+1) = x_i(k) + d_i - u_i(k), \quad i = 1, \ldots, P
\]  

(8)

\[
u_i(k) \in [0, n_i(k)]
\]  

(9)

\[
\sum_{i=1}^{P} n_i(k) \leq N_a(k)
\]  

(10)

\[
N(k+1) = N(k) + \sum_{i=1}^{P} n_i(k-T) - \sum_{i=1}^{P} n_i(k)
\]  

(11)

\(^4\) Formally, as if the system were described by new variables \( x'_{ij} = x_{ij}v_j \) (and similarly for \( d_{ij} \) and \( u_{ij} \)) and \( c'_{ij} = c_{ij}/v_j \); dropping the “prime” and remaining with the same notation.
Based on the Little’s law, the necessary and sufficient condition of stability for this system should be:

\[ \sum_{i=1}^{P} d_i \leq \frac{N_c}{T} \]  

(12)

In fact, \( N_c/T \) is actually the effective number of vehicles available at each time unit, and hence also the volume of goods the node may handle in each unit of time. This must be equal to the volume arriving from outside, i.e. \( \sum_{i=1}^{P} d_i \).

The stronger condition that there exists a static vehicle allocation such that:

\[ T d_i \leq n_i \]  

(13)

for all \( i \), which implies condition (12), actually is not necessary (but clearly sufficient, since if it holds, allows to apply a policy where vehicles are divided once for ever among the tasks and each task is fulfilled, with no interaction among them), as shown in the following simple example.

**Example.** Consider a system with \( d_1 = d_2 = 0.5 \), \( T = 1 \), \( N_c = 1 \). Clearly it is not possible to distribute vehicles once for ever (in fact for any static selection of \( n_i \), condition (13) does not hold). However (12) holds and, in fact, the periodic allocation \( n_1(k) = \{1, 0, 1, \ldots\} \) and \( n_2(k) = 1 - n_1(k) \), maintains the buffers bounded. \( \square \)

Let us now return to the general case, but considering at first a constant inflow process. Condition (12) should be substituted by:

\[ \sum_{i=1}^{P} \sum_{j=1}^{Q} d_{ij} T_i \leq N_c \]  

(14)

which will be shown to be necessary and sufficient for the stability of the node. In this case, in fact, the quantity \( d_{ij} T_i \) plays the role of a work inflow in the system per unit of time (in the sense that for each item of type \( j \) to be sent to \( i \), the system must allocate a working capacity of \( T_i \), where the total working capacity is \( N_c \)). In the case of time varying inflow rates (but with the inflow rate oscillating in a bounded interval), the same condition should hold with average inflow rates \( \bar{d}_{ij} \).

**Remark 1.** Actually, while (14) is necessary for stability, the proof reported below only holds if the inequality in (14) is strict. We believe however that also the equality ensures the stability. Notice, in any case, that a strict inequality should be considered in practical settings to guarantee a certain degree of robustness of the stability property.

The previous discussion can be formalized in the following theorem.

**Theorem 1.** Condition (14) is necessary and sufficient (if taken with strict inequality) to maintain all the buffers in the node bounded at all times.

**Proof.** Necessity. The necessity of (14) can be shown by relaxing the integer constraint on the \( n_i(k) \). If the vehicle resource is not discrete, it is possible to maintain all the buffers bounded only if there exists a static assignment of the vehicles (notice in fact that in our model the inflow process is constant) which balances the freight inflow into
the system for all the routes $i$. The freight inflow into the system of parts to be sent on the route $i$ is given by $D_i := \sum_{j=1}^{Q} d_{ij}$. If $n_i$ vehicles are assigned to this route, since each transport requires $T_i$ time units, $n_i$ vehicles are available only every $T_i$ time units. The amount of wares accumulated in such a period is given by $D_i T_i$. So it must be $D_i T_i \leq n_i$. Summing over $i$, we get the condition (14). Since this condition is necessary for the relaxed problem, it is necessary also for the original problem.

**Sufficiency.** The proof of sufficiency is constructive: we exhibit a class of policies which, if (14) holds with strict inequality, ensures that all the buffers remain bounded. The proof is very similar to the proof of Theorem 1 in [11]. The class of policies ensuring stability is like the CAF policies in [11] where, however, the buffer $x_{ij}$ is processed not until it is cleared (level zero) but until its level becomes lower than $N_c$. That is: all the vehicles are assigned to a single route by filling them with the products of a certain buffer $B_{ij}$ (selected according to the CAF rule (15) reported below) only if this buffer has sufficient stock to use all vehicles, and the buffer is changed when this is no more possible. If no buffer can fill all the vehicles, the system remains idle until this becomes possible. Let $\tau_n$ denote the time a buffer has been finished to be processed. At each time $\tau_n$ the next buffer will be the one (denoted with a *) satisfying:

$$x^*(\tau_n) \geq \epsilon \sum_{i,j} x_{ij}(\tau_n)$$

(15)

for some $\epsilon > 0$ (e.g. the policy which selects the buffer with the largest content will belong to this class, satisfying (15) with any $\epsilon \in (0, 1/P)$, see [11]). Let $\bar{T}_i := T_i/N_c$. Performing a derivation similar to the one reported in [11], it is possible to show that:

$$\tau_{n+1} - \tau_n \leq \frac{\bar{T}^* x^*(\tau_n)}{1 - \rho^*} + \frac{N_c}{d^*}$$

(16)

where the * denotes the quantities corresponding to the buffer selected at time $\tau_n$ and $\rho^* := \bar{T}^* d^*$. The terms in (16) have been obtained as follows: the first term $\frac{\bar{T}^* x^*(\tau_n)}{1 - \rho^*}$ corresponds to the time to bring the buffer $x^*$ from its initial level $x^*(\tau_n)$ to a value below $N_c$ and is derived from [11] setting the setup time $\delta$ to 0 and considering that we only need to reach a value below $N_c$ and not 0; the second term $\frac{N_c}{d^*}$ takes into account that when a buffer is selected, perhaps its content is less than $N_c$. We define, as in [11]:

$$w(k) = \sum_{i,j} T_i x_{ij}(k)$$

Then we have:

$$w(\tau_{n+1}) = \sum_{i,j} \bar{T}_i x_{ij}(\tau_{n+1}) =$$

$$= \sum_{i,j \neq \ast} \bar{T}_i [x_{ij}(\tau_n) + d_{ij}(\tau_{n+1} - \tau_n)] + \bar{T}^* x^*(\tau_{n+1})$$

$$= w(\tau_n) + \sum_{i,j \neq \ast} \bar{T}_i d_{ij}(\tau_{n+1} - \tau_n) + \bar{T}^* [x^*(\tau_{n+1}) - x^*(\tau_n)]$$
\[ \leq w(\tau_n) + \sum_{i,j} \bar{T}_i d_{ij} (\tau_{n+1} - \tau_n) + \bar{T}^* N_c - \bar{T}^* x^*(\tau_n) \]

where the last inequality is implied by the fact that \( x^*(\tau_{n+1}) \leq N_c \) (we stop processing \( x^* \) at time \( \tau_{n+1} \), when its content is below \( N_c \)). Exploiting (16),

\[ w(\tau_{n+1}) \leq w(\tau_n) + \sum_{i,j} \bar{T}_i d_{ij} \left( \frac{\bar{T}^* x^*(\tau_n)}{1 - \rho^*} + \frac{N_c}{d^*} \right) + \bar{T}^* N_c - \bar{T}^* x^*(\tau_n) \]

Now, introducing the notation \( \rho := \sum_{i,j} \bar{T}_i d_{ij} \), we have that \( \sum_{i,j} \bar{T}_i d_{ij} = \rho - \rho^* \). Introducing this in the equation above and simplifying, we get:

\[ w(\tau_{n+1}) \leq w(\tau_n) - \bar{T}^* x^*(\tau_n) \frac{1 - \rho}{1 - \rho^*} + \frac{\rho}{d^*} N_c \]

Using (15), the previous becomes:

\[ w(\tau_{n+1}) \leq w(\tau_n) - T^* \sum_{i,j} x_{ij}(\tau_n) \frac{1 - \rho}{1 - \rho^*} + \frac{\rho}{d^*} N_c \]

\[ \leq w(\tau_n) - \frac{T^*}{T_M} \sum_{i,j} \bar{T}_i x_{ij}(\tau_n) \frac{1 - \rho}{1 - \rho^*} + \frac{\rho}{d^*} N_c \]

where \( T_M = \max_i \bar{T}_i \). So,

\[ w(\tau_{n+1}) \leq w(\tau_n) \left[ 1 - \frac{\bar{T}^*}{T_M} \frac{1 - \rho}{1 - \rho^*} \right] + \frac{\rho}{d^*} N_c \]

Notice that condition (14) under strict inequality can be written as \( \rho < 1 \), which is exactly the condition considered in [11]. The proof can be continued exactly as in [11] where, however, for us \( \alpha_{ij} = \bar{T}_i \frac{1 - \rho}{1 - \rho^*} \) (the same as in [11]) and \( \beta_{ij} = \frac{\rho}{d_{ij}} N_c \). So, as in [11], it is possible to obtain:

\[ \sup_n w(\tau_n) \leq \frac{T_M}{\epsilon} \max_{ij} \frac{\beta_{ij}}{\alpha_{ij}} \]

hence

\[ w(t_k) \leq \frac{T_M}{\epsilon} \max_{ij} \frac{\beta_{ij}}{\alpha_{ij}} + \frac{\rho}{\rho_m} N_c \]

where \( d_m = \min_{ij} d_{ij} \). This allows to obtain that

\[ \sum_{ij} x_{ij}(t_k) \leq \frac{1}{T_m} w(t_k) \leq \frac{T_M}{T_M \epsilon} \max_{ij} \frac{\beta_{ij}}{\alpha_{ij}} + \frac{\rho}{\rho_m} N_c \]

is bounded for all \( t_k \) (where \( T_m := \min_i \bar{T}_i \)). \( \square \)
4 Optimization

Consider for now \( Q = 1 \) (one part type system). Now, under condition (14), if everything is approximated through continuous variables, the optimal policy is myopic [12], that is, it is the \( c \mu \) rule if dealing with a linear cost function \( g(x) \) as the one considered in (7). The \( c \mu \) rule consists in processing the buffers \( B_{ij} \) according to a priority established by the product \( c \) times \( \mu \), where in the present problem, the cost coefficient \( c \) associated to the buffer \( B_{ij} \) is given by the coefficient \( c_{ij} \) in (7) and the maximum processing rate \( \mu \) for this buffer is given by \( \mu_i = \frac{N_i}{T_i} \): this is actually the maximum processing capacity for goods with destination (route) \( i \). There are however two major differences:

- vehicles are not continuous resources;
- the capacity allocation has an influence also on the future (if we allocate all vehicles to destination \( i \) we have to wait \( T_i \) time units before we can change allocation) while in the scheduling machine case, where the \( c \mu \) policy has been proved optimal, capacity allocations can change instantaneously at each step.

4.1 A Possible Heuristic

According to the above observations, we propose here a policy that we believe represents a promising and simple real time rule. We do not give here a proof of optimality for this policy and neither give a proof of stability: the performance of this policy will be explored from a computational point of view. According to the simulations, the stability appears to hold whenever condition (14) holds: this is not surprising since the policy reported below reduces the idle periods with respect to the one considered in the proof of the sufficiency of Theorem 1. This depends on the fact that, even if also this policy (as the one considered in the proof of Theorem 1) does not allow vehicles to travel partially loaded, it is no more required here that all the vehicles travel together to the same destination.

In particular, at each time step, the policy considered in this section allocates the vehicles available at that moment to the buffer \( B_{ij} \) which, among the ones with \( \sum_j x_{ij} \geq 1 \) (that is, among the ones which allow to complete the load of a vehicle) has the largest \( c \mu \) index (where, as mentioned above, for the buffer \( B_{ij} \), the index \( c \mu \) is given by \( c_{ij} N_i/T_i \)). To illustrate the policy more in detail, assume for simplicity \( Q = 1 \) and let \( i_1, \ldots, i_P \) be the priority established according to the \( c \mu \) rule (that is \( c_{i_k} / T_{i_k} \geq c_{i_{k+1}} / T_{i_{k+1}} \) for all \( k \)). Then, the policy is given by:

\[
\begin{align*}
n_{i_1}(k) &= \min \{ N_a(k), \lfloor x_{i_1}(k) \rfloor \} \\
n_{i_2}(k) &= \min \{ N_a(k) - n_{i_1}(k), \lfloor x_{i_2}(k) \rfloor \}
\end{align*}
\]

and so on, where \( N_a(k) \), defined in (3), is the number of available vehicles in the interval \( (t_k, t_{k+1}) \). Then, to fill all the vehicles assigned to route \( i \), we set:

\[
u_i(k) = n_i(k).
\]
4.2 Simulative Results

We tested the policies discussed above in a system with $Q = 1$ (a single product), $P = 3$, characterized by the following parameters: delays $T_1 = 4$, $T_2 = 3$, $T_3 = 5$; arrivals, constant in time, $d_1 = d_2 = 7$, $d_3 = 5$; with this choice the minimum $N_c$ guaranteeing stability is 74, according to condition (14). In figure are shown the performances (6), (7), with unit costs $c_1 = c_3 = 1$, $c_2 = 2$, and $\gamma = 1$, of three policies derived by simulating the system, for a finite time horizon, for various values of the parameter $N_c$. The dash dotted line shows the performances of the stabilizing policy described in Theorem 1; the dashed line the performances of the policy which allocates at each time instant all the available vehicles prioritizing the buffers with higher content, and the continuous line the performances of the "$c\mu$ policy" (those coefficients, by the parameters chosen, make buffer 2 the one with higher priority followed by buffer 1 and 3).

It is possible to observe that for values of $N_c$ lower than the stabilizing value (74), none of the policy described can achieve stability, consistently with Theorem 1 (for $N_c < 74$ the costs reported in Figure 1 result finite as a consequence of the finite time horizon considered). For $N_c > 74$ the $c\mu$ policy performs better than the policy prioritizing the higher buffers.

![Fig. 1. Performances of the $c\mu$ policy (continuous line), the serve-largest-buffer policy (dashed), and the basic stabilizing policy (dash-dotted), as a function of $N_c$.](image-url)

5 Conclusions

In this paper, a simplified model of a logistic node has been considered, where items arrive from outside to the node and must be routed to different destinations. Waiting items are stored in different buffers, according to their class and destination. At first, a necessary and sufficient condition is given in the paper for the possibility of finding dispatching dynamic policies that maintain all the buffers bounded. Subsequently an
optimization problem is considered and a simulative comparison of the performance of different feedback policies is presented in the paper. The problem has been studied under a fluid approximation of the items traveling in the node; this allows to completely fill the vehicles (and to neglect complex combinatorial loading problems). This possibility is actually used by the policies studied in this paper that do not allow the vehicles to travel partially filled. This is actually a reasonable choice under heavy traffic conditions where allowing the possibility of sending partially full vehicles may even compromise the stability, but may become significantly sub-optimal in the case of reduced inflow rates, large holding costs and small traveling costs.
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Abstract. The paper develops a novel and broad metamodel of a generic Intermodal Transportation Network (ITN), devoted to provide a reference model for the real time management and control of such systems. In order to take operational decisions, the presented model describes in detail the ITN structure and dynamic evolution that is updated on the basis of the information obtained in real time by modern information and communication technologies tools. The proposed metamodelling approach consists in employing a top down procedure and is based on the UML formalism, a graphic and textual modelling language intended to describe systems from structural and dynamics viewpoints. Hence, the paper models a generic ITN starting from the network description and shows as an example the metamodel of one of the most important nodes that compose it: the port subsystem. To this aim, we present the main UML diagrams describing the structure and dynamics of a case study.

1 Introduction

An Intermodal Transportation Network (ITN) can be defined as a logistically linked system integrating different transportation modes (rail, ocean vessel, truck etc.) to move freight or people from origin to destination in a timely manner [9]. The 21st century will see a renewed focus on ITN, driven by the necessity of moving ever growing quantities of goods and by the technological evolution each of the transportation modes has recently gone through. However, ITN decision making is a very complex process, due to the dynamical and large scale nature of the ITN, the hierarchical structure of decisions, as well as the randomness of various inputs and operations. Typically, ITN management techniques are based on a three-level hierarchy: strategic, tactical and operational ones. Strategic planning involves ITN design and considers time horizons of a few years. Tactical planning basically refers to the optimization of the flow of goods and services through a given ITN. Finally, operational planning is short-range planning and involves transportation scheduling at all transporters on an hour-to-hour basis, subject to the changing market conditions as well as to unforeseen transportation requests and accidents.
The related literature has largely addressed the ITN modelling and management problems at strategic and tactical levels. Recently, entrepreneurs and researchers are being attracted by the key problem of using effectively and efficiently the latest developments of ICT (Information and Communication Technologies) for ITN operational management [6], [11], [12], [13]. In fact, since intermodal transportation is more data-intensive than conventional transportation, ICT are considered a primary “enabling tool” for the safe and efficient real time management and operation of ITN. Indeed, today the effective use of the modern ICT tools has made it possible to know the state of the system in real time and therefore manage and change on-line paths, vehicle flows, deliveries and orders. In order to operate such choices, there is a need of dynamic models that can track the state changes of the various system components and determine operation indices typical of the real time management, such as utilization, traffic indices and delivery delays [14]. In the domain of ITN models at the operational level we recall the class of discrete event system models [1], [3], [4] and of the simulation models [13], [14]. However, the above models are designed to describe a particular ITN and do not fully take into account the multiplicity of elements that can influence the ITN dynamics and the corresponding information structure. Since ITN are often complex and distributed systems, they have also been effectively represented by multi-agent techniques. However, this promising approach to transportation and traffic management is still at its early stages [2].

This paper develops a novel metamodel of ITN at the operational level intended for real time management and control of such systems. The metamodel has a general and modular structure and is characterized by high information integration. In order to take operational decisions, the presented model describes in adequate detail the structure and dynamic evolution of the ITN and is updated on the basis of data exchanged by the players in the system and information obtained in real time by using modern ICT tools [7]. The proposed approach consists in applying metamodelling by a top down procedure based on the UML formalism [9], [10], a graphic and textual modelling language intended to understand and describe systems from various viewpoints. Hence, UML enables us to describe the structure and dynamics of a generic ITN starting from the description of the network, until the model of the most important entities that compose it (classes) and their corresponding activities. Moreover, UML unifies the formalism by using appropriate and effective diagrams that can be easily translated into a simulation software. Indeed, the approach to the management and control of ITN is based on the construction of a reference model that simulates the evolution and dynamics of ITN and provides to the control modules the knowledge base necessary for decisions in real time. To this aim, the model reproduces the behaviour of the ITN by storing the real events such as variations in demand and orders, blockages, accidents, breaks and all those occurrences that interact with the flow and management of materials and transporters. Hence, based on the knowledge of the reference model state and the events, decision makers can make the appropriate choices optimizing suitable performance indices. To the best of the authors’ knowledge, such a UML based metamodel approach has never before been proposed for ITN.

The paper is organized as follows. Section 2 describes the main steps of the ITN metamodel approach. Subsequently, sections 3 and 4 respectively describe the static and dynamic diagrams in the ITN metamodel. A conclusion section closes the paper.
2 The Metamodel of Intermodal Transportation Networks

We consider a generic ITN constituted by a set of terminals (ports, airports, railway stations, etc.), together with the interconnections between them and land infrastructures. Metamodelling is a technique that applies to models [5]. A metamodel provides an accurate description of the constructs and rules needed to obtain semantic models and encapsulates all the concepts that are necessary to describe the structure and dynamics of a particular system.

The metamodelling approach presented in this paper is a top-down approach that decomposes the system to gain insight into its compositional sub-systems. In the top-down approach an overview of the ITN is formulated, specifying any first-level sub-systems: ports, airports, railway stations, intermodal terminals, ground, sea and air connections, information systems, carrier and freight forwarder. Subsequently, each subsystem is refined in detail from the structural and dynamical points of view, using suitable UML diagrams, such as class diagrams and activity diagrams. In the following sections we detail the main steps of the proposed ITN metamodelling approach. First, a procedure addressing static models is devised, defining the so-called package diagram and the class diagrams. Subsequently, process flows are considered and dynamic models are obtained, by referring to the so-called activity diagrams.

3 Static Modelling of Intermodal Transportation Networks

3.1 The Package Diagram

The first step of the presented metamodelling approach consists in identifying the main subsystems composing an ITN. These can be divided into structural subsystems (i.e., ports, airports, railway stations, intermodal terminals, ground, sea and air connections, carrier and freight forwarder) and the information system. They represent the generic concepts used within the metamodelling framework and are modelled in UML by packages. However, such subsystems are complex nodes that can be considered composed by other generic objects (or classes). Hence, we represent the overall ITN by the UML package diagram [9], [10]. Packages are groups of entities related to each other. Figure 1 depicts the package diagram of a generic ITN. We identify the following seven packages that form the ITN: the port, the airport, the railway station, the ground, sea and air connection, the intermodal terminal, the information system and the carrier and freight forwarder (see Fig. 1). Each package is composed by different classes representing structural basic objects interconnected with each other. Arrows show the cases in which a class in one package needs to use a class in another package. This causes a dependency between packages: for example, the information system is updated on the basis of data obtained in real time using modern ICT tools. We assume that each package includes an information class representing the informative structure devoted to manage the considered system. However, we consider also the possibility of the existence of a centralized information system that can manage and coordinate different packages. For example, the port package contains an information class that manages the flow of trucks, trains, cranes, etc. On the other hand,
the external and higher level information system can control the interactions between the port and the infrastructures, by receiving data from the port area and the ground, sea, rail and air connections.

Fig. 1. The package diagram of the ITN: arrows show dependence among packages.

Fig. 2. The port class diagram: connections show relationships among objects in the class.

### 3.2 The Class Diagrams

The subsequent step of the static modelling consists in setting up the so-called class diagrams, specifying the configuration of the various packages defined in the previously discussed package diagram [9], [10]. A class diagram describes the types of objects in the ITN and the various static relationships between them. These are represented by different pictorial connections and may be relationships of association.
(solid line), aggregation (solid line with a clear diamond at one end), composition (solid line with a filled diamond at one end), inheritance or generalization (solid line with a clear triangle at one end), realization (dashed line with a clear triangle at one end) and dependency (dashed line with an arrow at one end). Moreover, the class diagram may show the features of a class, i.e. the name, attributes and operations of the class.

As an example, we show in Fig. 2 the class diagram of one of the packages in Fig. 1, namely the Port: for the sake of brevity we omit the class diagrams of the remaining packages in Fig.1, since they may be set-up similarly to the diagram described here. The main classes included in the diagram in Fig. 2 are the Intermodal_Transport_System, the Management_System and the Cost_Manager. In the sequel we briefly describe such classes together with their typical attributes and methods. Obviously, these features may vary depending on the ITN under study [14].

The Intermodal_Transport_System class represents the overall port terminal system. The class attributes are: 1) the dynamic lists of ships, trains and trucks currently in the terminal; 2) the dynamic lists of ships, trains and trucks already served by the operators in the terminal or by the quay cranes, waiting for permission to exit from the terminal; 3) the dynamic lists of ships, trains and trucks queued and waiting for service; 4) the dynamic lists of ships, trains and trucks currently being served; 5) the dynamic lists of ships, trains and trucks currently leaving the terminal; 6) the lists of occupied quay cranes and available ones. The class methods are: 1) the registration of ships, trains and trucks entering the terminal; 2) the extraction from the list of ships, trains and trucks waiting for service; 3) the extraction from the list of available cranes; 4) the assignment of a crane to a specific task of freight loading/unloading; 5) the crane activation; 6) the extraction from the list of ships, trains and trucks exiting from the terminal; 7) the update of the list of served ships, trains and trucks; 8) the update of the list of waiting ships, trains and trucks; 9) the update of the list of ships, trains and trucks exiting the terminal; 10) the update of the list of available cranes.

The Intermodal_Transport_System class aggregates the following classes: Port_Area, Queue, Transportation_Means and Customs_Authority.

The Port_Area class represents the physical port area, modelled generalizing the following classes: Quay, where the ship loading/unloading processes take place, Container_Yard, representing the freight stock area, Crane_Area, describing the crane pick up and delivery point and Parking_Area, representing the zones where vehicles are parked. Hence, all these classes inherit the properties and basic services of their parent class, i.e. the Port_Area. This has the following attributes: 1) dimensions; 2) list of occupied locations; 3) list of unoccupied locations; 4) opening time; 5) closing time; 6) number of operators. Its methods are: 1) the extraction from a list of locations in the port area; 2) the access control; 3) the assignment of a location to an entity (ship, train, truck); 4) the clearing of a location upon the leaving of an entity. The Container_Yard class defines the storage area where freight is stored and waits for being delivered to their destination. The Quay class models the quay where ships are loaded/unloaded. Hence, the Quay class aggregates the Ship class, while it generalizes the Loading_Area and Unloading_Area classes. The Crane class attributes are: 1) the crane type (quay crane loading/unloading freight onto/from the ship, stacker crane retrieving/storing freight from the Container_Yard, automated guided vehicle or tractor moving freight from the quay area to the container yard area, etc.); 2) the crane
identification number. The Loading_Area class models the ship loading area, while, the Unloading_Area class represents the ships unloading area. The Parking_Area class is the area where trucks wait either to be loaded or to be embarked. The class also includes means of transportation waiting for any reason. The Parking_Area class obviously includes the Truck class and generalizes the Truck_Parking_Area and Tow_Parking_Area classes. The Container_Yard class includes the Container class and generalizes the Seaside_Yard and Landside_Yard classes. The Seaside_Yard (Landside_Yard) class represents the warehouse area where containers, freight, tow or pallets to load on trains or trucks destined to the inland (to be shipped) are stored.

The Queue class enables the management of queues and the computation of waiting times and hence of costs. The attributes of this class are: 1) the maximum number of entities a queue may have; 2) the queue management policy; 3) the velocity of queue management; 4) the costs associated to the waiting time in queue of a user; 5) the queue identification number; 6) the current number of users in a queue; 7) a Boolean flag indicating whether the queue is full. Its methods are: 1) the inclusion of an entity in the queue; 2) the cancellation of an entity from the queue; 3) the queue management; 4) the queue cost computation. Its children classes are called Gate_Queue and Exit_Queue, respectively representing the input and output queues in all the port, e.g. queues in parking area, in crane area, etc. The Gate_Queue and Exit_Queue both have as children classes those representing the truck, train, ship, parking and crane queues. For instance, the Parking_Gate_Queue and the Parking_Exit_Queue classes respectively represent the input and output truck queues in the parking area.

The Transportation_Means class represents the transportation means circulating in the port, i.e., trucks, trains and ships. Hence it generalizes the Truck, Train and Ship classes and is associated to the Customs_Authority class. Indeed, customs have the task of controlling the arriving transportation means and applying the corresponding taxes. The Transportation_Means class exhibits the attributes: 1) the transportation means identification number; 2) the transportation means dimensions; 3) the carrier name; 4) the category of transported goods (e.g., hazmat); 5) the goods place of origin; 6) the goods destination; 7) the goods weight; 8) the identification number of the carried tows, containers, freight or pallet; 9) a Boolean flag indicating full load; 10) the current waiting time for the unload and load operation. The class methods are as follows: 1) the load/unload operation; 2) the waiting time computation. Note that the class diagram shows that the Truck class is included in the Train and Ship classes, while it aggregates the Tow, Container, Freight and Pallet classes. The Container class includes the Freight and Pallet classes, which in turn includes the Freight class. Note that both the Tow and Container class have one attribute, the identification number. On the contrary, the Pallet class attributes are the identification number and its capacity, while the Freight class attributes are the identification number and dimension. The Train class represents trains moving freight entering or exiting from the port. Such a class includes the Container class and makes use of the Intermodal_Transport_System class, so that trains remain in the railway as minimum time as possible. The Ship class models ships berthed at the port. This class includes the Container and Truck classes.

The Customs_Authority class represents the customs and their tasks of controlling all transportation means and their freight and applying taxes. It is therefore connected to the Transportation_Means class by an association function named “check”. Its
attributes are: 1) the opening and closing times; 2) the control time of goods; 3) the number of customs operators. Its methods are: 1) the freight control; 2) the tax assignment.

The Management System class is devoted to managing the whole Intermodal_Transport_System class. This class provides the rules to perform choices and decisions in the ITN. Hence, it uses the database provided by the Intermodal_Transport_System class to elaborate the decisions. It aggregates the following classes: the Synchronization class, introduced to minimize operation delays in the intermodal terminal so as to maximize synchronization of operations; the Priority class, which deals with the assignment of priorities to the transportation means (e.g., trucks transporting hazmat are assigned priority or a FIFO logic may be considered); the Routing class, which describes the operation path that has to be followed; the Sequencing class, assigning the subsequent operation that the system has to execute; the Timing class, which determines the timing of the next operation.

Finally, the diagram in Fig. 2 includes the Costs_Manager class that computes the managing costs of the container terminal. Hence, this class uses data stored in the Intermodal_Transport_System and exhibits the cost calculation operations.

4 Dynamic Modelling of Intermodal Transportation Networks

In this section we employ activity diagrams to provide a “dynamic view” of the system. Activity diagrams aim to describe the logic of the involved processes and the workflow [9], [10]. They are similar to flowcharts, but they allow representations of parallel elaborations in order to explain the critical points in the processes and workflow of the whole system by pointing out all the possible paths, parallel activities and their subdivisions. The main elements of these diagrams are: the initial activity (denoted by a solid circle); the final activity (denoted by a bull’s eye symbol); activities, represented by a rectangle with rounded edges; arcs, representing flows, connecting activities; forks and joins, depicted by a horizontal split, used for representing concurrent activities and actions respectively beginning and ending at the same time; decisions, representing alternative flows and depicted by a diamond, with options written on either sides of the arrows emerging from the diamond; swim lanes, highlighting responsibilities; signals representing activities sending or receiving a message, which can be of two types: input signals (message receiving activities), shown by a concave polygon, and output signals (message sending activities), shown by a convex polygon. Moreover, activities may involve different participants in a system. Hence, partitions are used to show which actor is responsible for which actions and divide the diagram into columns or swim lanes.
In the following we describe the activity diagrams of two basic port operations: the ship loading and unloading processes. Note that, in order to illustrate in detail the workflow of these processes, we refer to the case study of the Trieste port (Italy) [1].

4.1 The Activity Diagram of the Ship Loading Process

The logic flow associated to the ship loading operations of the port of Trieste [1] is described by the activity diagram depicted in Fig. 3a. The actors of these activities are the carrier (included in the Carrier and Freight Forwarder package, see Fig. 1), the customs authority (represented by the corresponding Customs_Authority class in the class diagram of Fig. 2) and the port area staff (operators that are attributes of the Port_area class). When trucks arrive at the port area, the loading documents are prepared by the carrier. They contain data about the freight producer (e.g., company name, country of origin etc.), the transported goods (e.g., quality, quantity etc.) and the vehicle (e.g., nationality, number plate etc.). These documents are uploaded in electronic form and printed by the customs authority. The printed documents are checked by the carrier and the freight is checked by the customs authority. Shipping tariffs are paid by the carrier. Subsequently, the payment is registered and the ticket is printed by the customs authority.

After the ticket emission and freight check, the port area staff has to manage the access of trucks into the port. We enlighten that in the considered port terminal the trucks arriving at the port can either be loaded into the ship with their tow or the tow
can be unhooked and successively it is loaded into the ship [1]. At this point, on the basis of suitable priority rules that are established by the management system, either a complete truck can be loaded into the ship or a tow is unhooked and waits for the assignment of an idle crane. More precisely, trucks move to the parking area and can subsequently be loaded onto the ship. Alternatively, after the unhooking process, tows are loaded on a crane and are stored in the landside yard were they wait for the ship loading. Finally, tows are loaded by the quay crane on the ship.

We remark that the described logic flows may be significantly improved by suitable arrangements employing modern ICT tools, e.g. setting up a truck tracking device, an electronic transportation document system, etc. Obviously, the corresponding activity diagram can be obtained by suitably updating the ship loading process depicted in the diagram of Fig. 3a.

4.2 The Activity Diagram of the Ship Unloading Process

The logic flow associated to the ship unloading operations is similar to the previously analyzed loading phase and is described as follows (see Fig. 3b). The ship enters the port and the freight forwarder prepares the documents to unload vehicles and goods. These documents are uploaded in electronic form and printed by the customs authority. Data contained in the documents and freight are checked. Tariffs to unload the ship are then paid by the freight forwarder, successively the payment is registered and the ticket is printed. When the documents are checked and the tickets are ready, the authorization is issued. Hence, the port area staff, on the basis of the priority assigned by the management system class either enables the exit of trucks or assigns an idle crane to tows. In the latter case the tows are parked in the seaside yard, where they wait for trucks. Finally, trucks hook the tows and leave the port.

Similarly to the activity diagram of the ship loading process, also the activity diagram of the unloading process may be significantly improved by modern ICT tools.

5 Conclusions

The paper presents a novel top down procedure to develop a metamodel of Intermodal Transportation Networks (ITN), devoted to real time management and control at the operational level. To this aim, the model describes in detail the structure and dynamic evolution of the ITN so that it can be updated in real time using information from the real system obtained by modern information and communication technologies tools. The proposed metamodelling procedure is based on the UML formalism, a graphic and textual language able to describe systems from structural and dynamics viewpoints. To show the proposed model effectiveness, the paper focuses on a particular node of the ITN, i.e. the port, with particular reference to the port of Trieste (Italy). The detailed description of the main system components and of two basic processes of the port show how the UML diagrams can effectively depict the structure and activities of such complex and large systems. Hence, the proposed metamodelling approach and the used UML formalism provide a reference model that closely
simulates the evolution of the ITN. This feature of the reference model is crucial and can be effectively employed in order to supply the control modules with the knowledge base necessary for decisions in real time. Future research will address the model of all the nodes of the ITN and the specification of the decision and control modules. In addition, we plan to apply and validate the proposed approach to a real case study. To this aim, preliminary studies are being carried out with several European ports and authorities in the framework of a research project funded by the European Commission. Finally, further studies could be developed to support learning from data in the provided model, e.g. adding decision support and control modules based for instance on agent techniques.
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Abstract. This paper deals with the system interface of the integrated intelligent safety system that involves the vehicle applications of airbag deployment decision system (ADDS) and tire pressure monitoring system (TPMS). Lab Window/CVI in C interface program is developed for prototype implementation. The prototype implementation is the interconnection between the hardware objects of the intelligent safety devices such as load cell, Logitech web-camera, Cross-bow accelerometer, TPM module and receiver module, data acquisition card, CPU card and touch screen. Integration of several safety subsystems decision such as the image processing module, weight sensing module and the crash detection module are fused for intelligent ADDS. The integrated safety system also monitors the tire pressure and temperature and analyze the TPMS data for tire condition classification. The system interface developed the integrated system prototype performance that is evaluated through several test runs. Their result proven the embedded intelligent safety system is unique, robust and intelligent for vehicle safety application.

1 Introduction

The term “intelligent safety” does not literally mean that intelligence resides inside the vehicle. The “intelligence” implies here as an active essential part of the vehicle that contribute to safety, security and driving comfort. Intelligent safety system provides operation to ensure the safety and comfort level of the occupant in the vehicle [1]. However, due to occupant expectation of high level of control and safety, a large number of individual safety systems are needed [2]. This increased concern for safety issues has resulted to design accurate integrated intelligent safety system that involves features technologies, characteristic of safety issues and providing solutions by monitoring, detecting, classifying, impending crash or unsafe driving conditions, warning the driver, improving his or her ability to control the vehicle and prevent the accident [3].

Many individual researches have been focused on the safety issues such as occupant detection, classification and position, vehicle crash detection and its severity analysis, TPMS etc. For example, occupant detection and characterization are the fundamental importance [4] to improve the safety and comfort features of the
occupants. However, it is a difficult task, despite the success of some of these systems, the occupant detection such as human, non-human object and its classification still pose a number of challenges with respect to real time implementation and operation [5].

The vehicle crash detection is very helpful for preventative safety, preventing accidents and collision for minimizing human injury when an accident occurs [6]. However, in past it has been a rather seldom discussed on research and theoretical analysis of crash in the field of traditional engineering [7]. It is therefore NHTSA and other safety concern made rule that vehicle crash detection and analysis are mandatory for safety issue [8].

Similarly, the safety issue on TPMS is a significant factor in the driving experience and vehicle performance [9]. Accordingly, the NHTSA made a legislation known as the TREAD act in which after 31 October 2006, all vehicles in United States should have the option of TPMS [10].

The system interface for the prototype implementation of intelligent safety system is the most important. It is therefore, this paper pursue the interface program that are used for the development of an innovative integrated intelligent safety system to identify major hazards and assess the associated risks in an acceptable way in various environments where such traditional tools cannot be effectively or efficiently applied. The safety device provides data to the intelligent safety system that is useful for the development of ADDS and TPMS. The objective of this paper are met by integrating and developing the advance solution of the innovative safety issues likewise occupant detection, classification and position, vehicle crash detection and its severity analysis, TPMS and other detrimental issues.

2 System Integration

There are a number of limitations with the conventional architecture of the vehicles intelligent safety systems. The safety measures are challenging and increasing awareness of the automotive companies, due to customer expectation of high level of control and safety. However, because of the wide variety of individual safety system, it needs a large library of programs and much expensive individual platforms. This wide variety of safety is continuous increasing the complexity that would lead to a physical maximum and interdependence between the systems. So as to extract the most of the individual demands, the platform need to be integrated, addressed a robust algorithm and calibration process to optimized and validate the vehicle integrated safety system. The principle motivation behind the system integration is to reduce individual systems safety device management cost in the performance domain. The integrated intelligent safety system aims to provide heterogeneous workload management concepts and functions to the safety issues and validate them based on performance diagnosis of collected monitoring data in a developed platform.

The intelligent vehicle safety platform identifies the hardware and software execution environment of a system. The hardware platform identifies a set of hardware objects associated with processors. The system interface provides a high level of interface between software objects running on different processors that control the hardware. The proposed integrated safety system deals with the safety and
comfort issues in the modern vehicle such as TPMS, occupant detection, detection and position and vehicle crash detection. This integrated safety system gathers data through a set of sensors, collected the data through acquisition processes and eventually reacts through a CPU and finally, safety issues are monitored in a LCD display unit.

3 Method and Algorithm

We have developed the algorithms for ADDS and TPMS. In ADDS, we have developed the individual algorithms for occupant detection, classification and position based on weight sensing and image process as well as for vehicle crash detection. In weight sensing, in order to classify, the weight measurement data are used with logic combination. We consider that less than 10 kg as a non-human object, while the child setting is ‘10 kg<child<35’ and the adult setting is 35kg<adult<100kg. For example, when an adult occupant is on the seat, the adult logic is true, and child and non-human object logics are false, which the dynamic output classifies as adult and displays its decision on the monitor. In position detection, we have calculated the centroidal distance $F_x$ and $F_y$ are as follows.

$$ F_x = \frac{(-F_1 + F_2 - F_3 + F_4)}{(F_1 + F_2 + F_3 + F_4)} \quad (1) $$

$$ F_y = \frac{(F_1 + F_2 - F_3 - F_4)}{(F_1 + F_2 + F_3 + F_4)} \quad (2) $$

where $F_1$, $F_2$, $F_3$ and $F_4$ are weight forces of the four sensors, while $x$ and $y$ are the distances from the centre to the sensor in $x$ and $y$ directions, respectively. These calculations of $F_x$ and $F_y$ provide the appropriate position of the occupant.

In image processing, the algorithmic approach for detection and classification of occupant, non-human object and non-object as shown in Fig. 1. The proposed system is functioned with the combination of fast neural network (FNN) and classical neural network (CNN), in which the FNN is trying to extract any positive detection including false detection. Post-processing strategies are applied to converts normalized outputs and for adjusting intensity histogram equalization or lighting correction function are also applied to solve false detection. The output of FNN is then feed to CNN to verify which region is indeed the system detection. This proposed combined network is quite robust on detecting accuracy and computation efficiency rather than single network, which is unable to fully eliminate false detection problem.
This variable, $\Delta v(t)$, is an essential parameter for crash detection that can be found in the algorithms development. The change in vehicle velocity, $\Delta v(t)$, is obtained by computing the integration of the acceleration signal \[ \int_a(t)dt = -A \omega^2 \int \cos(\omega t + \delta) \] (3)

Selecting a threshold value of the vehicle velocity, $V_{th}$, is therefore required to facilitate the decision making of whether or not an effective crash has occurred. Such threshold $V_{th}$ value can easily be determined from the lowest speed of an effective crash defined by NHTSA i.e. 22.54 km/h. In order to detect crash, the developed algorithmic steps are as follows,

i) If $\Delta v(t) \geq V_{th}$, then output ="1"; DECISION: Effective crash is detected.

ii) If $\Delta v(t) < V_{th}$, then output ="0"; DECISION: Effective crash is not detected.

An increase in vehicle speed during crash increases the crash severity factor. The change of velocity, $\Delta v(t)$, over a period of time, $T$, at the detection state can be computed since the integral over the noise component is approximately zero. The circuit for computing $\Delta v(t)$ can be designed using systolic architecture to achieve the real-time speed. The output of the detection state is fed into a data acquisition card for system development.

In TPMS methodology, there are two ways to acquire data from the sensor likewise, using a successive approximation algorithm or by a threshold check. A successive approximation provides an accurate conversion of the sampled temperature.
or pressure reading into an 8-bit value. In the threshold check, the DAR is preloaded with a threshold value during standby/reset mode to detect whether the pressure or temperature has crossed a particular level. The receiver module is capable of receiving both OOK and FSK through UHF receiver that communicates with the CPU by a SPI. The UHF receiver detects and demodulate the signal through Manchester-encoded bit stream, sending out the important data to the CPU that is monitor in the display unit. The TPM and receiver module is loaded with a simple software program to effective the functionality of the hardware. The assemble code for TPM tire module is written using the “WIN IDE” integrated development environment and programmed into RF2 through the programmer board that transmitted data to the receiver module. Receiver module communicates with the UHF receiver using the Turbo C Borland C compiler run under DOS. A function “TPMReceiverModule” created in the main interface program is called in UKM.dll to monitor pressure and temperature that is extracted from TPM receiver through SPI connection to CPU.

4 Prototype Structure

The hardware prototype is a vital representation of final design of integrated safety system. It is also the basic tool to find deep bugs in the hardware. This is why; it has a crucial step in the whole hardware structure design of embedded system. This system implementation is developed through the physical interconnections between hardware objects using standard hardware design technique. The whole developed system structure consists of the following hardware objects such as sensors as tire pressure monitoring modules, load cell weight sensor, Logitech web-camera (WC) and Cross-bow accelerometer (AC) crash sensor, data acquisition card for analog to digital conversion, CPU card, touch screen for deploying result and ATX switch mode power supply (SMPS) as shown in Fig. 2.

![Fig. 2. Hardware structure of integrated prototype system.](image-url)
5 System Interface

In this interface program, data are acquired from the weight sensor inside the passenger seat and crash accelerometer sensor fixed on the vehicle bumper through AXIOMTEK AX10410A acquisition card. This weight and crash sensor provides analog signal that received by CH0 to CH6 of the A/D converter of DAQ card from the 4 weight sensors and a 3 axis of crash sensor. A web-camera is connected to the CPU through USB. The program firstly determined whether the seat is empty, human or non-human something is on it according to the logic combination of measured weight sense and image on the seat. Then classify the occupant size based on weight measurement data with logic combination. For example, when an adult occupant is on the seat, the adult logic is true, and child and non-human object logics are false, which the dynamic output classifies as adult and displays its decision on the monitor. The interface system also determined the centriodal position of the occupant to find whether the occupant is in good position or not. Occupant detection, classification and position along with vehicle crash detection decision provides decision to the ADDS. TPM receiver module is connected to the CPU through SPI that extracted pressure and temperature for monitoring and provide warning system to the display unit. Details interfacing connection among the external sensors and power supply to the data acquisition card and CPU are shown in Table 1 and Table 2.

Table 1. Connection the external sensor to the DAQ and CPU.

<table>
<thead>
<tr>
<th>DAQ and CPU</th>
<th>Sensor Type</th>
<th>Wire Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel 0</td>
<td>Weight Sensor</td>
<td>Blue (Left Bottom)</td>
</tr>
<tr>
<td>Channel 1</td>
<td>Weight Sensor</td>
<td>Violet (Left Top)</td>
</tr>
<tr>
<td>Channel 2</td>
<td>Weight Sensor</td>
<td>Orange (Right Top)</td>
</tr>
<tr>
<td>Channel 3</td>
<td>Weight Sensor</td>
<td>White (Right Bottom)</td>
</tr>
<tr>
<td>Channel 4</td>
<td>Crash Sensor</td>
<td>Violet (X-axis)</td>
</tr>
<tr>
<td>Channel 5</td>
<td>Crash Sensor</td>
<td>Yellow (Y-axis)</td>
</tr>
<tr>
<td>Channel 6</td>
<td>Crash Sensor</td>
<td>Black (Z-axis)</td>
</tr>
<tr>
<td>USB</td>
<td>Web-Camera</td>
<td>USB Port</td>
</tr>
<tr>
<td>SPI</td>
<td>TPM Receiver Module</td>
<td>Serial Port</td>
</tr>
</tbody>
</table>

Table 2. Power connector on the power supply and CPU card.

<table>
<thead>
<tr>
<th>Wire Colour</th>
<th>Wire Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>12 volt</td>
</tr>
<tr>
<td>Red</td>
<td>5 volt</td>
</tr>
<tr>
<td>Black</td>
<td>Ground</td>
</tr>
</tbody>
</table>
The displays are shown on a touch screen. The touch screen has three different connectors likewise USB, VGA and 12 volt regulated power supply.

### Table 3. Touch screen display unit connectors.

<table>
<thead>
<tr>
<th>Connector on the Touch Screen</th>
<th>Connection to the Other End</th>
</tr>
</thead>
<tbody>
<tr>
<td>USB connector</td>
<td>Connected to the USB connector on the CPU card.</td>
</tr>
<tr>
<td>VGA connector</td>
<td>Connected to the VGA connector on the CPU card. Red wire goes to the Yellow connector on the SMPS and the Black wire goes to the black connector on the SMPS.</td>
</tr>
<tr>
<td>Power connector, Red wire – 12 Volt Black wire – Ground</td>
<td>Red wire goes to the Yellow connector on the SMPS and the Black wire goes to the black connector on the SMPS.</td>
</tr>
</tbody>
</table>

### 6 Interface Program

The system interface between the software and hardware is developed based on Lab Window/CVI in C programming language. The Low level driver called “c:\cvinterface\UKM.dll” is written as a Win32 DLL file where the functions inside the DLL are called by the Lab Window/CVI C program. In this DLL file, the function called “Func1” processes the analog signal received by CH0 to CH6 of the A/D converter of DAQ card from the 4 weight sensors and 3 axis of crash sensor. The function “HumanDetection” provides the decision based on weight sensing whether the occupant is adult, child or empty. The function “ImageProcess” is called inside the UKM.dll to perform the face detection. This function returns a 1 if the image captured by the web-cam is detected as “human” else if it detects a “Non Human” the function returns a 0.

This 1 and 0 is fused with the logic combination of weight sensor to detect occupant as adult, child, non-human object or empty. The function “CrashSensor” is responsible for whether crash is generated or not. The function for position detection “PositionDetection” calculates the centroidal distance of x and y axis from the UKM.dll that display is the GUI and provides the decision for occupant position. Finally, the function “ABagParm” provides the airbag deployment decision upon fusing logic combination of occupant classification, position and vehicle crash detection decision. The function “TPMReceiverModule” also called in UKM.dll to monitor pressure and temperature that is extracted from TPM receiver through SPI connection to CPU. The Fig. 3 shows the details program flowchart diagram of the UKM.dll.
7 Experimental Results and Discussion

The experimental results and graphical user interface on the touch screen graphs representing real-time field applications of the integrated intelligent safety system. The results contain for network interface processing, image and signal processing for occupant detection, classification and position, vehicle crash detection and its severity analysis towards ADDS and the performance monitoring of TPMS. Usually the real-time constraints vary up to 1 minute. However, in our prototyped hardware, the execution vectors of whole system are derived from the experimental measurements within 50 ms. The results in decision and graph on the GUI, the resource library is assumed that contain CPU, data acquisition card, sensors and their interface between sensor and CPU. Details of experiment results and its analytical discussions are given below.
7.1 Results and Discussion

Occupant detection, classification and position is confirmed based on the logic fusion of image and signal processing data. In image processing, the intelligent safety system used two-data sets of images in the experiments to test the detection performance of human face and non-human object, which are distinct from the training sets. The first sets consist of 253 test images, whose have a wide variety of complex background in the various environment and scale changes for the object of interest along with some occlusion and variations in lighting. 25 human face image of interest is taken for a total of 253 test image. The second data sets contain 112 test images that have been collected from 7 non-human object of interest is taken. The systems undergo the bootstrapping cycle with ending up 4500 to 9500 zero samples, to evaluate the performance of true detection of the test images and the rate of false detection from the image of natural scenes that do not contain human face or non-human object.

Table 4 shows the performance of human face detection results of various methods on the test set 1 and compare with other systems in term of the number of detect faces, miss faces, false detection and computation time. The successful rate of the proposed method is 97.6 %, with 6 false alarms. It should be noted that the number of false alarms is quite small in compared to methods Yacoub et al. [11] and Fasel et al. [12] which is 347 false alarms. This may show the capability of the combination of two networks to highly separate human face from non-object examples. The higher performance of Rowley et al. 1998 [13] is likely due to the size of training data. We used a 7344 human face images and 8000 non-object examples, while Rowley et al. 1998 trained with 16000 face images and 9000 non-faces images. However, the technique is less efficient than our techniques in term of the false detection and response time. On the other hands, Yacoub et al. [11] shows a very fast time processing but have a drawback of higher false alarms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Human Detect (%)</th>
<th>Miss Human (%)</th>
<th>No. False Detect</th>
<th>Process Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNN+CNN</td>
<td>97.63%</td>
<td>2.37%</td>
<td>6</td>
<td>2.3s</td>
</tr>
<tr>
<td>Rowley et al.</td>
<td>97.86%</td>
<td>2.14%</td>
<td>13</td>
<td>0.013M</td>
</tr>
<tr>
<td>Yacoub et al.</td>
<td>84.31%</td>
<td>15.69%</td>
<td>347</td>
<td>0.7s</td>
</tr>
<tr>
<td>Fasel et al.</td>
<td>96.8%</td>
<td>3.2%</td>
<td>278</td>
<td>3.1s</td>
</tr>
</tbody>
</table>

Similarly, Table 5 shows the summarized results of non-human object on the test set 2 and compare with other systems. We found that non-human object detection rate is 96.42%, which mean 108 out of 112 numbers of non-human objects are detected. The false detection rate is 3.58%, which is lower that Agarwal et al. [14] and others methods [15]. However, the average process time is almost same with others method providing additional calculation on CNN. Based on the results shown in Tables 4 and
we can concluded that both human face and non-human object detection system make acceptable tradeoffs between the number of false detection and detection rate.

Table 5. Detection rates of set 2 on different methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FNN+CN N</td>
<td>96.42%</td>
<td>3.58%</td>
<td>4</td>
<td>2.9s</td>
</tr>
<tr>
<td>Agarwal et al.</td>
<td>94%</td>
<td>6%</td>
<td>30</td>
<td>3.6s</td>
</tr>
<tr>
<td>Mahmud &amp; Hebert</td>
<td>82%</td>
<td>18%</td>
<td>187</td>
<td>4.0s</td>
</tr>
<tr>
<td>Viola &amp; Jones</td>
<td>95%</td>
<td>5%</td>
<td>71</td>
<td>0.7s</td>
</tr>
</tbody>
</table>

Once the image processing part completed, the “ImageProcess” function provides 1 for human and 0 for non-human object. This 1 and 0 is fused with the weight sense of the sensor situated inside the vehicle seat to provide accurate occupant detection and classification for the integrated intelligent safety system. To illustrate the performance, some exemplary results obtained from the prototype system are demonstrated for instances such as, when the seat is occupied or empty. If occupied, the occupant is classified as an adult, child or non-human object. Usually, human in the seat provides its weight with positional variation. However, non-human object like grocery bag is static and provides its weight without positional variation. It also demonstrates that the position of the occupant can be determined for consideration of safety issues in airbag application or for measuring the comfort level.

Figure 4 shows the centroidal position of y_centroid vs. x_centroid of the vehicle front passenger seat of size 50x50 cm that indicates various position of the occupant such as standard, good and bad with marking blue, green and violet lines, respectively. Figure 4 (a) shows that occupant in the seat is good position with relax mode aligning to the back of the seat. Figure 4 (b) shows that the occupant is in bad position i.e. the occupant is aligned very much right to the seat. On the other hand, Figure 4 (c) indicates that occupant is in bad position and very close proximity to the airbag. In that case, our safety device will not provide decision for airbag deployment. Similarly, Figure 4 (d) also indicates that the occupant is in extreme left of the of the vehicle seat.
Next, we have implemented the experiments of the frontal static crash using crash generating device and with the interface program. The experimental result of the crash reaction force being applied to generate crash is shown in Fig. 5. We have tried to obtain the reaction force during the repeated crash conduction at a time 51 sec to 80 sec. Figure 11 shows, during repeated crash, it gains a huge force of ~ 1000 N/m to ~ 5800 N/m and definitely the crash velocity immediately before the crash is greater than the 22.54 km/h. The reaction force depends on the crash velocity of the system. It is stated that as velocity increases the reaction force also increases, which in turn increases the crash severity. This is a situation that put the occupant at a higher risk.

For analysis of tire data, the ‘Goodness of Fit’ statistical analysis for the model is tested with all the variables. Figure 6 shows the ‘Goodness of Fit’ of the principle component analysis with polynomial fitting. The fitting result of parametric model of SSE is 0.1358 with 95% confidence bounds, which is close to 0 and indicates that the data fits well. The value of the multiple correlations R² coefficient is 0.8452, whilst the adjusted R² value is 0.8267. Both reveal about 85% and 83% match in the outcome which indicates a good fit. In addition, the RMSE value of 0.161, which is close to 0, also implies that the data fits well. In Fig. 6 (b), residuals of the polynomial fit appear to be randomly scattered around zero, which again indicates the model perfectly fits the data under the study. In short, we have statistically proven...
that TPMS can play an important role to enhance tire safety, performance and maintain reliable operation in combination with vehicle intelligent safety system.

![Principle component analysis and goodness fit.](image)

**Fig. 6.** Principle component analysis and goodness fit.

The Fig. 7 shows the display unit of experimental results and decision monitoring operation of the implemented integrated intelligent safety system towards ADDS and TPMS. The ADDS is involved on occupant detection, classification and position, vehicle crash detection and its severity analysis. The safety feature functions are activated by pressing start button.

![Display of integrated intelligent safety system.](image)

**Fig. 7.** Display of integrated intelligent safety system.

The display unit successfully achieved the decision application of safety features. Several safety issues related decision performances are fused using logic combination. In Fig. 7, its shows that when the system detect adult occupant and keeping good position, the airbag will not be deploy, provided there is no crash detected by the system. All the decisions in the display unit are shows as green mark. Accordingly, the icons of occupant total weight, centroidal position, axis wise crash data and position graph are displayed. For TPMS, the display unit also shows that all four tire acquiring the real-time temperature and pressure data, respectively. Therefore, the integrated prototype provides the optimum and their fused decision on various safety
issues that is very useful related to the safety issues for vehicle driving assistance system.

Similarly, when adult occupant is detected and keeping good position, airbag is deployed only whenever the vehicle crash is detected.

However, if the occupant position is bad i.e. occupant is very close to the airbag unit, the airbag would not deploy though the vehicle crash is detected. This is because of the huge reaction force would hit the occupant due to close proximity between occupant and airbag unit. This is a situation that put the occupant at a higher risk.

8 Conclusions

In this paper, the system interface of the integrated prototype implementation of vehicle intelligent safety system has been presented. Lab Window/CVI in C interface program is used for the real-time intelligent safety systems prototype implementation. The safety system such as TPMS, occupant detection, classification and position, vehicle crash detection and its severity analysis are integrated. The prototype is made by developing the algorithms and methodologies of the hardware platform and system interface program. The application of the embedded intelligent safety system has resulted in successful real-time working device, which will provides the validation of the performance diagnosis of the safety system. The contribution of the interface system of this prototype are performance characterization, problem determination and real-time work load data monitoring of a distributed safety issues and provides safety warning, whose are applicable in successfully operation.
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Integration of Mobile RFID and Inertial Measurement for Indoor Tracking of Forklifts Moving Containers
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Abstract. Described are the motivation and a method for combining readings of RFID tags placed in static locations in a plant environment using a mobile reader attached to a forklift and inertial measurements of the motion of the forklift to track its position and ultimately the positions of containers it moves within the plant. Strengths and limitations of RFID-based and inertial-based methods are presented along with an algorithm for postprocessing and combining the readings of each. The accuracy of the resulting position estimates are shown to be on the same order as the accuracy of RFID reader range variation.

1 Introduction

Desire for real-time visibility of inventory and assets across the supply chain is driving fast adoption of advanced information technology for location tracking. Location information eliminates the need for non-value added inventory search activities and creates a foundation to further optimize the operational efficiency of business units [1]. While the integration of RFID, GPS, and wireless communication is already common for the logistics industry to track products in routes between supply chain sites [2], tracking within indoor environments such as plants and warehouses is still a challenging problem.

Advancements in RFID technology have facilitated locating tagged assets indoors [3]. In particular, the field of Real Time Locating Systems (RTLS) is rapidly growing, primarily employing active RFID. Existing RTLS solutions differ in operating frequency, methods, granularity, accuracy, and the resulting cost of infrastructure and operation. Despite significant development, RTLS is presently prohibitive for commodity item tracking due to the substantial cost of active RFID and is typically employed only for tracking personnel and expensive resources.

Tracking commodity inventory or containers is usually accomplished using passive RFID and fixed readers operating at "choke points", providing zoning location of a given inventory item. For a large area, the infrastructure cost can be very high, and often fixed readers are installed only at shipping and receiving doors, providing inventory information but not location. The recent introduction of forklift-
mounted mobile RFID readers [4] addresses the problem of limited visibility into inventory locations associated with choke points. In this case the locations of the inventory items can be recorded from the location of the RFID reader at the point of unloading. Provided that these items will be moved using only vehicles equipped with the reader and the location of the reader is known, this method can offer relatively reliable location records. A number of different approaches have been proposed for localization of mobile readers. In addition to the RFID-based RTLS mentioned above [5, 6], other technologies include Wi-Fi, Ultrasonic, and Infrared. Often these network-centric approaches are hampered by the need for a substantial initial investment in infrastructure to ensure the required coverage and accuracy. An alternative approach relies on sensors and instrumentation installed on the delivery vehicle to track its location.

There is a substantial body of knowledge related to vehicle-centric localization methods developed within the field of robotics [7] and successfully applied in industrial settings [8]. The most common approaches are dead reckoning and the use of landmarks. Dead reckoning is a method of finding the relative position of a mobile device from a previous known position using inertial measurements or odometry. Challenges with this method include the need to know the original position and the accumulation of errors requiring continuous resetting of position using other sensors. Landmark-based localization determines the absolute position of the device through the recognition of predetermined distinct natural or artificial features of the environment. Artificial landmarks are location reference markers attached to walls, ceiling, or floor that can be easily recognized by vehicle-mounted instrumentation and can be relatively inexpensive to install. Examples include special visual patterns [9], infrared light-emitting diodes [10], and RFID tags [11-13].

Although both dead reckoning and landmark-based methods are error-prone, fusion of the two can result in relatively reliable localization. Several localization methods have been proposed that deal with uncertainty of the measurement data and provide data fusion from different noisy sources such as dead reckoning and landmarks. The Kalman Filter is a widely used method to compensate for noise and is applicable to the localization problem [14]. Monte-Carlo or Particle Filter localization [15] and fuzzy logic [16] have also been considered. In this paper we present an algorithm for the fusion of RFID-based localization and inertial measurement to obtain an accurate location of a delivery vehicle (forklift). With the forklift already equipped with a mobile RFID reader, it is logical to consider the use of passive RFID labels to create static location references in the environment. Since the application considered does not require instantaneous knowledge of an asset's location, the data from both inertial measurements and RFID are fused using post-processing.

This paper describes the automotive part stamping environment and the need for container tracking. Passive RFID and inertial-based localization are then presented with strengths and weaknesses of each individually. The synergistic fusion of the two methods is shown to eliminate the weaknesses of each and is further improved by post-processing. The data fusion algorithm is then described, followed by conclusions.
2 Background

The automotive stamping plant is a first tier supplier providing major components for the vehicle body including doors, fenders, roofs, etc. The stamping plant supplies parts to assembly plants and service facilities using truck or rail transportation. In general, the stamping process consists of blanking, die press, and assembly/welding operations. At the end of the press or assembly operations the parts are placed into metal racks that are used to store and transfer them between stamping operations and customers. Containers hold 8 to several hundred parts each and are unique to each part. Typically, the size of the racks range between 4 to 12 feet in length, 3 to 7 feet in width, 4 to 8 feet in height, and weigh up to 5000 lb when loaded. There are over 20,000 racks in any given plant, and for each given part type there is a limited rack fleet. It is important to closely monitor the flow of racks within the plant and between the plant and the customer's site. If the empty racks are not received back from the customer on time or are held at the repair area, there may be an insufficient number of racks to support production, resulting in non-optimal production batch sizes or hampering the ability of the plant to satisfy customer demand. Each rack is tagged with a passive RFID label, and fixed readers at shipping doors monitor rack flow between the plant and its customers. However, more granular tracking using fixed readers would require a substantial investment in infrastructure as a typical stamping facility is over 1,000,000 square feet.

The racks are handled by forklifts which move between the end of manufacturing lines and storage areas, to and from trucks and rail cars, or to and from a repair area. Figure 1 illustrates the rack flow within a typical stamping facility and associated with a given set of parts produced by an assembly-welding operation (work center). The

---

**Fig. 1.** Schematic of the flow of racks associated with the given work center.
forklift transfers the racks with parts from the work center to the dedicated shipping storage area and brings empty racks back to the work center. These parts can then be loaded onto trucks or rail cars. If there are quality concerns regarding the parts stored in the shipping area, the forklift may move these parts into a repair area and then back. A typical stamping facility employs 40 forklifts, and each forklift is equipped with a wireless terminal that can exchange data with a back office computer.

The many benefits of knowing the specific location and status of racks (full, empty, or in repair) include saving time for material handling personnel locating inventory and reducing downtime caused by unavailability of racks. In addition, when parts are quarantined due to quality concerns, location information can reduce the number of racks that are pulled from inventory. Location and status information can also facilitate a first-in-first-out (FIFO) inventory control system, improve inventory turnover rate, reduce the potential for obsolete parts, and improve material flow and space utilization.

3 Inertial Tracking

Inertial measurement of motion involves the use of linear accelerometers and/or rotational rate sensors whose signals are mathematically integrated to produce speed and position estimates. These sensors are deployed in a wide array of applications including air, space, and ground vehicles as well as various consumer electronic systems. In each application, the orientation or dynamic motion state of the vehicle or device is of interest. Automotive applications include anti-lock braking, traction control, yaw and roll stability controls. Typical sensor sets for ground vehicles measure longitudinal and lateral vehicle accelerations and yaw rate, with roll rate seeing wider use now in roll mitigation systems. In automotive applications, vehicle wheel speed sensors and GPS may also be added.

A general-purpose method for tracking a system in two-dimensional space involves combining longitudinal and lateral accelerations and yaw rate. Yaw rate \( \psi \) (see Figure 2 for signal and axis definitions) is integrated to provide yaw angle or heading:

\[
\psi(t) = \psi_0 + \int_0^t \psi \, dt .
\]  

Vehicle-fixed longitudinal (x-axis) and lateral (y-axis) accelerations, \( a_x \) and \( a_y \), respectively, are then combined with heading and yaw rate to give velocities in the fixed frame of reference (with respect to inertial ground):

\[
V_x(t) = V_{x,0} + \int_0^t [a_x \cos(\psi) - a_y \sin(\psi) - \psi V_y] \, dt ,
\]

\[
V_y(t) = V_{y,0} + \int_0^t [a_x \cos(\psi) + a_y \sin(\psi) + \psi V_x] \, dt .
\]
Finally, these inertial velocities are integrated to give positions in the inertial frame:

\[ X(t) = X_0 + \int_0^t V_x \, dt , \]
\[ Y(t) = Y_0 + \int_0^t V_y \, dt . \]

Because the sensor measurements are prone to offset and noise errors, this double-integrating process results in error accumulation, limiting the time and distance over which this process provides acceptable results. These limitations can be mitigated to some degree by including kinematic constraints on the integration process which are imposed by the vehicle itself. For instance, the forward speed, yaw rate, and lateral acceleration of a wheeled vehicle are coupled directly as long as the vehicle moves without sliding its wheels (a good assumption for heavy, factory floor forklifts). Additionally, vehicle states such as speeds and rotational rates are bounded by the vehicle operating envelope. The inertial tracking method benefits from a continuous stream of data from the sensors, resulting in uninterrupted, fine-grained position information. However, to anchor the path calculation in absolute space, the position, heading, and velocity of the vehicle at the initiation of tracking \((X_0, Y_0, V_x,0, V_y,0, and \psi_0)\) must be known by some other means. For this reason, in addition to the drift problem, inertial tracking alone is not completely suitable for forklift tracking.

4 RFID Grid Tracking

Unlike inertial tracking that drifts and has no inherent connection to absolute space, RFID tags used as a tracking system can be physically connected to the operating environment itself. RFID as a static positioning system requires the use of both tags as well as a reading device that receives their identification information. The tags are either attached at various fixed and known locations in the plant environment and detected with a reader attached to the forklift, or they are deployed on the forklift and...
read with a plurality of stationary readers. The former approach is advantageous as it also facilitates the detection of the tagged and tracked inventory (racks). If the location tags are deployed in a fine enough mesh within the plant environment, forklift tracking can be accomplished using this method alone. However, despite their low cost, passive RFID tags must still be installed, cataloged, and maintained and are subject to damage in the hostile plant environment where suitable safe installation locations may be few and far between. For example, a typical stamping plant may have support columns, the only suitable installation location for tags, separated by 40 feet or more.

There are other inaccuracies as well. Because the tags can be read at a distance from a range of orientations, the exact location of the reading device attached to the tracked vehicle is not known when communication is acquired with a tag. Therefore, the static RFID tag location signal has some position error since the passing reading device can only be assumed to be located within some expected range (10 to 15 feet) of the energized tag. Additionally, there may be time when the tracked vehicle is not in range of any tag or where a tag is damaged and inoperative. Thus the RFID tracking method, while attached to inertial space, is nevertheless somewhat inaccurate, discrete in nature, and intermittent.

5 IMU and RFID Fusion

Combining the inertial (IMU) and static (RFID) tag data can reduce or eliminate the limitations associated with each individually. The inertial measurements provide continuous data that is potentially accurate enough to reasonably "connect the dots" between the sparse static tag data. Using the absolute position data from the RFID tags, offset errors in the IMU readings can be estimated and removed, resulting in improved positioning, and the IMU data integration can be initialized with static RFID location information to connect it to absolute space.

In the automotive stamping plant setting, the instantaneous location of a tracked vehicle is less important than an accurate estimate of the vehicle's path during a finished delivery as each event takes a few minutes or less. Therefore, the method proposed here assumes that inertial sensor data and static tag data will be collected and stored during an event. When the event ends, the data will be post-processed to determine the path of the delivery vehicle (especially its end points). Using data from the entire event provides a richer data set from which to calculate path, whereas attempting a continuous, immediate position estimate during the delivery event limits the calculations to data that has occurred in the past only and provides no real benefit as the post-processed data is timely enough (within a few seconds of the event ending) for the stamping environment.

6 Postprocessing using Best-Fit Optimization

The proposed computational method relies upon a recursive solution that makes repeated guesses of the initial vehicle position and IMU sensor offsets to attempt to
minimize the error between the resulting IMU-based path estimate and the known locations of the static RFID position readings taken over that path. As the solution converges, RFID reader range information is employed to attempt to predict the RFID signal acquisition and loss locations to further improve solution fidelity. The full method is consists of the following 6 steps.

**Step 1.** Inertial (IMU) and static tag (RFID) data is collected during an inventory delivery event. Inertial data is collected continuously at a regular rate, typically 10 to 100 Hz. Static tag data consists of the time and ID number of each tag as communication with the tag is acquired and then lost.

**Step 2.** Upon completion of the delivery event (determined by observing acquisition and loss of inventory tag readings), the vehicle path is reconstructed solely from the inertial data by making vehicle initial state assumptions ($X_0$, $Y_0$, $V_{x,0}$, $V_{y,0}$, and $\psi_0$). Typically, these initial conditions are chosen based on information from the end of the previous delivery event.

**Step 3.** Using a best guess position for each RFID tag reading, one that represents the most likely average vehicle position while it is in communication range with the location tag, a path error calculation is made using the path constructed in Step 2:

$$E = \frac{1}{n} \sum_{i=1}^{n} \left[ \sqrt{(X(t_i) - X_{RFID,i})^2 + (Y(t_i) - Y_{RFID,i})^2} \right] .$$

Here $n$ is an index indicating the acquisition and loss events for the RFID tag readings, and $X(t_i)$ and $Y(t_i)$ give the position of the IMU integration calculation (Equations 1-5) at these RFID tag detection times. The best guess positions, $X_{RFID,i}$ and $Y_{RFID,i}$, are unique for each tag and are based on the position of the tag, the most likely vehicle path followed when in range of the tag, and the reader's expected communication range. These values can be cataloged during the tag’s installation or constructed from data collected during system operation.

**Step 4.** The assumed vehicle initial state (first used in Step 2) is perturbed, and Steps 2 and 3 are repeated until these parameters converge to minimize the error calculated in Step 3. This iterative process can be conducted using any of a number of optimization algorithms such as Matlab's `fminsearch` function. The result of this step is the best match of the inertial sensor-based position to the best guess RFID tag positions used in Step 3.

**Step 5.** The result of Step 4 is used to calculate the most likely RFID tag acquisition and loss locations using detection range assumptions. At each time of acquisition or loss, the vehicle position (from Step 4) and tag location data are used to find the intersection of the estimated vehicle path with the locus of expected tag detection range points. This locus can be assumed to be circular, or more complex shapes can be used based on more detailed tag and reader information. These new
acquisition/loss points establish a more likely vehicle path for further optimization of the vehicle initial conditions \((X_0, Y_0, V_{x,0}, V_{y,0}, \text{ and } \psi_0)\).

**Step 6.** Steps 3 and 4 are repeated using the new acquisition/loss positions produced in Step 5. These positions are updated with each iteration of the inertial data path optimization, and this step is repeated until the solution converges and each subsequent iteration produces a path prediction that is negligibly different from the iteration before.

---

**Fig. 3.** Forklift path reconstruction showing actual forklift position evenly spaced in time, RFID antenna locations and ranges, initial path estimate, and final path estimate after ten iterations.

Figure 3 illustrates several of the aspects of the method described above. The actual path of the forklift is shown for a delivery event with forklift orientation superimposed at regular time intervals. Large solid circles surround the RFID location tags and depict their actual detection range, while the large dashed circles are the assumed reader ranges used in Step 5. The smaller circles located within the tag...
detection range are the initial best guess detection locations used in Step 3, and the half-tone line is the path resulting from the optimization using these points (result of Step 4). Shown also is the result of the 10th iteration of Step 6 using updated acquisition and loss points calculated in Step 5. Note the convergence of the optimized path toward the actual path from the Step 4 result to the Step 6 result.

The accuracy of the path reconstruction depends mostly on the accuracy of the assumed reader detection range as compared to the actual range. Note from the figure that the path error (the distance between the actual and final estimated path) is roughly the same size as the reader range variability. For a typical forklift-mounted RFID reader, this is 5 – 10 feet. Solution accuracy can be further improved by including inertial sensor offset errors that are optimized with the initial conditions.

7 Conclusions

Presented here is an effective method of indoor localization of forklift vehicles equipped with mobile RFID readers. The method is based on the fusion of inertial measurements with information from static RFID location tags. While each individual method alone is prone to substantial errors, fusion of the two can provide results of reasonable quality while minimizing the cost of implementation. The accuracy of the resulting location estimate depends on the spacing of the location tags throughout the plant as well as the variability of the RFID reader detection range. In practice it is possible to achieve an accuracy within 5-7 feet which is acceptable for the stamping plant problem.

The ultimate goal of this development is to determine and record the locations of the RFID tagged containers handled by a given forklift. Specifically, the described approach has been developed to track the rack locations for automotive stamping plants. While this paper has focused on the fusion of the inertial measurements with the static information from the RFID tag locations for the purpose of tracking the delivery vehicle, it should be noted that the full material tracking problem is more complex. In addition to location awareness, the pick-up and delivery event with its associated inventory must be identified by monitoring the stream of RFID tag readings seen by the mobile reader. This must be accomplished robustly despite delivery complexities such as moving stacks of racks where not all of the moved racks will be seen by the reader during the entirety of the delivery event.
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Abstract. As vehicle population increases, ITS (Intelligent Transportation Systems) becomes more significant and mandatory in today’s overpopulated world. Vital problems in transportation such as mobility and safety of transportation are considered more, especially in metropolitans and road ways. Road traffic monitoring aims at the acquisition and analysis of traffic figures, such as presence and numbers of vehicles, and automatic driver warning systems are developed mainly for localization and safety purposes. In this paper we propose a strategy for road following from aerial images. Real time extraction and localization of a road from an aerial image is an emerging research area that can be applied to vision-based traffic controlling and navigation of unmanned air vehicles. In order to deal with the high complexity of this type of images, we integrate detailed knowledge about roads using explicitly formulated scale-dependent models. The intensity images are used for the extraction of road from aerial images. Threshold techniques, Hough transform and learning algorithm are used for the road extraction and car detection. The results show that the proposed approach has a good detection performance.

1 Introduction

Today satellite and airborne remote sensing systems can provide large volumes of data that are invaluable in monitoring Earth resources and the effects of human activities. Traffic control is an emerging research topic due to rapidly increasing interest in their use. Currently, traffic control is a difficult and time consuming task that need too several human operators. Traffic controlling on satellite image can save time and costs. The urban traffic control process is accomplished through cameras which are installed in highways, in current technology. Recently, with considering aerial image- ries, existence of an Intelligence road Extraction and car detection system which be able to control the road traffic would have more remarkable performance. Investigations about road Extraction and car detection in aerial imagery-
tion and data related to GIS and this maintained data needs to become up to date in every certain period of time. Road Extraction and Car detection in aerial Imageries is a modern Controversy issue in computer vision science that has also some influences on many other projects and operations. This paper proposed an integrated approach for automatic road extraction from remotely sensed imagery by combining digital image processing, remote sensing and Geographic Information System (GIS) technologies. Since the launch of new optical satellite systems like IKONOS, Quick Bird and Geoeye-1, this kind of imagery is available with 0.4 - 1.0 meter resolution. Vehicles can be observed clearly on these high resolution satellite images. Results show that the proposed algorithm has a good detection performance. Some vehicle detection methods have been studied using aerial imagery[1][7][9]. The Major factors that effect essentially on our subject are: the number of different objects in imagery, amount of relationship between them and some properties that distinguish them from other objects. Example system for traffic monitoring has shown in Figure 1.

![Fig. 1. Example system for traffic monitoring (Azadi Avenue, Tehran-IRAN).](image)

Before explaining any detail, we scan other parts of this article:
Sect.2: Important Issues in road Extraction and car detection process.
Sect.3: Main idea and road and car, essential items and their characteristics.
Sect.4: An execution on aerial Imageries, advantages and disadvantages.
Sect.5: A proposal about works for future on this topic.

## 2 Related Works

Vehicle detection and road extraction has been receiving attention in the computer vision. A number of conventional express way incident detection algorithms have been developed in the recent years[11][12]. Techniques based on morphology and neural network for vehicle detection and road extraction had developed in machine vision, but only a few researches have investigated the detection of traffic sensing on aerial images[13][14]. In this paper we used high resolution images from Geoeye-1 satellite. This imagery are taken full color and in equal interval from the ground. Geoeye-1 is equipped with the most sophisticated technology ever used in a commer-
cial satellite system. It offers unprecedented spatial resolution by simultaneously acquiring 0.41-meter panchromatic and 1.65-meter multispectral imagery. The used method is presented on figure 2 as a flowchart:

![Flowchart of the traffic analysis algorithm.](image)

**Fig. 2.** Flowchart of the traffic analysis algorithm.

### 3 Vehicle Detection and Road Extraction Approach

First, we must extract the roads and distinguish coordinates of these road's district; the car detection's operation is accomplished. In addition, we need feature extraction of car and road because other detection of road's district, only those objects can studied that are in the road district. This is really useful to know that roads are presented as a direct district with a different color in the aerial imageries. Therefore, linear feature can be an appropriate feature in detection at road's district, as you can see in Figure 3(a). Another feature which roads possess, is the lines that exist in white color in all the roads and they are considered as a proper feature in detection operation. These lines are available continuously along side the road and discontinuously in the middle of the road. The other feature that used in this method is the color of the road,
which completely distinguishes between road and other parts. With threshold operation, we can separate road and background from each other and preparing imagery for other operations. This color threshold can be approached with mean of colors at the roods in several aerial imageries that are available in dataset. After threshold, edge detection operation can be run better. We had used the method for edge detection. This method has higher performance rather than the others. You will see the result in figure 3(d). In digital imageries, in those points that there is edge on them, there are differences of color too. Therefore, sharpen operation leads to increase the difference at color in edges and it can enhance the image classification. So, next operation like edge detection can be executed with higher precision.

In recent years the Hough transform and the related Radon transform have received much attention. These two transforms are able to transform two dimensional images with lines into a domain of possible line parameters, where each line in the image will give a peak positioned at the corresponding line parameters. This has lead to many line detection applications within image processing, computer vision. In the last step, we use Hough transform and Radon transform for distinguished road and direction detection for road following in aerial images as shown in figure 3 (d). We extract the edge lines angle to find direction of road. Several definitions of the Radon transform exists, but they are related, and a very popular form expresses lines in the form $\rho = x \cos \theta + y \sin \theta$, where $\theta$ is the angle and $\rho$ the smallest distance to the origin of the coordinate system. As shown in the two following definitions (which are identical), the Radon transform for a set of parameters $(\rho, \theta)$ is the line integral through the image $g(x, y)$, where the line is positioned corresponding to the value of $(\rho, \theta)$. The $\delta(\cdot)$ is the delta function which is infinite for argument 0 and zero for all other arguments (it integrates to one).

$$g(p, \theta) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} g(x, y) \delta(p - x \cos \theta - y \sin \theta) dx dy$$  \hspace{1cm} (1)$$

Or the identical expression

$$g(p, \theta) = \int_{-\infty}^{+\infty} g(p \cos \theta - s \sin \theta, p \sin \theta + s \cos \theta) ds$$  \hspace{1cm} (2)$$

In his Ph.D. thesis [10], Peter Toft investigated the relationship of Radon transform with the Hough transform, and it is shown that the Radon transform and the Hough transform are related but not the same. The Radon transform of a function $f(x,y)$ is defined as the integral along a straight line defined by its distance $P$ from the origin and its angle of inclination $\theta$, a definition very close to that of the Hough transform and requires a lot of processing power in order to be able to do its work in a reasonably finite time. Now a day high processing power is not a problem. Here we are considering all the line has same skew angle and the range of angle is -45° to 45°. Here Radon transform will detect the angle from the upper envelope. If the skewed angle is more than 45° or less then -45° the upper envelope may contain 2 lines in different directions. An example is shown in Figure 3(d) having 20 degree of skewed angle.
Fig. 3. Road Extraction (a) An original image (b) The Threshold pre-processing result (c) The Edge detection pre-processing result (d) The Road Extraction result and direction.

After road extraction and finding orientation of road, we need to detect the cars in the road. This trend is moved simply because only those objects can be handled that are inside the road. One of the important textures of cars, which helps us to detect, is car model. We can detect a car with using its model from dataset examples by using neural network classification.
Fig. 4. (a) An original image (b) The morphology pre-processing result.

The dataset examples for car detection has extracted as shown in figure 5.

Fig. 5. Dataset examples.

After road extraction, cars should be counted for traffic analysis. Cars always in aerial imageries are appearing in rectangular shape as you can see in figure 4(b). Morphological Gradient use to enhance vehicle features. It is defined by Gradient:

\[ G(f) = (f \oplus g) - (f \ominus g) \]

Where \( g \) is a structuring element, \( f \) is a gray scale source image, \( f \oplus g \) means dilation operation, and \( f \ominus g \) means erosion operation.

Figure 4 shows an original image of Tehran-Karaj highway and its morphology Gradient processing result. This process can use to discriminate vehicle targets and non-vehicle targets. Figure 5 shows some dataset examples for neural network classification. One noticeable feature in aerial imageries is the color of the cars that has a significant difference with other objects. This phenomenon can help us to detect the cars by adaptive threshold processing and the results of threshold simulation indicate that this method has high performance. After classification with neural network method the cars should be counted for traffic analysis. After counting cars, we can determine the amount of traffic in roads. Since all the aerial imageries are take from a fixed interval, the amount of road traffic with considering the cars number in one certain district is determined by adaptive threshold.
This scheme, of course, has some disadvantages: its performance is about 90% and it cannot detect the cars outside the road. This scheme can accelerate to transfer the information to drivers who are intended to cross a road and it also can help the police to traffic control. You can see the performance table of car detection in road at table1.

<table>
<thead>
<tr>
<th>Site</th>
<th>Number of cars</th>
<th>Number of detected cars</th>
<th>Number of undetected cars</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road1</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>87.5%</td>
</tr>
<tr>
<td>Road2</td>
<td>52</td>
<td>47</td>
<td>5</td>
<td>90.3%</td>
</tr>
<tr>
<td>Road3</td>
<td>31</td>
<td>24</td>
<td>7</td>
<td>77.41%</td>
</tr>
<tr>
<td>Road4</td>
<td>30</td>
<td>27</td>
<td>3</td>
<td>90.3%</td>
</tr>
<tr>
<td>Road5</td>
<td>19</td>
<td>17</td>
<td>2</td>
<td>89.5%</td>
</tr>
<tr>
<td>Road6</td>
<td>55</td>
<td>44</td>
<td>11</td>
<td>80%</td>
</tr>
</tbody>
</table>
Fig. 8. Vehicle detection and Road Extraction results. (a)(d) The sample image of road segments. (b) The road extraction result, (c)(e) The Vehicle detection result, for image shown in (b), where lines represent extracted roads and for image shown in (c)(e), where dots represent detected vehicles.
After car detection and count cars, we can extract number of cars on a certain part of road and can analysis the traffic on it as shown in figure 9.

![Fig. 9. Counting cars and simple traffic analysis](image)

4 Conclusions

In this paper, we focus on the issue of vehicle detection and road extraction from high resolution satellite imagery for traffic analysis. Further work could include more training samples for neural network classification, and fusing more information like edge shapes to improve the correct detection rate. And also can detect an accident from high resolution satellite images. Imagery are taken by satellites and special planes at the moment. We can control the road's traffic via a traffic balloon. Traffic balloons are more flexibility to apply: There is possibility to pursue the roads via traffic balloon as auto pilot. Another capability of this intelligence system is to follow the deviant cars which have illegal speed.
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Abstract. This paper describes the development of a surveillance system in the laboratory for small unmanned aerial vehicles (UAV). This system is an important equipment of a mission-oriented UAV. For making a good performance on search, this can track images and take 3-D measurement of a target as well as acquire high quality images. Image tracking is carried out by the Kalman Filter. The position of the target in an image and the relationship among the coordinate systems of the UAV and the Camera and reference are used to solve the 3-D position of the target in real coordinates. This paper presents the hardware system as well as algorithm for the EOS, and then verifies the performance of the image tracking and real-time 3-D measurement of a target’s position. Especially, to reduce the 3-D measurement error of the target, Linear Parameter Varying (LPV) is applied to the measurement system. The performances for their algorithms are presented in the figures in this paper.

1 Introduction

Recently, interest about UAV system has been increased. Basically, guidance and control were researched. After UAV system had ability to make a stable performance, some researchers are finding new algorithm to make a good result, like as neural network, fuzzy algorithm. Others make efforts to get a satisfied result using the exact measurement, UAV’s attitude, position and velocity and target’s position and velocity.

To get the accurate measurement about UAV and target, INS and GPS system are being studied. Also, machine vision system is being researched, recently. Vision system on UAV is necessary to acquire information of target and operate missions, such as surveillance and rescue at mountain or ocean. For civil system, to observe fire place at mountain is researched [1], and searching algorithm to track person or car at the urban is studied [2].

To measure 3D position of target using monocular vision, perspective matrix is used mostly [3]. This is easily to solve the position in image or real world with consider attitude between camera and target. However, algebra equations from perspec-
tive matrix are under determinant. To get the answer about the position, we need to know some points.

On the contrast, we can know distance between UAV and ground using GIS. If altitude of UAV and target in ground is known, perspective matrix is not necessary. We can acquire position through only relative equations about image and real world coordinate system. In this paper, nonlinear filter is employed to estimate 3-D position of target. Filter gains of this are derived by linear parametric varying system of error dynamics. This algorithm will be introduced and verified at chapter 4. Chapter 2 explains guidance/control, and hardware system on our UAV. Chapter 3 represents vision system.

2 UAV System

2.1 System Description

In this paper, the UAV system was used to study and design the algorithm that will allow image tracking and 3-D measurement of the position of the target in real space using a monocular image. Specification of UAV, used for experiment is PNUAV that we made ourselves, is represented in Table 1.

<table>
<thead>
<tr>
<th>Specification of PNUAV.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wing Span</td>
</tr>
<tr>
<td>Wing Area</td>
</tr>
<tr>
<td>Empty Weight</td>
</tr>
<tr>
<td>Fuselage</td>
</tr>
<tr>
<td>Class of Engine</td>
</tr>
</tbody>
</table>

The flight control system consists of the main controller, GPS, Attitude Heading Reference System (AHRS), actuator, communication system, power supply and ground control system (GCS).

The AHRS offer the plane’s attitude and position information to the sub-processor, that is, the main processor, which calculates algorithm to control the surface of plane directly via the actuator. Also, the states of plane can be observed at the ground station via the communication system, which can be used to transmit the control command to UAV from ground station when needed.

The GPS receiver that was used has comparative high performance and authoritativeness by altitude range in 18km and speed range in nearly 1850km/h that measuring is possible, produced by NovAtel Inc. Data output mode used NMEA, and used the GSA protocol which supplied position information and GGA protocol which included satellite information.

The RF data modem is used as communication device that receive and confirm all sensor data of UAV, when UAV is in flight. The antenna in the modem greatly affects the communication equipments. A directional antenna has a big gain value, but the UAV uses non-directional dipole antenna to considering the UAV has wide active area.
2.2 Guidance & Control

The UAV has various waypoints, where it can obtain images and drop the something (like a bomb), so the correct/accurate passing of the waypoint is a very important performance index of the operation of the UAV. Point navigation guidance is used in the flight test. The guidance logic is based on the difference between the line of sight angle, which is measured from the reference axis to the waypoint, and the UAV's heading angle, which is set as an error, that is made to be zero. In a straight level flight, the angle of the velocity vector and the LOS angle are used for lateral direction control. The longitudinal direction guidance uses proportional control that is based on the difference between the present altitude and the target altitude.

When only the P controller is used, the overshoot increases. On the other hand, if the PID controller is used, the steady state error will be reduced. However, I gain has less influence on flight performance and the computation load is added to the main processor. For this reason, the PD controller was used. It used the fluxion of angle, so it makes different to the weight of control. That is, the effect of fluxion is small when the flight to straight. However, if the LOS angle grows, the control value will increase, and then the UAV will show a fast response.

When the UAV passes a waypoint, without converging, the waypoint is in the minimum turning range. The UAV will fly, turning many times. Therefore, in this case, the UAV must escape the minimum range to follow the former control command. Fig. 1, it shows the geometric relations of UAV’s flight range and the waypoint.

![Fig. 1. control range at body axis (left), design PD controller (right).](image)

3 Vision System

The vision system of PNUAV consists of a transmission system, gimbal controller, and image acquisition system. The gimbal controller provides the control input for pan and tilt movements. Camera zoom and focus are also controlled by the gimbal controller.

On the ground, two ground control system (GCS) operate to command and acquire information. One is the data GCS that can show the state of the UAV and command the UAV to fly on waypoint or to achieve missions. The other is the vision GCS.

The vision GCS is built using LabVIEW. This provides the image from PNUAV, and has a command window where the user can input the angle of gimbal’s pan and tilt or other control inputs. Command from the user input is transmitted to gimbal.
controller through data GCS. Data GCS sends control inputs to move the vision system, as well as to maneuver the UAV.

3.1 Derivation of Arithmetic Range

In this paper, the dynamic relationship among the UAV, vision system, and GCS is derived. The 3-D position of the target is calculated from a monocular image as shown in Equations (1) and (2).

\[ x = f \frac{X}{Z} \]  
\[ y = f \frac{Y}{Z} \]

Where, \( f \) is focal length, \((x, y)\) is the position in the image, and \((X, Y, Z)\) is the position in the real space. If the position along Z-axis is known, the 3-D information can be determined.

However, the 3-D information from Equations (1) and (2) is the result with respect to the camera frame. To transfer the coordinates from the camera to the reference frame, the attitudes of the camera and UAV are necessary. The attitude of a UAV with respect to a body fixed coordinate, is known as an onboard AHRS.

To get the position along Z, we assume the following; 1) target is on a flat plane (zero altitude), and 2) the attitudes of UAV and camera can be measured. Using directional vector from the camera axes, the attitudes of the UAV and camera are obtained. A linear equation on 3-D is made from a unit directional vector from the camera to the target at zero altitude. The distance along Z-axis can be derived from a linear equation. Equations (3) and (4) represent the unit directional vector and the distance along Z, respectively [4].

\[ \vec{t} = (r_v^t) \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \]  
\[ \|\vec{t}\| = \sqrt{\left(\frac{1}{h_0}\right)^2 + \left(\frac{1}{h_0}\right)^2 + (z_v^t)^2} \]

Where, \( \vec{t} \) is the unit directional vector between the camera and the target, \( T_v^T \) is the Euler transformation matrix of the UAV attitude with respect to the reference, and \( T_C^T \) is the Euler transformation matrix of the camera attitude with respect to the UAV. \( z_v^t \) is the altitude of the UAV with respect to the reference frame.

3.2 3-D Measurement using LPV

Method using arithmetic derivation can cause an error because of sensor noise. The result of this algorithm depends on the attitudes of the UAV and camera. This type of error is made at initial installation and by drift.
To reduce the error caused by the attitude sensor, the filter, which was studied, is applied on the 3-D measurement using monocular vision. The basic and popular filter is the Kalman filter for the estimation of the 3-D position. However, the dynamics derived to measure 3-D position of the target by monocular vision has nonlinearity. Although the Kalman filter can be applied on a nonlinear system, system error can be caused by the assumption of linearization. Therefore, the extended Kalman filter or a particle filter can be more effective. However, these filters are too complex to design and run. LPV, on the other hand, can be applied easily on the 3-D measurement of a target, and is effective on nonlinear systems.

General EOS uses a laser range finder or other measurement equipment to measure the distance between the camera and the target. Such additional equipment increases the weight and complexity of the system. Thus, which is derived for deciding the distance using the attitude and position of the camera and UAV, is used in this paper.

To improve the result in a asynchronous system, a modified nonlinear filter is derived. In [5], this filter is used on an out-of-sight problem. However, in this paper, filter is modified for an asynchronous system. Equation (5) represents the modified nonlinear filter.

\[
\begin{align*}
\frac{d}{dt}(\hat{\mathbf{P}}) &= -V + V_{\text{tg}} + skT_{c}H^{-1}(\hat{\mathbf{P}})(g_{\text{tg}}(\hat{\mathbf{P}}) - y_{m}) \\
\frac{d}{dt}(\hat{V}_{\text{tg}}) &= skT_{c}H^{-1}(\hat{\mathbf{P}})(g_{\text{tg}}(\hat{\mathbf{P}}) - y_{m}) \\
\hat{\mathbf{P}}_{c} &= T_{c}(\hat{\mathbf{P}})
\end{align*}
\]

(5)

Where, \( V_{\text{tg}} \) and \( y_{m} \) are the position and measurement of the target, respectively. \( y_{m} \) is the same as \( g_{\text{tg}}(\mathbf{P}) \). \( H(\hat{\mathbf{P}}) \) is the Jacobian matrix of \( g_{\text{tg}}(\hat{\mathbf{P}}) \). In Equation (5), data asynchronous means that non receiving UAV information and out-of-sight of target in image. Fig. 2 shows the results obtained with the modified nonlinear filter. Fig. 2, which are obtained from the modified filter system show good performance. The average distance error of the arithmetic method is about 94m, whereas the LPV is about 10m.

![Fig. 2. Error along X-axis (left), Error along Y-axis (right).](image-url)
4 Conclusions

This paper describes the development of a laboratory level vision system for small UAVs to measure the 3-D position of a target from a monocular image, acquired from the vision system on a UAV.

The Kalman filter is used to track the target in the image in real time. Through the algorithm for 3-D measurement, the 3-D position of the target can be estimated in the real space based on the target’s position in the image, position and attitude of the UAV, and the attitude of the camera.

To make a simple vision system, the range between UAV and target is determined by arithmetic method. This range is used for a nonlinear filter system, derived from LPV and LMI. Since a nonlinear filter do not considered synchronism in receiving data, performance is similar with arithmetic method.

A modified nonlinear filter was suggested to prevent this problem. We can verify that the modified nonlinear filter is effective.
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