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Foreword

The subject of Intelligent Vehicle Controls & Intelligent Transporta-
tion Systems covers a broad interdisciplinary area of the research
and development toward next generation mobility solutions. The
topics of interest range from computational intelligence methods in
vehicle safety applications and autonomous vehicle technologies to
new business models based on advancements of transportation infor-
mation support infrastructure. The goal of the workshop is to bring
together representatives from academia, industry and government
agencies to exchange ideas on state of the art in intelligent vehicle
controls and intelligent transportation systems.

The special interest of this year’s workshop is the impact of the
advancements in intelligent transportation systems and information
technologies on the commercial logistics and supply chain manage-
ment infrastructure.

Information and Communication Technologies are considered to
be the key tools to improve efficiency and safety in transportation
systems. In recent years, the European Union has sponsored several
projects targeting advancements of different transportation systems,
such as CRObIiT (Cross Border Information Technology) that ad-
dresses railways transportation and MarNIS, an integrated project
aiming to establish maritime navigation information structure in Eu-
ropean waters.

A number of projects focus specifically on efficient freight transpi-
ration: Freight-wise aims to establish a framework for efficient co-
modal freight transport on the Norwegian ARKTRANS system; e-
Freight is a continuation of Freightwise to promote efficient and sim-
plified solutions in support of cooperation, interoperability and con-
sistency in the European Transport System; the SMARTFREIGHT
project (FP7 — ICT Objective 6.1) addresses the efficiency of urban
freight transport.

The workshop keynote speaker is Dr. Paolo Paganelli from IN-
SIEL. Dr. Paganelli is the leader of the European project EURIDICE-
European Inter-disciplinary Research on Intelligent Cargo for Effi-
cient, Safe and Environmental-friendly Logistics". EURIDICE is a
project seeking to develop an advanced FEuropean logistics system
around the concept of ‘intelligent cargo’.

The workshop includes 14 papers: 12 full papers and 2 posters.



The presentations that have been selected are consistent with the
two relevant topics and special interest of the workshop on the freight
transportation.

The papers on Intelligent Vehicle Control Systems include adap-
tive cruise control and vehicle safety applications, control and navi-
gation of unmanned ground and aerial vehicles. The papers on ITS
infrastructure address traffic management systems and vehicle com-
munication.

The presentations on freight management are organized into three
special sessions and include discussions on dynamic routing of freight
vehicles using ITS information; meta-modeling of complex logistics
networks and information systems; planning of railway freight trans-
portation; management of transportation of hazardous materials on
congested motorways; effect of dispatching policies on the stability
and optimality of the logistics networks; decision support for man-
agement of flow of goods through the logistic traffic network; and
indoor location tracking of forklifts and containers.

We would like to thank all the authors for their contribution to
this workshop, members of program committee and reviewers for
providing their support, suggestions and comments on the technical
directions, and thorough reviews for the papers. In addition, we
would like to acknowledge Professor Walter Ukovich for his efforts
in organizing special sessions. Finally, we would like to express our
gratitude to ICINCO Organization Committee, with special thanks
to Professor Joaquim Filipe, Marina Carvalho and Vitor Pedrosa for
their help and assistance in the organization of the workshop.

July 2009,

Oleg Gusikhin
Ford Research & Adv. Engineering, U.S.A.

Maria Pia Fanti
Polytechnic of Bari, Italy
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The Intelligent Cargo Concept
in the European Project Euridice

Paolo Paganelli

Insiel S.p.A., Italy
EURIDICE Project Coordinator

Extended Abstract

The special interest of this year's workshop on the impact of the advancements in
intelligent transportation systems and information technologies on the commercial
logistics is noteworthy in line with the key concept of ‘intelligent cargo’ developed
by the European project "EURIDICE-European Inter-disciplinary Research on Intel-
ligent Cargo for Efficient, Safe and Environmental-friendly Logistics".

EURIDICE aims to create the necessary concepts, technological solutions and
business models to establish the most advanced information services for freight trans-
portation in Europe. The project is built on the ‘intelligent cargo’ concept, defined by
the following vision statement: “in five years time, most of the goods flowing through
European freight corridors will be ‘intelligent’, i.e.: self-aware, context-aware and
connected through a global telecommunication network to support a wide range of
information services for logistic operators, industrial users and public authorities.”

The problems addressed by EURIDICE are well known to the logistics communi-
ty, and as such have inspired a large number of initiatives and projects during the last
decades, both in industry and in Scientific ant Technological (S/T) research. These
initiatives take their inspiration from the complexity of the logistic business, characte-
rized by an high variety of involved actors, complex processes, multiplicity of im-
pacts both on companies and citizens.

Due to important scientific and industrial developments in the last decade the ba-
sic technological components supporting the ‘intelligent cargo’ concept are available,
although at different levels of maturity. These include Radio-Frequency Identification
technologies (RFID), service oriented architectures (SOA) and interoperability plat-
forms for data interchange and collaboration between business partners, mobile tech-
nologies and global positioning systems. Equally important is the availability of stan-
dards addressing all the aspects of cargo identification and management, from RFID
tag specifications, to identification of individual items (EPC) and shipments (GTIN),
to definition of logistic data and processes.

For their very nature technology developments and standardization initiatives aim
at removing specific technical barriers to innovation, each representing just a portion,
if important, of the whole problem of intelligent monitoring and management of mov-
ing goods. For this reason, the EURIDICE project has been launched with the aim to
integrate state-of-the-art results and fill existing gaps in cargo-related technologies to
deliver solutions based on the intelligent cargo vision.



The full realization of this vision will have a significant impact in terms of diffu-
sion and effectiveness of ICT support to freight transportation, producing relevant
benefits for businesses and the society: (i) enhanced and widespread capability to
monitor, trace and safely handle moving goods at the required level of detail, from
full shipments to individual packages or items; (ii) increased efficiency of transporta-
tion networks, by improving synchronization between logistic users, operators and
control authorities; (iii) improved sustainability of logistic systems, by reducing their
impact on local communities in terms of traffic congestion and pollution.

To achieve these benefits, the EURIDICE project intends to introduce a paradigm
shift on how moving goods are currently handled by ICT systems. Currently freight
information is “pushed” by back-office systems, and system-to-system communica-
tion is the only interoperability paradigm. As a consequence, the information flows
are often misaligned with the actual flow of goods. The EURIDICE approach is to
connect cargo objects (items, containers, vehicles and infrastructure) with each other,
to provide intelligent services for logistics stakeholders anywhere needed along the
route. The main changes entailed by the shift to Intelligent Cargo are the following:

- From “organization-to-organization”, where information exchanges happen
between organizations’ centralized systems, to “thing-to-thing”, where information is
exchanged through independent connection of cargo objects, data processing is as
much as possible decentralized, and backoffice systems are involved only if needed.

- From predefined links, either one-to-one or via interchange “hubs”, to any-to-
any communication and data interchange, based on DNS-like system for cargo ob-
jects and related services, globally shared semantics, on demand configuration of
communication resources.

- From centralized decisions support, based on data consolidation from back-
office systems and top-down monitoring, revision and communication, to event-
triggered, decentralized decisions support based on automated event detection, con-
text determination and bottom-up exception resolution.

In this way it is possible to create a new paradigm for freight information services
that covers not only basic but also advanced capabilities of ‘Intelligent Cargo’:

- Cargo capable of autonomous decisions (intelligent agent)

- Cargo capable to start a service (independent behavior)

- Cargo capable to monitor and register its status

- Cargo capable to grant access to services (authorization, ETA, data read/write, ..)
- Cargo capable to detect its context (location, user, infrastructure, ..)

- Cargo capable to identify itself.

The list is sorted by decreasing level of ‘intelligence’. Clearly from EURIDICE
Point of view, the ‘intelligent cargo’ is not defined essentially by the application of
artificial intelligence or other advanced technologies. It is rather a paradigm for cargo
interaction that may include those technologies, but may also be implemented with
conventional technologies deployed following a different architectural approach.

Different intelligent cargo capabilities require different implementation models,
e.g., basic capabilities should be available as public domain services for all the intel-
ligent cargo users and specialized capabilities should be developed for specific pur-
poses by individual users or groups of users to fulfill specific application require-
ments.
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Co-operative Traffic Light: Applications for Driver
Information and Assistance

Franziska Wolf, Stefan Libbe and Andreas Herrmann

Institut f. Automation und Kommunikation
Werner-Heisenberg Str. 1, 39106 Magdeburg, Germany
{Franziska.Wolf, Stefan.Libbe, Andreas.Herrmann}@ifak.eu
http://www.ifak.eu

Abstract. In this paper a new approach towards co-operative intersection man-
agement systems based on traffic flow detection and analysis shall be proposed
which uses on the one hand standard in-vehicle equipment and on the other
hand standard traffic light control systems. The main communication concept
will be placed into a low-cost modular unit which connects the systems of the
vehicles and the traffic light control systems in order to enable traffic data in-
formation exchanged such as traffic light switching information for the individ-
ual traffic and speed recommendation for a co-operative traffic light manage-
ment.

1 Introduction

The amount of traffic has strongly increased in recent years. In many places the infra-
structures are not able to react to the traffic increase efficiently, whether by road con-
struction or rebuilding of infrastructure. The continuous increase in traffic and envi-
ronmental problems as well as the demographic change are a challenge in many re-
gions of Germany and Europe. The expansion and reconstruction of the traffic infra-
structure are still advanced in many countries, however this is mainly concentrated on
maintenance and repair in German regions and conurbations. With the use of existing
infrastructures, an innovative, telematic based traffic management offers new options.

1.1  Current Traffic Light Control Systems

The transport infrastructure (road, rail, water and air) provides mobility to our society
today. Improvements to this infrastructure enhance this mobility. Unfortunately the
communication infrastructure has not been able to keep the pace of these develop-
ments. Recent developments in digital networks, however, allow the communication
infrastructure to catch up.

Nowadays the basic principals of traffic management are based on the measure-
ment and control of traffic flows. One basic mechanism for this is the usage of traffic
light control systems. This is especially true for inner-urban areas where signal con-
trol substantially determines the traffic and mobility management. Because the traffic



light controls are very important for the traffic management of today, their impact to
traffic flows can be assumed as very denotative.

The traffic light control systems are based on signal programs which are in gener-
al adapted to the prevailing traffic situations. In the planning phases of the traffic
management development and in planned intervals, the expected traffic situations are
analyzed using traffic flow measurement and various analysis mechanisms such as
simulation 1 or traffic models 234. The cycles of the signal programs of the traffic
light controls are chosen in order to cover the varying load levels as they might occur
during daytimes, different days of a week or at special times.

These systems shall generally increase traffic safety and improve the traffic flow
quality. The following criteria 5 can be proposed in order to define the traffic light
control programs adapting to the traffic situations:

- traffic volume

- interrelations between the traffic volumes
- degree of occupancy

- speeds

The signal programs are mainly based on two coordination principles which are
the time dependent traffic light control and traffic-actuated traffic light control. Nor-
mally the traffic light control programs vary over times of days and weeks between
programs following the time and traffic dependant strategies.

The time dependent traffic light controls are especially useful for forecasted high-
load periods of days of weeks. They offer the advantages that these traffic flows can
be diverted effectively, especially for streets of known heavy traffic. A strategy which
can be particularly used here is the progressive signal system such as Green Wave
where the signals of multiple light-signal systems are switched consecutively.

Traffic-actuated traffic light control programs offer the strategy to adapt the
switching to the local traffic which is detected around the intersection. The road net-
works are full of detectors, but these detectors are specialised for local traffic light
controls. For this reason they are mostly located near intersections which are con-
trolled. For traveller information pre-trip and on tour, traffic parameters not usually
measured for local traffic light control are of more interest, for example the speed
profile along stretches. Furthermore these mechanisms offer short term traffic adop-
tion but are for now limited to light traffic situations as they are assumed beforehand.
For instance in situations when there is a sudden rise of traffic volume, such as during
detours or after public events, the traffic flow can often not be managed satisfyingly
by strategies of traffic management due to a lack of feedback coming from the local
traffic detectors on the one hand and a limited foresight of these detectors concerning
the upcoming traffic on the other hand. Several strategies to solve these problems
have been proposed recently, one of them is to use the local vehicle movement of data
in order to measure tailbacks in the inflow of traffic light controlled intersections 67.
The new concept that shall be proposed here aims at a co-operative approach where
the collaboration of vehicles together with the infrastructure tend to achieve a better
traffic organization for both sides.



1.2  Co-operative Concept

Currently a high fraction of vehicles in the individual traffic is equipped with up-to
date ITS such as navigation systems or PDAs enabling well known HMI, GPS and
WLAN or GSM communication modules. These in-vehicle systems are already able
to measure and calculate the vehicles own Floating Car Data (FCD). The proposed
new approach of traffic control aims to make the already calculated parts of traffic
flow data of the traffic participant available to the road authorities in order to improve
the management of traffic flows by traffic light control systems.

On the one hand standard in-vehicle equipment shall be used along with standard
traffic light control systems. The main communication concept will be placed into a
low-cost modular unit which connects the systems of the vehicles and the traffic light
control systems in order to enable traffic information exchanged, such as traffic light
switching information for the individual traffic and traffic flow information for a co-
operative traffic light control management.

On the basis of transferred information between vehicle and traffic lights, the lo-
cal control can be optimised by supporting the driver on the one hand and on the
other by making the traffic light control aware of the approaching traffic flows. The
interaction between vehicle and infrastructure can help to improve both traffic flows
and advanced driver assistance systems. The research proposed here aims to gather
the requirements of co-operative traffic light control systems 89 and to characterise
the results of the first developed prototype in order to prepare an industrial develop-
ment of a practicable co-operative technology.

2 Requirements for a Co-operative Traffic Light Control

The main aim is the combination of the advantages of the global and the local inter-
section management. It shall lead to a management of the traffic flows based on both
local feedback of detections together with progressive signal systems (e.g. Green
wave) over a wider area of the road network. This enables advantages for both: the
road authorities because of reduction of the environmental pollution and noise, and
enhancement of the public road traffic. Furthermore it brings advantages for individ-
ual traffic participants because their travel times and fuel consumption can be reduced
and therefore the acceptance towards co-operative traffic strategies can be enhanced.
In order to achieve such an advancement of intersection management, different re-
quirements must be fulfilled for the traffic light control systems and for the drivers.

The main requirement for the traffic light control systems at intersections is:

- Optimisation of the traffic light phases to the traffic flows

Therefore the traffic light systems need information on the traffic flows which
consist of:

o  Current speed of vehicles
o Direction of vehicles
o Current position of vehicles
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The main requirement towards the traffic participants is:

- Optimisation of the vehicle speed towards the traffic light phases (progressive
speed)
- Reduction of stops

In order to encourage the participants of the traffic to drive co-operatively, the fol-
lowing information can be offered:

o Announcement of traffic light switching to the drivers
o Information about optimized speed in local sections of the intersec-
tions

This information can also enhance the positive side effects of co-operative traffic
management systems towards the reduction of environmental pollution because the
drivers of the vehicle groups can be animated to an optimised driving speed and an
early off-switching of engines when waiting for the next green phase.

2.1 Requirements towards Investment and Safety Reasons

Apart from the function of the co-operative system itself, some more requirements
have to be regarded in order to realize an effective co-operative intersection manage-
ment especially regarding acceptance:

- The equipment used should be cost efficient for the drivers and the local au-
thorities

The efficiency of a co-operative system depends on the penetration rate (signifi-
cant amount of equipped vehicles) This can only be achieved by using systems that
are already part of most cars, such as navigation systems, PDAs or mobile phones.
For the public authorities, the requirement results in the original usage or a low-cost
upgrade of the control systems in use.

The aim is to enable a maximum benefit with minimum costs.

- Installation in traffic light control systems, regarding safety and security is-
sues, requires standardized interfaces and long lasting and modular compo-
nents

In order to avoid safety and security failures, a modular device shall be developed
which is connected to the traffic light control systems via standardized interfaces, like
they have been proposed in 9. The modular and standardized approach offers one
more positive side effect: the device can be applied and removed wherever and as
long as it is needed at a traffic management system at an intersection. This enables the
local authorities to apply the communication systems of traffic and infrastructure data
exchange as traffic light detectors for special times such as times of building works
and detours. The modular approach also enables a good possibility towards future
requirements. The device technology of traffic light control systems has a long appli-
cation duration and life span which also leads towards a modular device which is
easily updatable and programmable. The traffic light control systems in use may not
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have been designed to calculate superior traffic flows out of wireless delivered FCD.
Therefore the modular system has to be able to process additional data.

2.2 Requirements Conclusion

Putting together the requirements of a co-operative traffic light system into a solution,
the decision was made to use two different communication systems in order to set up
a co-operative traffic light system enabling traffic data exchange with participating
vehicles of the traffic. On the side of the traffic, an application for transferring vehicle
data such as speed and position was designed for a customary PDA. Such PDAs
equipped with GPS sensors are already widely-used for navigation applications. They
also offer operating systems which make it possible to develop a WLAN based com-
munication interface. This vehicle-sided application was developed in Java and offers
vehicle announcement at the communication unit of the traffic lights and furthermore
self locating algorithms in order to deliver positioning and speed data to the commu-
nication unit.

The modular communication unit for the communication between the traffic light
to the traffic is a new set-up which is suitable for connecting the traffic light signal
and for updating standardised interfaces. The communication interface is realised by
the concept of a Set Top Box (STB) for traffic light control systems.

3 The Set Top Box: A Central Communication Unit for
Co-operative Traffic Light Control Systems

The STB works as a communication mediator and data analysing unit of an intersec-
tion managing traffic light control systems between the traffic light system and the
traffic flows of approaching vehicles.

The vehicles announce themselves at the STB and transmit information about

their own speed, position and the intended direction through a customary PDA.
One STB at each intersection is located in the control cabinet of the traffic light sys-
tem. Using the received individual vehicle data such as position and speed, it calcu-
lates the traffic flow data concerning the traffic flow density and flows for each lane
of the intersection. The STB is connected to the traffic light device via a standardised
LAN connection. As a virtual detector it informs the traffic light control systems
about approaching traffic flows and optimisation of switching programs. The traffic
light can therefore react better to topical flows of traffic and this allows a more dy-
namic control of the road traffic.

Furthermore the STB can establish a connection to the traffic calculator of the
traffic management centrals. The local traffic information can then be used to create
global traffic management strategies due to more distinctive information concerning
the traffic flows at crossings. Here the STB enables the feedback from local detectors
towards an overall traffic management.

Several Set Top Boxes can furthermore be interconnected to each other by WLAN
or UMTS communications centralised using a server or even decentralised. Via this
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interconnection, information about traffic flow movement and changes can be com-
municated and used for adaptive traffic light switching such as adaptive progressive
signal systems.

3.1 Hardware Setup of the STB

The main hardware of the Set Top Box is based on a specialised industrial PC with a
custom-made board. So far, the communication to the vehicles is established using a
low-cost personal digital assistant (PDA) which enables WLAN-communication
(802.11) by an access point. The communication is suitable for vehicle speeds about
50km/h as they are due in areas of urban intersections. These PDAs are mostly
equipped with GPS-devices already what makes them usable for a use as navigation
systems in cars. The communication from the STB to PDAs enables a vehicle type
independent communication.

Fig. 1. Set Top Box.

One of the main advantages of such a box as it is shown in figure 1 is its flexibility
because it can be built in wherever and for as long as needed. It just requires a traffic
light system. The system of the traffic light control stays untouched, therefore the
usage of a STB does not threat the safety of an already running traffic light system.
Therefore certifications of the traffic light control program are not altered either. The
box does not interfere with the set control programs, but can be used to optimise their
switching. The STB can be adapted to the interfaces of the manufacturer-specific
control devices. If many traffic lights are equipped with these boxes as it is shown in
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figure 2, the traffic information can be gathered and used for a broad area for the
needed time. Because of these manifold usages, the financial costs for the local au-
thorities can be reduced by additionally enabling a forward-looking traffic detection
and traffic management.

@O ® oktiv i

R o

Fig. 2. Set Top Box as it is placed in a control cabinet of traffic lights.

3.2 Realised Functionalities

Regarding the requirements mentioned above several functionalities for the commu-
nication between vehicles (PDA) and STB and between traffic lights to STB are real-
ised. An outline of the communication between Set Top Box, traffic lights and vehi-
cles’ PDA is shown in figure 3.
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traffic lights

Co-operative
vehicle

Fig. 3. Communication established by STB.

For the drivers following information based on traffic flow and traffic light system
data, the following is delivered from the STB to the PDA in the vehicles:

- Transfer of cycle times of the red light and estimated waiting times till the ve-
hicle’s crossing of the intersection

- Speed recommendations in order to achieve the best travel time e.g. due to
progressive signal systems

- General routing information about speed limits or congestions

- Information in cases of rapid traffic light control systems programming
change e.g. because of passing emergency services

In return, the PDAs transfer the following data to the STB to be calculated and
used for adaptive traffic light switching:

- Current speed and positions, especially to identify the single (heading) lanes
- If necessary the declaration of turning at the intersection

The STB connected to the control unit of the traffic light system computes the
traffic flows at the intersection and offers the following detector data to the unit:

- Offering recommendations concerning switching status
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Because of possible interconnections between several STBs at different cross-
roads and the traffic management centrals, the exchange of topical data can be used
to develop and realise global traffic management strategies.

4 Conclusions and Future Steps

The approach of a modular car-to-infrastructure communication presented here en-
ables the combination of the advantages of microscopic and macroscopic traffic man-
agement: local traffic adaptation and global ease of traffic flows.

The prototypical solution could be proposed by the development of a Set Top Box
(STB), a specialised industrial PC with LAN and WLAN communication. The box is
the central communication unit, connected to a control cabinet of a traffic light sys-
tem at one side and via WLAN to standard PDAs in vehicles on the other side. The
STB detects traffic flows and optimal switching strategies which can be put into real-
ity by the connected traffic light and management systems.

This vehicle — STB — traffic light communication establishes a dynamic and co-
operative control of the traffic flows. The communication could be established and
the main traffic and control data was transferred.

The currently used proprietary communication protocols are being tested and
validated in various field tests. Tests concerning the ability of the WLAN connection
during various vehicle speeds, different environmental conditions such as building
development or radio noise are currently being carried out. Furthermore issues of data
security have to be addressed as well as the establishment of the currently developed
standard for the car-to-car communication WLAN 802.11p.

The future steps will address the interaction of navigation systems in the concept
of co-operative traffic lights. Then on the one hand the navigation system users could
also be aware of the current states of the traffic light and the routing could take into
account possible hold-ups caused by traffic lights. On the other hand traffic flows
could be predicted in order to optimise the cycle times of traffic lights. This enables
smooth traffic flows in spite of more participants of the individual traffic.

Furthermore the Set Top Boxes can be used as Road Side Units 10 also enabling
car to car communication 11. The applications inside the car could be updated in
order to acquire more driving concerning data such as road conditions or traffic situa-
tions. The data would be transferred to and computed by the STBs. The traffic infor-
mation can then be used by the traffic management centrals or decentralised by dis-
tributing it to the passing vehicles. The usage of low-cost standard vehicle equipment
could achieve a high coverage of communicating cars easily which is a central key
point in encouraging co-operative car-to-car and of course car-to-infrastructure tech-
nologies.
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on Self-Learning Algorithm for Driver Characteristics
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Abstract. An Adaptive Cruise Control system prototype based on self-learning
algorithm for driver characteristics is presented. To imitate the driver opera-
tions during car-following, a driver model is developed to generate the desired
throttle depression and braking pressure. A self-learning algorithm for driver
characteristics is proposed based on the Recursive Least Square method with
forgetting factor. Using this algorithm, the parameters of the driver model are
real-time identified from the data sequences collected during the driver manual
operation state, and the identification result is applied during the system auto-
matic control state. The system is verified in a driving assistance system test-
bed with electronic throttle and electro-hydraulic brake actuators. The experi-
mental results show that the self-learning algorithm is effective and the system
performance is adaptive to driver characteristics.

1 Introduction

With the traffic density increasing rapidly, car-following has become the most fre-
quent driving scenario to the driver. In the vehicle active safety field, several types of
driving assistance systems have been actualized for the car-following scenario such as
Adaptive Cruise Control (ACC) [1], Stop & Go (S&G) [2] and Forward Collision
Warning/Avoidance (FCW/FCA) [3]. The aims of the systems are to facilitate driver
to maintain a safe and comfortable car-following state or to mitigate the workload of
the driver [4]. Because of the interaction between the driver and the assistance sys-
tem, the driver behavior and characteristics during car-following have been consi-
dered as important issues in system development.

The research on modeling driver behavior in car-following scenario dates back to the
1950s and many types of models were established with different approaches [5]. The
classical method is using mathematic functions to represent the relationship between
variables like host vehicle speed, acceleration, relative speed and distance headway,
such as the Gazis-Herman-Rothery (GHR) model [6], the Gipps model [7] and the
linear (Helly) model [8]. These models can be applied to the system control algo-
rithm, but as the required outputs of the models are the desired vehicle motion states,
complicated vehicle dynamics model needs to be added. Some models are designed to
imitate the driver’s throttle and braking operations directly [9]. This method could
avoid the vehicle dynamics problem such as the inverse model of vehicle longitudinal
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dynamics. However, the parameters of these models are fixed during system opera-
tion and cannot be adaptive to individual driver car-following characteristics.

In this paper, a driver model is proposed to imitate throttle and braking operations of
the driver and a self-learning algorithm for driver characteristics is designed based on
Recursive Least Square (RLS) method with forgetting factor. Using this algorithm,
the parameters of the driver model can be real-time identified from the data sequences
collected during manual driving operation state, and the identification result is applied
during the system automatic control state. The driver model and the self-learning
algorithm are implemented in a driving assistance system test-bed and the functions
of the system are validated by tests in real traffic.

2 Driver Behavior Test and Characteristics Analysis

The driver behavior during car-following is a significant factor for the development
of driving assistance system. To investigate essential driver characteristics and estab-
lish driver behavior database, driver behavior tests in real traffic environment are
executed and the signals including host vehicle speed, acceleration, depression of
accelerator pedal/throttle, braking pressure, relative distance/speed to leading vehicle,
and GPS information are recorded with 10Hz data capture frequency. Thirty drivers
are invited as experimental subjects to drive on the city highway for 1 hour per per-
son. The drivers are suggested to drive freely according to their own styles and habits.
The data sequences of steady car-following behavior, which corresponds to the ACC
function, are extracted from the test data. This behavior is defined as that the driver
controls the host vehicle to follow a constant leading vehicle steadily more than 15
seconds without braking and lane-changing. Two common variables are discussed in
the data analysis to describe driver characteristics. One is Time Headway (THW):

raw =2 (1)
v

The other one is Time-to-Collision (77C, and its inverse 77Ci):

D v
ITC =—,TTCi =~
. ) (2)

r

Where: D is the distance between the host vehicle and the leading vehicle; v is the
host speed vehicle; and v, is the host vehicle’s relative speed to the leading vehicle.
The frequency contour of THW and TTCi of one driver’s steady car-following beha-
vior is shown in Fig 1. The number on each area border (50%, 75%, 95% and 99%)
in this figure means the percentage of the data points falling inside this border. It is
clear that 50% of THW and TTCi data distribute in a relatively concentrated area
where THW is around 1.2s to 2.6s and TTCi is around -0.05 to 0.05s". This pheno-
menon indicates that the driver prefers to keep THW and TTCi in specific ranges, and
these two variables can be considered as the driver control targets during car-
following for the driver model design.
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Fig. 1. Frequency contour of THW and TTCi, steady car-following behavior, one driver.

3 The System Control Strategy

3.1 Control Strategy Structure

The structure of the ACC system control strategy is shown in Fig 2. The upper con-
troller is a driver model to imitate the driver’s operation. The inputs of the model are
the motion states of the leading vehicle and the host vehicle, and the outputs include
desired throttle depression 7%, and desired braking pressure Pb,;. The lower con-
troller makes the electronic throttle and Electro-Hydraulic Brake (EHB) actuators
follow the desired control variables with PID (Proportion-Integral-Differential) con-
trol algorithm.

Leading Vehicle
Upper Controller ﬁO_St_ \_/e_h_ic_lci 1
u ;D_'_ - _1\;[ _d_ 1_ Tt | Thaes | Lower PID » Throttle i
river Model ! > lmmmmmo
o T Pbde: Controller =Lr___F_H_R___,I
IR

Fig. 2. The structure of the ACC system control strategy.

3.2 Driver Model

According to the driver characteristics analysis of steady car-following behavior, the
driver desires to obtain THW in his/her preferred range and 77Ci around zero. This
control target is implemented based on the variations of throttle depression and brake
pressure. If THW and TTCi reach desired values and the leading vehicle drives in a
constant speed, the driver will fix the throttle and keep the current speed. Based on
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this analysis, a driver model is proposed:
Pues ) =Th (1) + K, [THW (t)-THW,]+ C,; - TTCi(2) 3)

Where: P,(t) is generalized depression at time #; Th(?) is steady throttle depression
to keep the current host vehicle speed v(¢); THW} is the driver’s desired time headway;
Ky and Cryc; are error gains of THW and TTCi respectively.

Interpolation method is used for 74, calculation based on the experimental calibra-
tion. The desired control variables, Thy,, and Pb,,, are calculated according to the
value of the generalized depression pg,,. The throttle depression for idle-speed is 15.
When pg,(¢) >15:

{Thd(,x (1) = Pas (2 4

Pbde.r (t) = 0

Considering the driver’s operation delay at the switching between accelerator and
brake pedal, the braking control is not activated immediately when p,.,(f) falls below
the idle-speed depression 15. When 15>= p,,(¢) >10:

Thdex (t) = 1 5
Pbdes (t) = 0 (5)
When p.,(f) <=10:
Th, (t)=15
Ph,, ()= B, [P (1)=10] ©)

Where: B, is the gain from p e, to Pbge,, whose value is set as -0.1, and the unit of the
desired brake pressure Pb,., is MPa. The maximal value of Pb,, is set as 10MPa.

4 Self -Learning Algorithm for Driver Characteristics

The driver model could describe the driver characteristics and present the individual
differences during car-following. The parameter THW, presents the driver’s preferred
following distance at same vehicle speed level and reflect his/her aggressive degree.
The parameters Kz and Crrc; present the driver’s sensitivity of THW error and T7TCi
error. To improve the system’s adaptability of individual driver characteristics, a self-
learning algorithm based on Recursive Least Square (RLS) method is proposed. The
core idea of this algorithm is to identify the model parameters from the driver manual
car-following drive state on-line and apply the identification result to the model dur-
ing system automatic driver state. Because of the time-variability of the driver, it is
supposed that the latest data of driver operation will describe the driver characteristics
more accurately and therefore, forgetting factor is brought into the algorithm. The
flow chart of this self-learning algorithm is shown in Fig 3.
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Fig. 3. The flow chart of self-learning algorithm.

After the system initialization, the signal collection of distance D, relative speed v,,
host vehicle speed v and throttle depression 7% is enabled. The driver selects the drive
states. During the driver manual control process, the algorithm starts the cycle to
judge the car-following state and identify the parameters step-by-step. The system
step length is 0.1s. The parameters THW,, K7y and Crrc; are identified from steady
car-following data sequence.

The first condition is that the leading vehicle should be a constant target (i.e. no target
changing such as cut-in and cut-out scenarios) and this condition is judged according
to the variation of the distance signal. Furthermore, the driver is not controlling the
brake system. At step k:

AD =|D(k)- D(k-1)|<5
{ | | o)

B(k)=0
If the first condition is satisfied, the algorithm will use the current data D(k), v,(k), v(k)

and Th(k) to start the iteration process of LRS method.
The observation vector of the iteration process is A’ (k):
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ry=[20 4 n®
HEO=C00 1 D) (®)

The output of the process is z(k):
z(k) =Th(k)—Th,,(k) 9)

Where: Thy(k) is the current steady throttle which can be interpolated with v(k).
According to the standard linear square form, the parameter vector §(k) to identify in

this process can be derived from Equation (1):

0k) =10,(k) 0,(k) O,(k)) =Ky (k) Ky (k) THW, (k) Crre, (k) (10)
The iteration algorithm of LRS method with forgetting factor is [10]:

(k) =16,(k) 6,(k) O,()] =Ky (k) Ky (k) THW, (k) Crre, (K)'

K (k)= Q(k =Dh(k)[h" (k)Q(k —Dh(k)+ u]" an
(k) = %[I—K(k)hr(k)]Q(k—l)

Where: K(k) and Q(k) are process matrices and #is forgetting factor with value 0.9.
The identified parameter vector of the driver model in this step is P,(k):

P, (k) =[THW, (k) Ky (k) Crre, ()]

Lo el (12)
=[0,(k)/6,(k) 6,(k) 6,(k)]

After obtaining P,(k), the second condition is that the parameters should be in proper
ranges. These ranges are provided by the off-line parameter identification results of
the driver real traffic steady car-following data sequences with linear square method,
which are shown in Table 1. The proper range of each parameter is selected as its
25% to 75% accumulation frequency.

Table 1. Data Statistics of Driver Model Parameters.

Mean Std Max Min 25% 75%
THW, 1.80 3.18 56.51 0.15 0.9 2.3
Ky 44.26 50.68 408.35 0.10 6 95
Crrei -157.3 129.4 -0.96 -842.7 -20 -300

When the identified P,(k) is in the proper ranges, the parameters will be inspected by
the third condition to judge if the identified result tends to be steady correspondingly:

A, = max(Apy, (k), A (k),Ac (k) <& (13)
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Where:
_| W, (o - THW, (k- 1)
Ay (K) = | THW, () (14)
|KT11W (k) — KTIIW (k — 1)|
Ap (k)= 1
© Ko ®) | (15)
Ac(k) _ |CTTCi (k) - CTTCi(k - 1)|

T et (16)

€ is the threshold, which is 0.5% in this algorithm.
Because that the driver state is time-varied, the identified parameters are always fluc-
tuating. In order to find the parameters describing the driver characteristics as precise-
ly as possible, an accumulation method is used:

P, =P, +PK) (17)

sum sum

All parameters satisfied the conditions are accumulated to Py, and when the drive
state switches to system automatic driving, the current parameter vector P, is called
by the driver model:
P..

P =2 (18)
Where: N is the counter of the parameters.
With the running time increasing, the algorithm will accumulate more identified re-
sults from driver manual operation and the learning effect will be improved. The
driver model will be closer to the driver average characteristics. During the algorithm
running process, if any of the three conditions are not satisfied, the iteration will be
stopped and the current Py, and N will be held. Until new proper parameters are
identified, the accumulation will be continued.

S System Verification in Driving Assistance System Test-bed

A test-bed on a passenger car is developed to verify the system functions including
driver characteristics self-learning algorithm and ACC. During the self-learning algo-
rithm verification experiment, a driver subject drives the test-bed vehicle in real traf-
fic and the self-learning algorithm runs online synchronously to identify the model
parameters. The parameter identification test continues for 600 seconds to make the
results closer to the driver average characteristics, Fig 4 gives the driver manual oper-
ation data sequence when following a specified leading vehicle. Fig 5 shows the pa-
rameter identification process from this data sequence. It is indicated that the algo-
rithm is effective and the parameters tend to be stable gradually after some fluctuation
at the beginning. At the end of the test, the final identification results are: THW, =
184, KTHW: 335, CTTCi: -109.5.
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Fig. 4. Data sequences of driver manual car-following.
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Fig. 5. Driver model parameters on-line identification result.
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Using these identified parameters, the system is switched to ACC mode and Fig 6
shows a data sequence of system automatic car-following. The system can track the
leading vehicle’s speed steadily and keep safety distance. The control performances
of the upper and lower controllers are both favorable.
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Fig. 6. The performance of the system ACC function.

More experiments of ACC verification are carried out in real traffic and the system
performance is analyzed with THW-TTCi frequency contour, which is shown in Fig 7.

THW (s)

Fig. 7. Frequency contour of THW and TTCi during system control.

Comparing with Fig.1, it is indicated that the overall data distributions (99% percen-
tage) of the system and the driver are similar. Based on the parameter identified from
the driver behavior, the system performance is adaptive to the driver characteristics
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and gives the driver comfortable riding experience. Furthermore, the 50% and 75%
areas of system performance are more centralized than the driver. This result indicates
that the THW and TTCi fluctuations during system control state are much smaller and
the system is more stable than the driver.

6 Conclusions

In this paper, an Adaptive Cruise Control system prototype with self-learning func-
tions is developed on a passenger car test-bed.

(1) Driver real traffic tests are carried out and the driver behavior database for the
system upper controller design is established. The data analysis of steady car-
following show that the driver prefers to keep THW and TTCi in specific ranges, and
a driver model is designed based on this result.

(2) The Recursive Least Square method with forgetting factor can identify the driver
model parameters online from data sequence of driver manual operation state, and the
self-learning algorithm for driver characteristics is proposed with this method.

(3) The experimental results show that the ACC system can be adaptive to the driver
characteristics automatically with the learned parameters. The system has similar
performance with the driver manual operation and favorable acceptability of driver.
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Abstract. In this paper we propose a planning procedure for servingtite
transportation requests (i.e. orders) in a railway netwonkhich the terminals
are provided with innovative transfer systems. We consadegnsolidated trans-
portation system where different customers make their @guests for moving
boxes (either containers or swap bodies) between diffemggins and destina-
tions, with specific requirements on delivery times. Theiglens to be taken
concern the path (and the corresponding sequence of ttaimsgach box fol-

lows over the network and the assignment of boxes to traironsgaking into

account that boxes can change more than one train duringptithiand that train
timetables are fixed. This planning problem is divided in seguential phases:
a preprocessing analysis for which a specific algorithm @vigied and an opti-

mization phase for which a mathematical programming foatioth is proposed.
The effectiveness of the proposed procedure is tested droarsmdomly gener-

ated instances.

1 Introduction

This work deals with the definition of a planning procedunedaentralized decision
maker that must provide a transportation service to diffepceistomers by using an
available railway infrastructure. The transportation deh from customers is given
by a set of orders characterized by a certain number of baxegeeral of different
types), an origin, a destination and time delivery spedificas. The transportation offer
is a railway network in which the number of trains, their stles and paths are fixed.
This railway network is innovative since the terminals anpmosed to be equipped
with rapid (horizontal) transfer systems for containerd awap bodies. This implies
that a container can move from an origin to a destinationiteahtoy changing different
trains on its path, as it happens to passengers. MoreovesGdigr characteristic of
the proposed approach is that boxes of the same order cawfdiiferent paths on the
network.

In the literature it is possible to find many planning apptacfor intermodal trans-
portation systems involving modelling and optimizatiooheiques, that can be classi-
fied according to the considered planning level, i.e. sfiate¢actical and operational,
as it is deeply described in [1] and [2]. The problem facedis paper can be consid-
ered as an operational problem combining two importantsitatiaspects. The former
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decision concerns which path a box must follow on the netwaoikin which terminals
it must change the train. This aspect is also treated ircilgiroblems, i.e. service net-
work design problems, as described in [3], in which the optipaths are searched for
aggregated cargo flows instead of single load units as intbésept paper. The latter
decision aspect deals with the assignment of boxes to warfahe trains selected to
transport them. This aspect has been treated in [4], wheid teansshipment yards
are considered as in the present paper; moreover, in [S]cadi@aning problem, i.e.
the assignment of containers to train slots, is treateddtitian, differently from [6]
and [7], we assume the train scheduling and routing as gindrfiged. Therefore, the
problem described in this paper provides a new approach fdeiraning procedure in
a railway network with rapid rail-rail transfers, in whicfor each box, the decisions
to be taken concern the route to cover, the trains and thewgagdbe placed in. Even
though all these aspects have been already treated in savirks that can be found in
the literature, the main novelty of this paper (a prelimymegrsion of this work can be
found in [8]) stands in the consideration of all these decisispects together.

The planning procedure is divided in two sequential phasethat the output data
of the former phase are input data of the latter. In the fophesse, callegreprocessing,
each order is considered separately: by taking into acamenhetwork structure, the
timetables and routes of trains, the origin, destinatiacshtame requirements of orders,
all the sequences of trains that can be used for serving theshaf the considered
order are computed. In the latter phase, catiptimal assignment, the assignment of
each box to a train sequence and to a wagon of the trains camgpthe sequence is
obtained by considering all the sequences of trains for eagér and by taking into
account some specific data about boxes and wagons. This reshl of a specific
mathematical programming problem.

These two phases of the proposed planning procedure angtdekcespectively, in
Section 2 and in Section 3. The effectiveness of this proesiduhen verified with some
experimental tests reported in Section 4. The conclusiodsature developments of
the work are then described in Section 5.

2 Preprocessing

The railway network is described by means of a directed gaph (N, £) where
nodes represent railway terminals and links are railwayeotions between terminals.
The input data of the preprocessing are referred to noddseohétwork, a seR of
trains and a seb of orders:

J§,, fixed cost for handling one box at terminak A/

pn hourly cost for the storage of one box at terminat N

NI, number of links covered by traine R

L, vectorl x NI, indicating the path (as a sequence of links) covered by trarR
tfj” expected departure time on linknL . for trainr € R

t&" expected arrival time on linkinL,. for trainr € R

ng origin railway terminal for ordes € O

nD destination railway terminal for orderc O

tin time instant in which goods of orderc O are ready at the origin node
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tmin.o Minimum delivery time instant for orderc O

U ez Maximum delivery time instant for orderc O

Np, number of alternative paths connecting the origin and dastin nodes of order
o0ec O

NI, , number of links of patlp = 1,..., Np, of ordero € O

L., vectorl x Nl, , indicating the sequence of links of patk= 1, ..., Np, of order
0e O

Co,p COstof pattp = 1,..., Np, of ordero € O (this cost is related to the priority of
pathp in comparison with the other paths of the same order; we,set= 1 for the

primary path(, , = 1.1 for the secondary path, and so on)

2 3
Nu,p NU,P

Fig. 1. Graphg, , in caseNl, , = 3.

The preprocessing phase identifies all the feasible trajneseces for each order by
analysing one order at a time and, for each order, each pagtlarly. Then, proceeding
backward from the last link of a path, i.e. the last elementeaftorL ,, ,,, to the first
link, it is necessary to verify whether a train can be usedhenconsidered link. For
the last link of a path this is obtained finding all trains &g in time with respect to
the maximum delivery time}, . , and leaving not before the tim&" in which goods
are ready at the origin. Going backward, considering thiegrselected for a link, we
search for those trains in the previous link such that the ttionnections are respected
and, again, the departure time is not befejfe

For each order and for each of tidép, paths of the order, this procedure leads
to the creation of a graph composed/®t, , partitions. Let us define this graph as
Gop = Nop, Lop). As shown for example in Fig. 1 favi,, = 3, we denote the
set of nodes in the different partitions 4§ ,,i = 1,... Ni, ;, and the set of links as
Lyt i =1,...,Nl,, — 1. Each node inV¢ , is a feasible train in thé-th railway
link of pathp of ordero and each link ofZ};“"' represents the fact that the connected
nodes (i.e. trains) are adjacent in a train sequence. Foreaison, after creating this
graph, all the train sequences are obtained as all the p@gsiths in this graph. In
the following, the backward procedure for the constructbmraphg, , for ordero
and for a given path € {1,..., Np,} is described. In this procedure the constant
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represents the time necessary for a box unloaded from aitraiterminal to be ready
for being loaded on another train, aRd represents the set of trains covering link

initialize m = N1, j;
setl as the last link of the path;
foreachrinR; do

if tar <+* and tffflp > ti" then

ril = _max.gl
addrin V%
end

end
foreachpin N do
sett” ,, = f’lp — At
end
fori=m1to l1do
set/ as thei-th link of the path;
foreachp in V71! do
foreachrinR; do
if £ < ¢, and tfj” > tin then
addr in V7 ;
add link(r, p) in £%0F;
end
end
foreachpin NV  do
sett’ , =97 — At
end
end
end

After the completion of the backward procedure constractire graptg, ,, a for-
ward procedure is applied which, for each ordand for each path, p =1, ..., Np,,
identifies N's,, ;, train sequences. Each train sequeBgg ;,s = 1,...,Ns,p, is a
vectorl x N, , listing the trains for each link of path for ordero. While proceed-
ing forward in the graph, the cost associated with each s@fjuence is computed. For
each train sequence, lgf , . € {0, 1} denote whether the box changes train in termi-
naln € N (without considering the origin and destination termireadyi /7', , denote
the time (in hours) in which a box is stored at terminat . Then the cost’,, , 5 for
the sequence of pathp for ordero is computed as follows:

n
Cop,s = Cop Z (@Z,p,s <O0p + Hf,p,s : Pn) (1)
=1
Finally, we need to define the following sets to state themitagnproblem described
in Section 3:

— Rops, p=1,...,Npo, s=1,...,Ns,p,isthe setof trains included in sequence
s of pathyp for ordero;
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- S(E{p,w, p=1,...,Np,,n € N,r € R, is the set gathering the indices of

sequences of pafhfor ordero so that boxes are unloaded from traimat noden
(by definition, it isSY C{1,...,Nsop});

o,p,n,r
- Scﬁp,n,m p=1,...,Np,,n € N, r € R, is analogous to the previous set but
refers to Ioading operations
- ST,p,n D= .,Np,, n € N, r € R,, refers to transfer operations (i.e. trains

that pass a glven node and do not involve any loading or uirigaiperations).

3 Optimal Assignment

The definition of the optimization problem is based on thepatitlata of the prepro-
cessing phase as well as the following input data:

Nb, number of boxes associated with order O

Tob length of boxb =1,..., Nb, of ordero € O

wop Weightofboxb=1,..., Nb, of ordero € O

2, maximum bearable weight for traine R

K, costrelated to the use of trainc R

Nw, number of wagons of traine R

2, ,, maximum bearable weight of wagan=1, ..., Nw, of trainr ¢ R

II, ., length ofwagonw =1,..., Nw, oftrainr € R

o, Maximum number of handling operations (loading and unlog)dfor each train
at terminaln € N (this term depends on the handling capacity provided by each
terminal)

The problem decision variables are listed in the following:

— Yopps € {0,1},0€ O, b=1,...,Nby,,p=1,...,Nps, s = 1,...,Nsop,
assuming value 1 if bok of ordero is assigned to sequeng®f pathp, otherwise

equal to 0;
— Zoppsrw €{0,1},0€0,b=1,...,Nby,p=1,...,Npo, s=1,..., N5, p,
r € Rops, w=1,..., Nw,, assuming value 1 if bok of ordero is assigned to

wagonw of trainr in sequence of pathp, otherwise equal to O;
— 2z, € {0,1}, r € R, assuming value 1 if train is used, otherwise equal to 0.

The planning problem is formulated as a 0/1 linear programgniLP) problem
whose objective function considers the cost terms assabveith train sequences (com-
puted in the preprocessing phase) and train costs.

Problem 1.
Nb, Npo, Nso,p
FIED 30 3) BD SECNRRATIES S HESNNNC
mobg mw 0€0 b=1 p=1 s=1 reR
subject to

Npo
ZZyo,b,p,5:1 0€Ob=1,...,Nb, 3)
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Nuw,
Z Lo,b,p,s,r,w = Yo,b,p,s 0e0b= ]-a"'vaop: 1a-~-7Npo

w=1

8217...7N80,pT€R07p75 (4)

Nb, Npo Nw,

Z Z Z Z Z Wo,bTo,b,p,s,mw < §2r2r neNreR, (5

0€0 b=1 p=1 se(SL usT )y w=1

o,p,n,T o,p,n,T

Nb, Npo

§ § § § To0,b%0,b,p,s,r,w < Hr,w

0€0 b=1 p=1 se(Sk usT )

o,p,n,r—So,p,n,r

neNreR,w=1,...,Nw, (6)

Nb, Npo

§ § § Wo,bLo,b,p,s,rw < Q’r',w

0€0 b=1 p=1 se(Sk usT )

o,p,n,r—So,p,n,r

neNreR,w=1,...,Nw,. (7)

Nb, Np, Nw,

Z Z Z Z Z Zo,b,p,s,rw <on neNre R (8)

0€0 b=1 p=1 s¢(SL usSyY ) w=1

o,p,n,m =S 0,p,n,T

Yo,b,p,s € {071}
0€cO0Ob=1,...,Nbpp=1,...,Np,s=1,...,Nsqp, (9)

To,b,p,s,rw € {0,1} oeO0Ob=1,...,Nb,p=1,...,Np,
s=1,...,NsopT € Ropsw=1,...,Nw, (10)

z» € {0,1} reR (11)

Constraints (3) impose that each box of each order is agsignene and only one
train sequence, while (4) impose the relation betwggy, s andz, 4 p. s », Variables.
Constraints (5) concern the maximum weight that each trambear and define the
relation betweem, 4 ,, s »» andz, variables. Constraints (6) and (7) impose that boxes
assigned to wagons must be compatible with the wagon lemgthtee weight limita-
tions for each wagon. Constraints (8) regard the maximundliranoperations that can
be performed for each train at a given terminal.

4 Experimental Results

We coded the preprocessing analysis and the optimizatmsegure in § using Cplex
11.0 as 0/1 LP solver. Then we ran some experiments to eeahmperformance of the
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proposed planning approach, after having introduced istétement of Problem 1 the
possibility of not assigning all the boxes. To do this, wasfarmed equality constraints
(3) into not greater or equal to inequalities and we addelgrcbst function the penalty
term

Nb, Npo Nso,p
M - E E 1- E E Yo,b,p,s
o€ b=1 p=1 s=1

in order to minimize the number of possibly not assigned bdkere) is a constant
much larger than any other constant in the objective fungtio

We analysed two different scenarios for the network anchsradne calledsmall
scenario (7 nodes, 20 links and 56 trains) and the otherddadieye scenario (10 nodes,
34 links and 98 trains). The considered planning horizomesweek, 2 types of wagons
and 13 typologies of boxes are taken into account, eachdmiers either 2 or 3 links
and has a number of wagons between 6 and 10. Data about orelersamdomly gen-
erated: in particular, we generated 6 groups of 5 instacedledSmallA (20 orders and
3+5 boxes per ordergmallB (30 orders and 45 boxes per ordergmallC (40 orders
and 5:7 boxes per order) for the small scenario, whelemgeA (40 orders and 24
boxes per order),argeB (50 orders and 46 boxes per order),argeC (60 orders and
6--8 boxes per order) for the large scenario. We applied therpecegsing computation
and, then, we solved these instances imposing the timedirih for the Cplex solver.
The tests were executed on a 2.8 GHz Pentium 4 computer with @f ®AM.

In Table 1 we report the number of variables of the 0/1 LP fdation, the CPU
time needed to solve the instance (in seconds), the pegeofimality gap, the num-
ber of not assigned boxes in the solution and the number a<itrat the solver proved
that cannot be assigned in the optimal solution. We only sth@xcomputation time of
Cplex solver because the computation time for preprocgssid model building can
be considered irrelevant as it was always lower than 30 sklcdyote that, having pe-
nalized in the objective function the choice of not servigds, the last two columns
in Table 1 are obtained as

ObjectiveJ

NotAssSol = { i

Not AssProv = {MJ

M

whereLower Bound denotes the value of the best lower bound found by the sier.
computed the optimality gap as

(Objective mod M) — (LowerBound mod M)
Objective mod M

OptimGap = -100
where the operatormod finds the remainder of the integer division between two num-
bers. In this wayObjective mod M = Objective and Lower Bound mod M =
LowerBound, whenNotAssSol = 0 and NotAssProv = 0, but when not all the
boxes are assigned, i.& ot AssSol # 0 andNotAssProv # 0, the gap is computed
by considering the objective function and the lower bounthauit the penalization
terms.

Analysing the results in Table 1, we can note that the ingsmorresponding to
the small scenario are solved in a satisfactory way, showiciggasing difficulty form
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Table 1. Cplex performances.

Instance IDNo. of variables CPU tim&ptimGap NotAssSol NotAssProv
SmallAl 16376 2216 opt. 0 0
Small A2 25865 7200 7.83 0 0
SmallA3 25657 7200 0.17 0 0
Small A4 32048 7200 2.85 0 0
SmallA5 19932 7200 0.02 0 0
SmallB1l 36444 7200 5.77 0 0
SmallB2 41232 7200 3.28 0 0
SmallB3 47097 7200 5.40 0 0
SmallB4 44067 7200 2.57 0 0
SmallB5 36086 7200 5.76 0 0
SmallC1 55573 7200 3.06 11 10
SmallC2 72174 7200 4.76 12 11
SmallC3 81883 7200 3.55 5 0
SmallC4 74098 7200 8.77 0 0
SmallC5 63387 7200 3.69 7 7
LargeAl 35127 7200 5.66 0 0
LargeA2 44353 7200 11.98 0 0
LargeA3 29663 7200 2.54 0 0
LargeAd 43084 7200 5.27 0 0
LargeA5 43224 7200 5.00 0 0
LargeB1 83596 7200 11.48 0 0
LargeB2 95004 7200 10.22 0 0
LargeB3 84891 7200 -0.02 2 0
LargeB4 72837 7200 10.13 0 0
LargeB5 94950 7200 9.00 0 0
LargeC1 133251 7200 9.78 3 1
LargeC2 136996 7200 54.54 9 3
LargeC3 163414 7200 &0 424 0
LargeC4 136600 7200 11.21 19 0
LargeC5 140435 7200 8.04 12 2

Table 2. Cplex performances for groupargeC with time limit of 5 hours.

Instance IDCPU timeOptimGap NotAssSol NotAssProv
LargeC1 | 18000 9.78 3 1
LargeC2 | 18000 54.54 9 3
LargeC3 | 18000 6.00 6 0
LargeC4 | 18000 6.87 2 0
LargeC5 | 18000 8.04 12 2

groupSmallAto groupSmallC (where in 4 over 5 instances some boxes are not assigned
in the solution). The instances of the large scenario appeae difficult; in the groups
LargeA andLargeB all boxes are assigned, except for instabaeyeB3 (in this instance
the negative gap, that should be impossible by definitiorheflower bound, must
be considered as a proof of one more box impossible to sdren,it loses its usual
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meaning). Finally, the results for the instances of grioangeC are not very satisfactory.
We also solved the instances of grdugrgeC by imposing a time limit for Cplex of 5
hours (as shown in Table 2). For some instances we obtairigdificant improvement,
whereas for some other instances we found the same resoitsqed after 2 hours of
computation.

The groups of instances which can be considered more reyiatise of a real case
are groups.argeB andLargeC. They correspond to a network with 10 terminals and 34
links and to an average request of moving 250 and 420 boxgsectvely. These data
can be considered quite realistic, at least for the first @mantations in Italy of this
innovative railway network that now is not yet applied. Maver, we consider a time
horizon of a week and, again, we think the choice of a weeldpping can make sense
in a real application. These computational results makhing that the proposed plan-
ning procedure could be applied to a real system if the pranisi realized off-line one
or two days before the considered horizon. In this case, @rhigher time limit (than
5 hours) could be set for the solver, thus probably yieldiatids solutions. Instead, if
the solutions are needed in a short time and larger instanass be considered, it is
necessary to develop different approaches (i.e. heutistimiques) for addressing this
planning problem.

5 Conclusions

In this paper we propose a planning procedure in order to treeggportation requests
by using the railway network. The considered railway systemnovative because the
terminals are supposed to be equipped with fast and autoheatdling systems, allow-
ing to make containers change different trains on their fratlh origin to destination.
The solution to this planning problem has been divided in phases: first the pre-
processing analysis and, second, the optimization (soiuf a 0/1 LP problem). To
evaluate the effectiveness of the proposed planning apprea performed some ex-
perimental tests using a set of 30 random generated instahegacterized by different
dimensions.

The results obtained from these preliminary tests makeiog that the proposed
approach could be applied to a real system, but further siiea and investigations are
needed as well. In fact, since the experimental tests wereampletely satisfactory
for the largest instances, some further heuristic tectesiqe.g., based on relaxation
or decomposition) are needed to speed-up and simplify thblgm solution. These
aspects will be considered in the future development of esearch.
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Abstract. The transportation of hazardous material on congestedrmays is
an area of increasing concern for public safety and enviesai awareness. This
paper aims at developing a methodology with an original @@gh in making an
attempt to encompass both professional experience andetivad knowledge
with application oriented studies from disparate areastedlto the commercial
transportation of HAZMAT on motorway, intimately linked thithe “sustainable
transportation” paradigm. The main objective is to assessiifatively the ac-
ceptability of the Individual and Societal Risks conneatéth the transportation
of HAZMATSs. In addition, we propose a real time model of a Béamn Support
System for HAZMAT transportation on a sustainable orientestorway envi-
ronment. Finally, we offer an application of the proposedigioThe case study
involves a stretch of A4 motorway in the North-East of Italy.

1 Introduction

Economic globalization favors the increase of geographobitity involving the ex-
pansion of transportation systems that is joined with tke i land prices and the
increase of air and noise pollution. In this world developir{& 3], dangerous goods
are used in many processes in industry all over the world hisdhias been justified
by the economic revenue generated by their use. A dangeomas(gamed hazardous
material or HAZMAT almost exclusively in the United Statés)any solid, liquid, or
gas that can harm people, other living organisms, propertthe environment. Due
to its nature, every production, storage and transportatidivity related to the use of
HAZMAT have many risks for both society and environment arel @ften subject to
chemical regulations. In this scenario, a new factor hasieedmore and more impor-
tance: sustainability. Sustainability [5] is a systemiaoept that relates to the continu-
ity of economic, social, institutional and environmentgpeacts of human society. As
HAZMATSs are transported throughout the world in a great nandf road shipments,
their commercial transportation could be catastrophic poses risks to life, health,
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property, and the environment due to the possibility of aimtemtional release. Trans-
portation of HAZMATSs on road actually represents a potdlytiaigh risk in regard to
the nature of the HAZMAT carried by trucks and the physiocloafrevents associated
with these materials (radioactivity, explosion, toxicitprrosion etc.), the localization
and the density of the concerned (population, economieitiet, buildings, networks,
infrastructures, natural areas etc.), the charactesistid state of the roads (topogra-
phy, layout, tunnels etc.), the density of the traffic, anel éimvironmental conditions
(weather, natural events etc.). While HAZMAT accidentsrare events, in a sustain-
able vision of development it is necessary to integrate mgigation and prevention
measures into the transportation management in order td &we risks turning into
real events. In spite of this issue, HAZMAT type, quantityzérary and delivery time
are not precisely known by the public authorities, the higinand motorway compa-
nies, and the population. As a consequence, one of the mguotivies of research in
this field is to provide appropriate answers to the safetyagament of HAZMAT ship-
ments, in collaboration with the principal parties invalvia the goods transportation
process. Researches in this area [6], focuses on two maiesisy to assess the risk
induced on the population by HAZMAT vehicles traveling o tload network; ii) to
involve the selection of the safest routes to take.

1.1 Problem Definition

In Italy about 80% of road traffic is represented by the dejivé goods, and the overall
trend in Europe seems to predict an increase of 30% withif 28hout 18% of this
freight traffic is currently represented by HAZMAT transfadion, but a clear aware-
ness of HAZMAT transportation world flows on road and on thieeottransportation
modes - as well as of the related security and safety aspeci®t present yet, at least
from a social and economic point of view. Intelligent Traogption System technolo-
gies have also made possible the gradual reduction in jgtimes and thus opening up
new economic horizons, with the conquest of wider markéts.fleedom gained by the
ease of movement, however, has a cost in terms of enviromtiergact, quality of life
and safety. The risk is that the increasing demand for ctieneth especially future can
make that the cost is no longer sustainable. However, thiakatcident risk and impact
is not calculated. In addition, when, due to unforeseentswgraffic jams, accidents,
etc.), they need to change route, they do not have any plartiguidance on the safest
alternative route. Motorways are one of the most importappsrting infrastructures
of transportation networks: they assure efficient and safieility of persons and goods
in the world and represent the largest part of the built emritent. Motorway is a term
for both a type of road and a classification or designationtavieays arenigh capacity
roads designed to carry fast motor traffic safely. In the E.U. they predominantly
dual-carriageway roads with a minimum of two lanes in eachdiion and all have
grade-separated access. Motorways are comparable with Norerican freeways as
road type, and interstates as classification. In Italy, ating to [3], HAZMATSs trans-
portation by road should require constant monitoring irag and tracing) of vehicles
and cargo handled. This requirement involves a series ofjatidns to which must
meet companies under the European Agreement concernimgténeational Carriage
of Dangerous Goods by Road (ADR). As a consequence, motoreagessionaires
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must adopt real time systems to monitor HAZMATSs carried amgb®rt the decisions
on the transportation (MAS Monitoring - Alarm - Alerts).

2 Problem Solution

In Fig. 1 we propose a real time decision support system (D&#)el for monitoring
of HAZMAT vehicles, aiming at solving the above stated peshs.

ALERT SISTEM

e PMV e VVFF
e SMS e PS
e Radio e PC

I

INTERVENTION
o Traffic situations PLANNING CRISIS
e Weather conditions MANAGEMENT
o Hazmat carried @

Operation

Procedures
e
r——

Census and

population

R Data 4
f~—bala __~

SENSORS l

RISK ASSESSMENT Hazmat
e Optical recognition SOCIAL \Dlla/
e Meteorological-Station |

e Asim ALARP Historical
e GIS-distributed sensors thresholds Incident Data
)

Fig. 1. The proposed System Architecture.

Such system should aim at calculating and evaluating inties the individual
and societal risk related to the transit of HAZMAT on the nretay network. Then,
it should allow a monitoring in real time of the means tramipg HAZMAT, a risk
assessment derived from the carriage, the alert and ntitficaf emergencies, and an
anomalies reporting for a subsequent planned interventioa model derives from the
application of the quantitative risk assessment (QRA) wattogy presented in Fig.
2(a).
We must take into consideration the following cause-efébetin which can be associ-
ated to a vehicle transporting one or more HAZMATSs: the viehinay be subject to
a road accidentaccident); the accident may cause the release of material trangporte
(release); the release may cause a series of evantsdent); the incident has an effect
in the area surrounding the point accident. The model réfedsmage to persons and
in particular to death. The model of risk assessment defieoed road transportation of
HAZMAT is presented by a schematic representation in Filg).2(
Risk assessment is typically structured as a processirgsfithm the interaction among
the transportation network (in this case motorway), thdatel{or better the traveling
risk source), and the impact area. The model evaluatestsinedusly the consequences
and the frequencies of occurrence of possible scenarigsnTdkes it possible to assess
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(@) The Transport Risk Assessment (b) The Risk Assessment Model.
Methodology.

Fig. 2.

guantitatively theéndividual risk and thesocietal risk (if the distribution of the people
liable to be exposed is at hand). A complete assessment ofsitsedue to HAZMAT
by road would require to consider all the possible weatheratons, all the kinds of
accidents, with all the types of vehicle partially or fullgaded. Such an evaluation
is completely impossible and some simplifications have tont@duced. The QRA
model is based on the following steps: choice of a restricietiber of HAZMATS,
choice of some representative accidental scenarios ingpthiose HAZMAT with their
usual packagings, identification of physical effects ofsthngcenarios for an open air
or a tunnel section, evaluation of their physiological effeon road users and local
population, taking into account the possibilities of esdapeltering, determination of
the yearly frequency of occurrence for each scenario.

F(N) curves and their expected values are the major outputs @R model. Ac-
cording to [7],Frequencies / Gravity curves (F'(N) curves) stand for the annual fre-
quency of occurrencé’ to have a scenario likely to cause an effect (generally, the
number of fatalities) greater than or equalNcandExpected value (EV) is the number
of fatalities per year, obtained by integration of'@\V) curve.

3 How to Characterize the Risk in Transporting of HAZMAT on
Motorway Environment: A Case Study

In this section we present an application of the real time ehéat the calculation of
the Individual and Societal Risks in a motorway environment

The Transportation Network. We consider the motorway network of an Italian con-
cessionaire, in the North-East of Italy, S.p.A. Autovie ¥&n In particular we refer to
the sections summarized in Tab. 1. The network under coradida has been modeled
as a network with nodes and links where nodes represent/ éxitstions of the motor-
way and links the stretches (sections) of motorway betweenelits / junctions. Let
Niinik be the set of links of the motorway network ahd generic link. For each link,
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Table 1. Link length, average population density, HAZMAT and numbéwehicles carrying
them on tested links.

Link Length| Average Population | Substance type |[Num. of
(K'm) |Density (inhab/Km?) Vehicleg

S.Stino di Livenza - Portogruarol2.8 214.35 Chlorine 2
Portogruaro - Latisana 13.5 166.05 Ammonia 2
Latisana - S. Giorgio di Nogaro 17.6 112.66 Hydrochloric Acid 2
Nitric Acid 2

the following data have been obtained: length [Km], and agepopulation density [in-
habitants / Km], around the link. According to [18], the aage population density has
been calculated using a GIS (Geographical Informatione®ysbverlapping the geo-
graphical map of the municipalities on the motorway netwafr8.p.A. Autovie Venete
in order to identify common cross on each link. Then, for elaak, we have identi-
fied the municipalities involved and measured the kilonsetéinfrastructure that pass
through each town in order to identify the weights for cadtinlg the average density
on the link. These weights have been derived by dividing ileareters of infrastruc-
ture that affect each municipality with the total length lo¢ fink. Note the density of
population in each Italian municipality, using data on teasus of 2001 [9], we shall
calculate the weighted average with weights determinethénprrevious step. Tab. 1
illustrates the links in discussion with the relevant data.

The Accident Probability. We use the Truck Accident Rate of Harwood [8] in order
to calculate the accident probability;(..(1)) in terms ofevents/(vehicle x km). We
can also calculate the rate of accidents on a single strétemgth unit road by using
the number of accidents in a time period of ten years and tia¢ ditsstance traveled
by heavy vehicles during the same period, data provided ISCAT (Associazione
Italiana Societa Concessionarie Autostrade e Trafoli) [1

Ay'r‘
VKT,, @)
whereT' AR, is the average accident rate for trueksnts/(vehiclexkm) on the Ital-
ian motorway network for yeay,; A,, is the number of accidents involving trucks on
the Italian motorway network; KT, is the total distance traveled (vehicle-kilometers)
by trucks on the network under consideration. Tab. 2 shoevatimber of accidents in-
volving heavy vehicles, the total distance traveled andTtiiek accident rate year by
year from 1997 to 2007 and the summary data (extension,spfdethe years under
consideration. The last row presents the data that we ube imodel.

The HAZMAT. in the next step, we select the HAZMATSs that will be consideire
calculating the risk. In particular, according to [16], wae/k considered substances that
are more frequent or significant on the network under conaiam. For each of these
goods we obtained the following data (summarized in Tab. 3):

TAR,, =

— the probability of release due to the accident((~)) depending in general on the
characteristics of the vehicle transporting the HAZMAT amdhe type of accident
where the vehicle is involved. This probability is takennfr§2].
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Table 2. Accidents and summary data year by year from 1997 to 2007.

ROUTES |ACCIDENTS| TAR
YEAR |[EXTENSION |(veh. — km)
KM Heavy Heavy Heavy

1997 5371 1.4428107 7825  |5.421077
1998 5380 1.516%107 8854  |5.84¢1077
1999 5380 1.5974107 10024  |6.28:1077
2000 5380 1.679G:107 9681  |5.7%10°7
2001 5388 1.7254107 9647  |5.59:1077
2002 5388 1.7836:107 9691  |5.43:1077
2003 5388 1.8359:107 9198  (5.01x1077
2004 5391 1.905%107 8841  [4.64<1077
2005 5432 1.9184107 9005  [4.69:1077
2006 5441 1.9764107 9000  |4.55¢107"
2007 5446 2.0229107 8613  [4.26<1077
1.940310% 100379 |5.17%107"

— the types of possible releases classified in relation toiteecd the leakage hole
(Nyer,t(v)) and the rate of release or the amount of material spijied ().

— the types of consequencesinident caused by different types of release of HAZ-
MAT given theaccident for a given type of substancé,,.(v, r)).

— the likelihood of occurrence of a final result given theident (p,.+(¢)). This prob-
ability is derived for each triplet [substance - leakagepetpf final outcome] from
the information relating to incidents involving HAZMAT fro 1997 to 2008 re-
ported in the HMIS database [14]. This database contairaleetinformation on
accidents involving HAZMAT in the U.S..

— the frequency of occurrence of a given scenafitsy” (i,7) = Xine - Pre(V) -
prel,t(r) : pout(i)

— the lethal area radius of each pair [type of release - finalmug] calculated using
the free software RMPComp distributed by U.S. EPA (Envirental Protection
Agency) [15].

Assumptions.In the application we have considered the following assionpt

1. Ainc(1) uniform throughout the link and constant for all links taketo considera-
tion: Xipe:

2. exposure area afanger circle type [7] centered at the point of the incident with a
radius depending on the type of substance, release and tittaloe;

3. any person within the exposure area suffers from the sajony (death) in the same
way regardless of the position, while people outside thed are not affected;

4. the seasong), the weather conditions on link!, _, (/) and the wind direction’ (1)
are not taken into account;

5. the simulation is performed on a single momentin time;

6. risk neutral modeld, = 1) [17].

Individual Risk Calculation. The simulation was carried out on three adjacent links.
As individual risk is the annual probability of an individygdaced in a designated point
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Table 3. Frequency scenarios.

HAZMAT pret |Release |pro: |Incident |po.:|Incident  |Scenario |Lethal
Type Type Prob. Frequency |area
(Spillage (Cloud) radius
(Km)
Chlorine 0.010[Small  [0.94 [Toxic 1 19.40¢10° |4.86<1077 [1.0
0.010|Medium |0.04 |Toxic 1 {4.00:107* |2.0%107'°|2.8
0.010[Large  |0.02 |Toxic 1 |2.00¢10~* |1.03¢10"'°|5.6
Ammonia 0.025(Small  |0.93 |Toxic 1 |2.31x1072 |1.20¢107% (0.2
0.025(Medium |0.05 |Toxic 1 |1.33¢10°* |6.88:10 '°|1.0
0.025|Large  |0.02 |Toxic 1 |5.3107* |2.75¢1071°(2.1
Nitric Acid 0.015|Small  |0.93 |Toxic 1 {1.39¢107% |7.19¢107° |0.3
0.015|Medium |0.06 |Toxic 1 |8.8210~* |4.56:1071°(0.5
0.015|Large  |0.01 |Toxic 1 {2.22+107* |1.14<107*°|1.9
Hydrochloric Acid |0.015/Small  |0.92 |Toxic 1 {1.38107% |7.13<107° |0.3
0.015|Medium |0.05 |Toxic 1 |7.3%107* |3.81x107'9|0.8
0.015|Large  |0.03 |Toxic 1 |4.81x10"* |2.49107'°(2.6

Table 4. Geographical coordinates of the points chosen for IndadidRisk calculation.

Point Location Latitude |Longitude
Portogruaro Centro 45.78 12.83
Area di Servizio Fratta Nord 45.80 12.88
Latisana Ospedale 45.77 13.00
Muzzana del Turgnano Cenfro45.82 13.13

of interest is affected by some degree of damage as a resaldcific incident [10],
four points were chosen as “hot spots” at which to calculagindividual risk. Tab.

1 and 4 show respectively the links with the relevant sulzgtarirculating and the
geographical coordinates of the points chosen for the tzlon of individual risk. The
network portion and the points under consideration areassprted in Fig. 3.

For the calculations we have used the formula presented.ijrafid [12] suitably mod-
ified to take into account the previous assumptions, the matpenvironment and the
real time events. More details can be found in [4]. Consetiyeme made explicit that
each event belongs to theV,,)(v) of the general model may consist of a pair [type
of release - final outcome] as in this case.

lenka veh (l

IRP = Z Z

Nyer(v)

Z Ntype(l7 V)frel(y7 T)'
r=1

frel(% T) =

uut
/L\,[

>

i=1

pouf VQ( UHS( )dLl (2)

Aine * prel(V) : prel,t(r) (3)
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Fig. 3. Representation of points and the network portion underideregtion.

Table 5. Simulation results - Individual Risk.

Point Location Individual Risk
Portogruaro Centro 2.28:107°
Area di Servizio Fratta Nord 5.78:10°
Latisana Ospedale 0
Muzzana del Turgnano Cenjro 1.75¢10~°

where N, (1) is the number of different vehicle topologies on lihkiV,,,.. (1, v) is
the number of vehicles carrying the dangerous substaraerently in transit on the
link I, N,..;(v) is the number of release cases of the dangerous substarigés the
route of link! and V., —.5(4) is equal to 1 if the poinf is inside thedanger circle
centered at the point of possible accidéntelated the triplet [substance - release type
- final outcome]; O if the poink is external the samdanger circle. Line integral was
calculated using the method of Cavalieri-Simpson, digd#ach of the three links in
10 intervals of equal length. Tab. 5 shows the results ofithelation.

From the evidence we can establish that the individual rigké four points is accept-

able according to the British ALARP threshold as the valuauigh lower than the limit
value of10~6 [10].

Societal Risk Calculation.In order to calculate the societal risk, we refer again tg [11
and [12] suitably modified. For each link knowing the vehsdleat are going through,
we use (4) to obtain th&' (V) curves representation (for details see [4]).

Niink Nveh(l) Nout,(V)

PV =3 3 Nl Y [ 6l ConOin @)
i=1 l

=1 v=1
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Fig. 4. Simulation results - Societal Risk.

The curveF'(N) is drawn in Fig. 4, referred to the simulation with differémtesholds
of acceptability [12].

It can be seen that at the moment of the simulation the sdciska according to
the British acceptability thresholds, is in the ALARP zowbgreas according to Dutch
and Danish thresholds it is not acceptable.

4 Conclusions

The transportation of HAZMAT on congested motorways is Ipeiog an area of in-
creasing concern for public safety and environmental amem® The risk to population
and damage to environment is a major concern to the genebéit@nd government
policy makers. Against these problems we present a metbggdd perform the indi-
vidual and societal risk assessment related to HAZMAT partation in a sustainable
oriented motorway environment. It constitutes an apprdeded on the GIS. The as-
sessment criteria, based on the “sustainable transmortgtaradigm, are structured
into efficiency, cohesion and environmental criteria. Time ia assessing whether these
risks are acceptable and possibly, if they were not, noligy gituation through alert
messages in order to take appropriate actions. We offerexpplication of the pro-
posed real time model for the calculation of the Individuad &ocietal Risks involving
in the case study a stretch of A4 motorway in the North-Eadtady. In spite of a
limited number of trucks transporting HAZMAT on the motoryyahe results of the
application point out the concrete possibility to exceesl ttiresholds of the ALARP
limits for the societal risk.

With regard to possible developments, the QRA methodolagyccbe to extend, in
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particular the model for calculating the individual andistel risk, to other situations
of HAZMAT transportation by other transportation modes.
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Abstract. This paper presents a novel technic for autonomous flighhawidja-
tion control of AAVs, particularly useful for helicopter$hree servo-loop con-
troller are introduced to yield stable robust regulatioheTnner control loop is
based on an LQR regulator designed over the linearized ptambver to guar-
antee close-loop stability. The middle loop is a feedbagkdrization controller
based on the close-loop linearized system to cope with tderactuated nature
of the helicopter, by guaranteing an asymptotically stabl® dynamics. Finally
the outer control loop enforces a tracking second-ordeing/imode for cartesian
position and heading navigation outputs. The simplicityhi$ control proposal
allows easier and intuitive guidelines to tune feedbackgaihile the chattering-
free sliding-mode fulfills basic robustness propertiesaldor this complex sys-
tems subject to external disturbances like wind gusts.

1 Introduction

Automatic flying vehicles, also known as Autonomous Aeriah¥le (AAV), repre-
sents a huge field of applications in particular for advarsegdmatic control techniques
because human intervention is considered difficult or demge There are wide civil
and military interests in helicopters, like traffic sunlailce, air pollution monitoring,
area mapping, agricultural applications, exploratiomersiific data collection, search
and rescue.

Among the AAVs, the rotary wing AAVs such as the helicoptes tize advantage
of having the ability to perform different flight regimes dikhover, backward, lateral
of pure vertical flight, in contrast to fix wing such as typiedplanes. However, heli-
copters are underactuated mechanisms whose dynamic mdnileite high nonlinear-
ities with physical parameters hard to measure precisélg.operational versatility of
helicopters requires complex controllers to achieve sughtftegimes.

We can classify two type of controllers. One uses the fulladgit modeling with
simple model-free controllers; the second assumes sinyrlardic modeling used in
complex controllers design. In the former case, due to tmepdexity of the full dy-
namic model of helicopters and unknown aerodynamic/aastielparameters, model-
based controllers are hard to implement and then simpletraldaws based on lin-
earized plant are preferred. Since this approach is promestability due to the un-



48

knowns of the dynamic plant, an auxiliarycontroller is added, typical PID-like con-
troller, which introduces limited performance becauséhefwell-known limitations of
these PID-like controllers. However this type of studies haen useful to understand
better the complexity and structural properties on realiegions because they em-
ploy the full model with simple controllers providing cleiatuitive understanding on
the stability properties of the closed-loop system. Thetatase uses simpler dynamic
models, based on restrictive academic assumptions, sticé hslicopter is constrained
to move only in a subset @t%, exhibiting pseudo-flying conditions with model-based
controllers [4]. This approach guarantees very limitedgrenance in real conditions,
with limited scope of real applications.

In this paper, we focus our attention in the full dynamicaldwloof the scalar R/C
X-cell90 helicopter, and propose a novel auxiliary corémobased on a chattering-free
sliding modes, which increases the closed-loop performéecause it is a tracking-
designed controller with inherent robustness capaltslifidnis allows to guarantee bet-
ter closed-loop performance in comparison to auxiliarytauiers based on PID-like
controllers. Simulations under external disturbances Vikind gusts, wherein clearly
verifies the validity of the proposed approach.

2 Reevant Background

Complex helicopter models, [9, 12], based in the Newtoniadehof a free flying rigid
objet are restricted to measurements on the center of massh indeed can vary in
real conditions, neglecting at small velocities the Casi@ffects, thus this model is
not useful in aggressive maneuvers or wide range of opatitight conditions. More
over, dissipative effects on the fuselage are not takendawat that would be important
during the navigation. In [6] this Coriolis effects are taka account but simplifies the
6-DOF Inertia-Matrix to be completely diagonal. More owespring model is included
to describe the main rotor forces mapping to the main bod ridpject modeling.
Nonetheless these models neglect the blade’s kinetic gnetuch can be up to 20
times the one of the fuselage [1]. Thus, in hover regime thexgy must be taken in
account to give rise to a dynamic model of more than the 6 @ésgvéfreedom (DOF)
of a rigid free flying object, showing the complexity of theimeotor itself. This model
is more relevant in practice since it includes this impartrergy.

On one hand the forces acted in the rigid free flying objed ftiselage) are given
mainly by the forces exerted at the main and tail rotors. Tneds at the tail rotor is a
simple thrust in the direction perpendicular to the taibrovhose magnitude changes
with the tail collective. On the other hand, the main rotayndes 3 Cartesian compo-
nents of the main rotor thrust given by the main rotor colecand two azimuth angles
also known as lateral and longitudinal cyclic. Then, evarilie most simplest model,
i.e.6-DOF, the full system is underactuated because the catitn@nsion is 4.

The problem of control design for this kind of systems evenciamplex models
including all or some of the full main rotor dynamics as beddrassed extensively in
the literature, however the control of the underaction riesiapen, though it has been
addressed in [2, 13]. In particular, [14] proposes LQR-BRthniques a the linearized
model, concluding a robust regulator in a small neighbodfdhe linearized point.
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LQR feedback control scheme plus an additional PID-likeutagrs loop is a pop-
ular choice because the unknown parameters and extertiatbdinces, like gust of
wind, deviates the operational point; however the popultagral-loop may increase
the sensitivity of the system under commonly time-varyimgjutbances. In this paper,
the additional servoloop is based on a robust chatteriegdliding mode controller to
provide wider operational conditions, with better perfamoe.

3 Mathematical M ode

In contrast to the Lagrange method, the equations obtaiaddewton’s laws expressed
with velocities and acceleration measured at the bodytivelto the body’s frame and
not to the inertial one) result in a simpler representafidre difference in these repre-
sentations arise from the fact that the generalized coatesnneeded in the Lagrange
method, while having a physical meaning in the pose, the rgéimed velocity does
not have a physical meaning and neither the generalize@ farctor; at least part of
them. Equivalences between these two different repretsemsacan be obtained via the
kinematic equation,e. using the mapping operator that express the physical mganin
of velocity wrench used in Newton formulation out of the geieed velocity vector
used in Lagrange one [5, 10].

The kinematic of a rigid single body in space is represenigylloy the pose (posi-
tion and attitude) of the body with respect to an inertialfixframeX, whereX, is
the frame rigidly attached to the object. See Fig. 1.

Ri(0) € SO;

2

Fig. 1. Inercial frameX, and object frame’,,.

The rotation matrixR; € SO transfers a 3D vector from its representation in
frame X, to the inertial frameX,. The generalized position of the object, expressing
both position and attitude of the object is then defined as

qé(gf)eﬁreﬁ @)

whered = (z,y,2)T € R3 is the object inertial position with respect to the
Yo given by the inertial Cartesian coordinates of the origirfrafne X, and6, =
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(b, 0y, 02)T € [—m, 7] x [-7/2,7/2] x [—m,7] is the set of attitude parameters (in
this case the roll-pith-yaw Euler angles) bf, with respect ta¥,. For this very set of
attitude parameter the form of the rotation maffikas a particular expression that can
be found in either [5, 10]. The vectore R is the velocity twist which defines the lin-
ear and angular velocity of, expressed in the non-inertial framg,, i.e. the velocity
measured from the object
a [V 6
v (w) e R (2)

wherev = RgTd € N3 is the lineal velocity of the object and € R? is the angular ve-
locity of frameX’,,, both vectors expressed in the non-inertial frameln strictly math-
ematical sensé%gTév # w, however there is a relationship given by= RgTjgév,
where.J, € R3%3 is a linear operator given by attitude parameters. Thenatioakhip
between andq is found as follows

with J,(q) € R6*° being the linear operator of the kinematic equation. Thelioff
formulation for the equation of motion of a rigid object isthing but the moment
conservation equations expressed in the non-inertiakiarterms of the kinetic energy
as

d OK 0K
G Y = @
dt Ow v ow v 311_n

wheref andn are the forces and torques respectively that acts over jretpimcluding
gravity, dissipative forces and any external input forcénacon the object, and( is
the kinetic energy a& = 7 Mv, where matrix\/ € R6*¢ is thelnertia Matrix with
respect to the origin of fram&,, defined as follows:

a | mIzs —mrex]
M= mrex] I, ©)
which is by construction constant, positive definite andsyatric M = M7 > 0. The
terms of this Inertia Matrix are the total mass of the object, the distance from the
origin of frameX, to the center of mass of the body, expressed in the body’s frame,
the inertia moment matrix, computed from the origin ot’,,, and the skew symmetric
matrix representation of the cross prodict]|b = a x b.

Equations (4)-(5), after proper algebraic manipulatiod asing the kinetic energy
expression above, can also be expressed in a single véemuiation as

Mv + c(v) = F,

where matrixM/ € R6*6 is thelnertia Matrix with respect to the origin of framg&,,
the vectore(v) regroups all the nonlinear terms and is known as the Conielisor, and
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F£(fT, nT)T = Fg + Fp + Fris the force wrench consisting in gravity, dissipation
and thrust wrenches respectively.

Because of the quadratic nature in terms of velocity Cariedictor it can also be
expressed as product of a matrix and the velocity wrengh: = C(v)v. The matrix
C(v), referred as the Coriolis matrix may have many differentespntations, but at
last one of them fulffills the skew-symmetry propeftyv) + C(v)T = 0.

F¢, being the gravity force wrench in the objects frame, candmeputed rotating

the gravity influence to the objects frarfie = mgRy” k. The gravity vector is defined

then asy(q) = ( qT;O)T. ThenFs = —g(q), where the negative sign comes from the

fact that the positiveness of the vertical axjsis pointing downward, to the center of
the earth, due to convention in vessel engineering.

Fp are the dissipation aerodynamic forces and these are byergaiadratic and ho-
mogeneous to the velocity wrench. Then a possible approatiotiel these forces can
be given asF'r = —D (||v||) v, where the damping matrix should be definite positive
D > 0 to fulfill passivity [10].

Finally, Fr are thrust aerodynamical wrench and are given by the infeeeatthe
forces exserted by both rotors. There are 3 forces at thercefithe main rotor given
by longitudinal cyclic {:1), the lateral cyclic4s) and the collectiveus). Thereis also a
fourth force at the center of the tail rotary) (See Figure 1). This mapping is given by
a constant operatds, € %% that can be computed from the geometry of the rotors
with respect to vehicle’s fram&, asFr = B.u, with u = (uy, ua, us, us) € ®* and
B, a column full rank matrix.

The dynamic modeling of the helicopter without considetimg rotors dynamic is
then given by [10]:

Mir+C () + D () + g (q) = Beu %

which can be expressed is state space form using the statéidefi = (¢7,v7)7.

4 Controller Design

A robust control law is necessary due to the environmentairaaf AAV, then LQ R
approach is preferred because it is an optimal criteriadtipsint control while min-
imizing energy consumption [8]. However this technic isdshen a linear model or
a linearized one, which means it works as supposed only iplesational pointz,,
where the linearization was computed with= z — z,:

I = A% + Bu 9
y=CZ (10)

In the case of the system (7)-(8) the state realization yiadd

[ 2 (J; Y gw) Jy Y (q)

A=y (Z9(@) —M~'[C@)+D ()

c §R12X12 (11)
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0

B= {MlB ] eRY C=[1 0]enr™? 12)

Remark 1.Clearly, (12) indicates that B = [0] € 6>,

For the particular case where the operation poilioiger, i.e.z, = (¢ ; 0) andgq =
(74,4, 24, 0,0,0)7 the state matrix becomes constant:

0

I
12212
Y [%Q(Q)] 01 € R (13)

A:

for the same pair®, C). From (13) it can be seen that the linearized model at hover
operational point has all the eigenvalues at the origins i®dlue to the double integrator
nature of the system and the fact that the aerodynamic dissipforces are quadratic

to the velocity which becomes null at the steady state. Ttpsaéns the high degree of
instability of such systems.

Remark 2.Notice that the pair4, B) is controllable, then a linear state feedbagks
—Kx) would enforce a desired closed-loop system stability amdopmance at the
operation state,, [3].

Remark 3.The producCAB = M~ B, € ®>4 is column full rank constant matrix,
and column full rank matrix elsewher€A(z)B = J, ' (z1)M ' B, € R4

4.1 Feedback Linearization

Stability of the equilibrium pointz, is only local and valid only in its very narrow
neighborhood. When the dynamic model deviates or the syistsmbject to bounded
unmodeled dynamics or bounded disturbances. To cope vatlathauxiliary feedback
control is commonly proposed [2],

u=—-Kx+v (14)

whereK is computed via LQR feedback scheme arnslan additional auxiliary control
input. Then, the linearized close-loop system can be write

& =[A—- BK]x+ Bv (15)

g=Cz (16)
wherey is only a part of the originally outpuy(= ¢), defined, as the Cartesian position
and heading only, excluding the roll and pitch attitude asgj = (z,v, 2, z/;Z)T. The
output matrixC' = [C; 0] € R**12 with C; € R**¢ has raw full rank. Notice that

CB = [0] € ®*** still holds, consequently the first and second time dexeatdf the
new output become

Ax (7)
A[A - BK]x+CABv (18)

<
I
Q Q)

jj:
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Remark 4.Matrix CAB = C;M~'B, € R*** is full-rank invertible matrix, thus
stable zero dynamics arise, that is the roll and pitch al#itangles are stable, [7].

The Feedback Linearization controller (FL), issued from @®&) would have the
form
v=[CAB]"" (v — CA[A-BK]z), (19)
yielding to a closed-loop systemy = v, as reported in [2]. However this is rather
awkward since the LQR state feedbaeki(x) is canceled in (14) by this second loop.
Since it is preferable to maintain an optimal stabilizalelgulator such as the LQR in
the control loop a Partial Feedback Linearization (PFL)ppsed as:

v=[CAB] ™" (v — CA%) (20)
which delivers a second order coupled linearized close-fystem
y=v—CABKzx (21)

Notice that dynamics C ABK x represents the a residual coupled dynamics introduced
by theoptimal LQR regulator and because of the underactuated naturescfyhtem.

4.2 dliding-Mode Control

Let Ay = g4 — 7 be the output tracking error, whegg is the desired output signal, and
choosing the new second order sliding-mode controldayiven by

T2 §q— alAf+ Bsoe Pt — Kitanh(osq) — Kqsy (22)

for large enough gain& 4, K; and small error on initial conditions, with. = s, +
K; [sgn(sy), 8¢ = s — sa, s = Ay + aAy andsq = see P, 59 = s(ty). The
functiontanh(x) stands for a the sigmoid hyperbolic tangent function witty 0, not
necessarily large. Then, the complete control law is given b

u= [CAB]| ! [Ga — @Ay + Bsoe Pt — Kitanh(osy) — Kas, — C’A%] — Kz
(23)
Substituting (23) into (9) yields

4 = —Kys, — CABKz — K;Z (24)
for bounded?Z = tanh(os,) — sgn(sq). Finally, we can state the main result.

Theorem 1. Consider (23) into (9), then the closed loop (24) gives riseobust ex-
ponentially stable dynamics of tracking errors, under attérang-free second order
sliding modes for all time, with stable zero dynamics.

Proof. It follows closely [11],QED.

Remark 5.The state feedback stabilize locally the operation poitpdiples the close-
loop dynamics of the lateral, longitudinal, vertical, aneading navigation and pre-
serves stability of the zero dynamics. Additionally, th&ifiary control input enables a
wider operational region by adding robustness to the oMel@ded loop control.



54

5 Reaults

Consider the nonlinear model of an X-cell90 R/C helicoptée linear model is com-
puted, for simulation simplification, at the operating goip = (0,0,0,0,0,0)7. In
Table 1 initial conditions and gain tuning for the outputdbeck sliding mode are
shown. For comparison purposed, simulation using Matlabaéso performed com-
muting the auxiliary control (14) for a properly tuned PD troh

Table 1. Initial conditions and tuning gains for the sliding-modentrol.

Initial conditions & SMC-Gains

T Y z P
qo 2.1 1.05 0.11 0
qo 0 0 0 0
« 3.15 3.15 4.5 15
8 1 1 1 1
ka 15.6 15.6 56.16 234
ki 3.51 3.51 27.8 52.65

Figure 2 shows the 3D trajectory and the tracking error offilpatsition and attitude
for the helicopter when the control law is the two servo-losimilar to the one pre-
sented in [2] (FL-PD), consisting in a Feedback Linearaaijwhich also cancels de
LQR inner loop) and a PD controller. As it can be seen this Pllirodler cannot reject
constant disturbances as gravity. Figure 3 shows the sajeetory tracking with the
proposed Sliding-Mode robust controller in the place of @iz above (FL-SM). This
controller consist in a Feedback Linearization and a secoder Sliding-Mode output
feedback. It can be seen a good performance on the desirgidpascking, including
the heading (yaw angle), even in the presence of randonrlizsiae forces (for gust of
winds). The roll and pitch angles, which define the zero dyinapare stable, which is
in accordance with the feedback linearization design. fleigushows also the trajectory
tracking as in the previous Figures. The difference herhasih this case the middle
loop does not cancel the LQR inner loop, and the residual mijosare coped by the
outer second order Sliding-Mode loop. This controllerggiby (23), is called in this
work as LQR-PFL-SM. Evident differences in the performaatthe FL-PD and the
FL-SM can be seen mainly because the PD cannot overcomeaocodsiturbances as
the gravity effect. Small differences between the FL-SMesol and LQR-PFL-SM
one can be seen at the magnitude level of the Cartesiangrositicking error where
are smaller in the second, because the Sliding mode acts girdnitial conditions,
tracking almost perfectly the desired trajectory. In atté there are no significative
differences founded.

6 Conclusions

Control of autonomous helicopters in the presence of enwiental and system un-
certainties is a challenging task. These uncertaintiesmigtmodify the dynamics be-
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Fig. 2. Space position trajectory tracking in 3D and pose trackingre for a FL-PD control law
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Fig. 3. Space position trajectory tracking in 3D and pose trackimgrs for the FL-SM control
law.
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Fig. 4. Space position trajectory tracking in 3D and pose trackingre for LQR-PFL-SM control
law.
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havior of the system, but also the trim inputs themselvesalih therefore needed
is a viable controller capable of simultaneously accomrtindaall coupling features,
parametric uncertainties, and trim errors. State reptatien is necessary to perform
both tangent linearization for the design of an ideal Oplistable State Feedback and
Partial Feedback Linearization for output decoupling andaraction restrictions. The
underactuated nature and the use of some part of the Feeldbaekization control in-
duce undesirable residual dynamics. A second order modelSliding-Mode is used
to guarantee robust regulation, while preserving zero ayoatability. Representative
simulations provide appreciation of the validity of the poged approach.
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Abstract. Vehicular ad-hoc network (VANET) is a potential player iniatel-
ligent transportation system that would increase roadysafewell as road con-
fort. In VANETS, vehicles excahnge road-related inforroateither through an
established infrastructure, which is costly, or througgirthollaboration when in
common transmission range which we adopt in this paperrimdtion dissem-
ination is realized through broadcasting, thus an intefiigselection technique
should be deployed to decrease the traffic load caused bycessery rebroad-
casting. In this paper, we propose an interest-aware dssamination protocol
that periodically exploits the current neighbors inteseée select the proper set
of data to be broadcasted. The proposed approach is setleig and imposes
minimum overhead on the communication bandwidth. The patis evaluated
through simulation experiments and rResults obtained dstrate that this ap-
proach maximizes the number of relevant data reports reddiy the vehicles,
especially if a certain data type is more popular than thersth

1 Introduction

Vehicular ad-hoc networks (VANETS) have emerged as a reétlie increased number
of vehicles capable of wirelessly interconnecting throtlgdir onboard radio commu-
nication devices, thus forming an ad hoc network on the flreédwer, DSRC standard
(Dedicated Short Range Communication), developed by IEE®ides vehicular ad
hoc networks with large bandwidth. Seven non-overlappivanoels, each of 27 Mbps
bandwidth, can be used for data dissemination. Only onerei#ndedicated for safety
messages while the rest can be used for other road-relatédese

Data dissemination is performed either through vehiclet@structure communi-
cation or vehicle to vehicle communication. While the formegquires the existing of
an infrastructure in form of road side units which imposeditmhal cost and delay,
the latter is purely based on the ability of vehicles withimmemon transmission range
to communicate. Multi-hop transmission is needed in ordetie data to reach farther
vehicles.

The easiness and self configuring nature of VANETs enabladadlrange of in-
formation applications ranging from road safety to journeynfort to appear. Vehicles
collect and exchange information, in form of data repoustfaffic intensity, services
along the road, weather conditions, free parking placesoémers. Thus, each vehicle
can be a report producer, a report receiver, or both at the siam. It has been shown
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that VANETSs have a highly dynamic topology due to its highlpliie nodes. Con-
sequently, vehicular ad hoc networks tend to be often slyacemnected. Thus, data
reports received by a vehicle are most likely to be storedfahile before being re-
transmitted when encountering a new neighbor. Limitingrthmber of stored reports
and selecting the most important ones for transmission la#lenge that attracted re-
search lately. Intelligent dissemination protocols shdm adopted to decide which
reports to store and rebroadcast later so as to efficierdiyeshe wireless bandwidth as
well as decrease the amount of unwanted messages receitieg divers.

Data dissemination has long been studied for mobile usetsshiort range wire-
less communication forming a mobile ad-hoc network (MANEVarious protocols
have been suggested in the literature, the simplest of @hésthat relies on flood-
ing. Each moving node broadcasts data to all its neighbatik either covering the
whole network or reaching the maximum number of hops. Thisoatrolled simple
flooding approach leads to increasing the number of unnagedata retransmission,
causing what is known by the broadcast storm that resultsefficient bandwidth uti-
lization and severe congestion, as observed in [4]. Cores#ltyia constrained flooding
approach should be implemented. Different improvemengs the basic flooding ap-
proach have been proposed in the literature that eitheradhé time when to rebroad-
cast, or apply rules to decide whether to rebroadcast or/hoamprehensive survey
can be found in [1,2,3]. Relying on the observation thatdlans tend to have individ-
ual preferences in the type of content of data reports thayldvorefer to receive, we
propose in this paper incorporating drivers ' interestdhimdelection of data reports to
be broadcasted. Reports are assumed to belong to one ofipestiervice categories.
Neighbors interest in each category is locally computezhah vehicle. Most certainly,
exploring the continuously changing neighbors interestisout imposing extra over-
head is not trivial. However, our protocol uses the periddiosmission of the beacon
messages generated by the medium access control protoaaiests advertisement.
The proposed protocol is evaluated through simulation expeats and proved to max-
imize the number of relevant information received by theiclels.

The rest of the paper is organized as follows. Section 2 ptesiee different dissem-
ination approaches suggested before. Section 3 presentgeariew of the proposed
interests-sensitive dissemination algorithm. In secdonhe simulation experiments
and the analysis of the obtained results are discussedly-section 5 concludes the
paper with proposals for future work.

2 Data Dissemination Approaches

In general, data dissemination approaches proposed flooadetworks considered one
or more of the three main resource constraints in MANETS, elgroommunication
bandwidth, energy consumption and storage [5]. Contrdltemting were suggested to
decrease the number of repetitive retransmissions, tfiageetly use the bandwidth as
well as decrease the energy consumption on the mobile dev@@mntrol is performed
either by the sender or the receiver. Receiver-based agipeegroved to perform well
in MANETS. In [6], data is forwarded to all nodes within a sjfiecarea defined by
the sender. Each receiving node decides whether to retasatie data or not based
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on its physical location with respect to the specified araaimprovement over this
geographic-based approach were proposed in [7] where @&meldsed forwarding
approach (CBF) is defined. In this approach, the next nod®fararding the message
is selected by all neighboring nodes based on their actusfipo when receiving the
message using a contention process. The farthest nodedlsatikely would reach the
destination is the best one considered for forwarding tha. dather variants exist in
the literature. A comprehensive survey can be found in [1, 3]

Although the above techniques succeeded in reducing tta#e; they did not take
into consideration the node ' s content requirements. A melective approach should
be used to intelligently select the set of data reports toobwdrded to prevent users
from receiving unwanted messages. In [8], Wolfson et alppsed a spatio-temporal
selection approach that is based on the data novelty prdgabhe novelty probability
of a data report reflects how new, and hence useful, this répdor the recipients
based on its generation time and distance to generatiotidocés time or distance or
both increases, report ages and eventually disappeansugh this approach proved to
be efficient in terms of throughput and response time, it didconsider the individual
users interests in the novelty probability. An autonomassgping approach for ad hoc
networks were proposed in [9] where information is sent dalpeighbors interested
in receiving it. Each node advertises its profile that defitseimiterest. In addition, each
data item maintains its own profile. Based on nodes and dataprofiles, data items
decide whether to replicate to a better node, migrate or ¢tiummp

However, it is worthy to note that VANETSs have unique and lemajing features
that do not exist in MANETSs. Examples of such features aréntblly dynamic topol-
ogy, highly mobile nodes, time critical responses, andriggizity to energy consump-
tion and computation power that are considered unlimite@d Assult, data dissemina-
tion protocols specifically designed for VANETSs have beasppised. In [10], Tonguz et
al. propose using the traffic density as well as the coverstdice to decide whether to
retransmit or not. In a dense area, only a subset of cars m@eglsroadcast. Moreover,
as distance increase between the source of informationhenadade, the frequency of
broadcasting is decreased. A similar approach, but takimg into consideration, was
proposed in [11] where nodes receive data and store it fer fatransmission. Only
fresh data is rebroadcasted. Combining both distance araditi a relevance function,
which extend the idea of Wolfson previously proposed for MAT$ to VANETS, is
introduced in [12, 13]. AutoCast in [14] uses a probabitikboding, that depends on
neighborhood size. Individual interests in data dissetathavere taken into consid-
eration in some recent work. In [15], messages selectedasedbon their benefit to
expected recipients. The benefit depends on the messagxtamethicle context and
information context. A different approach in [16] is basedagpull model where a node
uses an utility-based approach to determine which dataltaupan meeting another
node.

3 Interests-Sensitive Data Dissemination Algorithm

The interests-sensitive dissemination algorithm we psep®a structure-less algorithm
that does not rely on any existing infrastructure. It is llas®the same model as in [12,
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13] to send and receive data reports, but augmented withtarest level component
that collects neighbors interests using the MAC layerlsihgp beacon messages. We
assume that data reports belong to one of predefined senategazies based on their
content. Categories may represent traffic data, parkingcgerweather information,
and many others. Each vehicle has its own interest in eadtosétcategories based on
their content. Each vehicle has its own interest in eachadédttategories. The vehicle
model and protocol description are presented below.

3.1 \Vehicle Model

. -
App].*a n - -,
"if' o
Lacal
datzhase Wieless
j’f v medmm
Intesral Interest-level .} .
FENS0LE ) +
component o o

Fig. 1. Vehicle Model.

We consider a network formed by a number of moving vehicledetes as in Fig-
ure 1. Each vehicle is equipped with a GPS receiver for Inatitin, integrated sensors
to collect road-related data, such as road surface condisjpeed, light intensity or
others, as well as a wireless radio communication intefac®@mmunicate with other
vehicles. Each moving vehicle is modeled to have unlimitetessing power but lim-
ited storage capacities. A local database is maintaineddit echicle that is limited in
size to M reports, where M is a configurable parameter. Trerast level component
calculates and stores the interest level of current neigfioo each category. In the ex-
ample shown in Table 1, 65 percent of the current neighbergéerested in receiving
traffic related reports, 25 percent are interested in weathaditions, while 10 percent
are interested in information about availability of padkiplaces. This information is
collected from the beacon messages periodically genebgtedch vehicle and saved
in the node § neighbor table.

Table 1. Interests Levels for 3 categories.

Category Interest level
Traffic conditions 0.65
Weather conditior|s  0.25
Parking places 0.1
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3.2 Interests-Sensitive Algorithm

As mentioned before, a vehicle can generate, send or redaigaeports. A data report
is composed of the following tuples:

carid, report-id (ID), generation time (t), generationdtion in x (x), generation loca-
tioniny (y), category-id (CAT)

where category-id represents the service category thedbetongs to. Report gen-
eration occurs upon detection of variations in the vehielesed data, like change in
speed, road surface, or others. In this case, a report isafedeand added to the ve-
hicle local database either for immediate or later transimis Sending data reports
occurs upon either detecting a new vehicle in the neighlmthor having a new data
report generated that needs to be sent immediately. In #isis, the vehicle checks its
local database and selects the most relevant reports toobeldasted. The relevance
of the reports is based on the current neighbors § integgst that is calculated for
each category (i) by dividing the number of nodes interestéd(nodes; ), by the total
number of neighboring nodes, as follows.

. L > nodes;
intLevel(i) = > neighbouringN odes @

The number of nodes interested in each category is calduiatm the information
saved in the neighbors table updated with the recipient cfi baacon message, while
the interest level is calculated upon transmitting a dgtante

Lastly receiving data reports occurs when in range with anthe neighboring
vehicles transmitting. The received set of reports is chd@gainst the stored one and
new reports are then added to the database. Figure 2 itles@aimplified pseudo code
for the proposed algorithm.

4 Simulation Methodology and Experimental Results

To further prove our concept, we simulated the behaviorepitoposed protocol using
Vsim, a VANET simulator created in the University of Ulm, Geany [17]. The simu-

lator used combines both a road traffic simulation with a cemication simulation as
discussed below. In the following subsections, we presensimulation methodology,
then the analysis of the results obtained.

4.1 Traffic Model

Traffic simulation is based on the traffic model of Nagel andr&ckenberg [18] where

vehicles are generated randomly from the roads endpoieslihg to randomly chosen
destinations. Their velocity and position are updatedye¥80 msec taking into consid-
eration the rules for changing lanes and the behavior as@tgons. In our experiment,
a single bidirectional road model was used for testing. 8ekiare generated from both
ends and move in opposite directions.
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begi n

while (true) {

If (change in sensed data > threshold) {
conpose report;
add to | ocal DB;
}

Transm tData() ;

Recei veDat a() ;

}
end.
TransnmitData() {
if (new neighbor || tiner expires) {
for each category (i)
calculate interest |evel;
sort dat abase descendi ngly;
transnmt top R records;
}

Recei veData() ({
if (receive report from nei ghbor){

for each report i in local DB {
if (receivedreport == report.i)
di scard;
}

insert in |ocal DB

Fig. 2. Pseudo-code of the algorithm.

4.2 Communication Model

In this model, vehicles are communicating using 802.11dsedh where every 100 ms
each vehicle broadcasts a beacon message to exchangeetwisitathe surrounding

neighborhood. A beacon message (HELLO message) is usecthyede to build its

own neighbor table. Each HELLO message is of length 105 b®edytes for the

header and 80 bytes for the data. The message header cahtarer-ID, generation
time, (x,y) coordinates of the vehicle and a list of its catégs of interests. We limited
our model to only 4 categories, as discussed below. Therntigs®n range is set to
500m.

4.3 Experimental Results and Analysis

We consider a single road with vehicles generated from budk & opposite directions.
Data reports are generated by only 20 percent of the vehielgish represent an in-
jection rate of 0.2. Only four categories for data reportsendefined in our simulation:
traffic condition, road services, weather and no prefergreach vehicle interest is se-
lected randomly amongst those categories with differeababilities. We conducted
two experiments, one with uniform distribution amongsfatiént categories by setting
the all probability values to 25 percent. In the second erpanmt, we simulated the
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scenario where 50 percent of vehicles were interested fiictcanditions, 20 percent
in weather conditions, 20 percent in available gas statéoms10 percent in available
parking places, as in table 2. Those values are tuning paeasitbat can be adjusted.

Table 2. Interests Levels for 4 categories.

Category Interest level

Traffic conditions 0.5
Weather conditions 0.2
Gas stations 0.2

Parking places 0.1

Data report has a fixed size of 100 bytes and the local dataiieeseés fixed to 200
reports. The simulation experimented were conducted fota simulation time of 30
minutes that is divided into steps, each of 100 msec lendth.performance measure
chosen for evaluation is the percentage of relevant repectived by the vehicles. It is
calculated as the percentage of the number of relevantteepuatrof the total number of
received reports. In Figures 3 and 4, the average percevahgefor vehicles belonging
to the same category obtained by applying our approach tteglagainst the basic
approach were relevance is not considered.

Uniform Distribution

-
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Fig. 3. Interest level per category, equiprobable interests.

Figure 3 represents the case where all categories havertteeisterest probability.
It is clear that our approach has no benefits over the basiaeral categories are
the same. As in Figure 4, when a certain category is of mosrast to most of the
vehicles, the improvement is clear for those vehicles. Tdregntage of relevant report
received approaches 99 percent, while the rest of the ww=h&tperience decrease in
their percentage. This is due to the selection processapipiat selects only the top 10
relevant reports from the local database for transmission.

In order to enhance the performance of our approach, a lsetection technique
could be applied. The 10 reports selected for transmissionld be selected from the 4
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Fig. 4. Interest level per category, category 4 most popular.

different categories with respect to the percentage of thsrest level at transmission
time. In this case, and according the the values chosen i@ 2althe ten selected data
reports will consist of five reports belonging to categorywlg reports from category
2, two reports from category 3 and one report from categoApplying this technique
is currently being investigated.

5 Conclusions

In this paper, we presented how we can substantially ineribespercentage of relevant
data reports received using a selective disseminatiomguobthat considers the vehi-
cles individual interests. With the application of oueirgst-sensitive protocol, up to 99
percent of the reports received were of interest to the ussosging to the most pop-

ular service category.Our experiments and results proued¢ancept. However more

investigation needs to be conducted. Currently, we arentpgiie improved selection

procedure to include non-popular categories as well. Euantlore, a city model is used
for testing the effect of the city traffic on the overall perfance.
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Abstract. On-time delivery is a key performance measure for dispatching and
routing of freight vehicles in just-in-time (JIT) manufacturing environments.
Growing travel time delays and variability, attributable to increasing congestion
in transportation networks, are negatively impacting the efficiency of JIT
logistics operations. Recurrent congestion is one of the primary reasons for
delivery delay and variability. In this study, we propose a stochastic dynamic
programming formulation for dynamic routing of vehicles in non-stationary
stochastic networks subject to recurrent congestion. Results are very promising
when the algorithms are tested in a simulated network of Southeast-Michigan
freeways using historical Intelligent Transportation Systems (ITS) data.

1 Introduction

Supply chains that rely on just-in-time (JIT) production and distribution require
timely and reliable freight pick-ups and deliveries from the freight carriers in all
stages of the supply chain. However, road transportation networks are experiencing
ever growing travel time delays, which greatly hinders all travel and certainly the
freight delivery performance. Travel time delays are mostly attributable to the so
called ‘recurrent’ congestion that, for example, develops due to high volume of traffic
seen during peak commuting hours. The standard approach to deal with congestion is
to build additional ‘buffer time’ into the trip (i.e., starting the trip earlier so as to end
the trip on time). Intelligent Transportation Systems (ITS) are providing real-time
traffic data (e.g., lane speeds and volumes) in many urban areas. In-vehicle
communication technologies, such as satellite navigation systems, are also enabling
drivers’ access to this information en-route. In this paper, we precisely consider JIT
pickup/delivery service, and propose a dynamic vehicle routing model that exploits
real-time ITS information to avoid recurrent congestion.

Our problem setting is the non-stationary stochastic shortest path problem with
recurrent congestion. We propose a dynamic vehicle routing model based on a
Markov decision process (MDP) formulation. Stochastic dynamic programming is
employed to derive the routing ‘policy’, as static ‘paths’ are provably suboptimal for
this problem [1]. The MDP ‘states’ cover vehicle location, time of day, and network
congestion state(s). Recurrent network congestion states and their transitions are
estimated from the ITS historical data. The proposed framework employs Gaussian
mixture model based clustering to identify the number of states and their transition
rates, by time of day, for each arc of the traffic network. To prevent exponential
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growth of the state space, we also recommend limiting the network monitoring to a
reasonable vicinity of the vehicle.

The rest of the paper is organized as follows. Survey of relevant literature is given
in section 2. Section 3 establishes modeling recurrent congestion and dynamic vehicle
routing for the problem. Section 4 presents experimental settings and discusses the
results. Finally, section 5 offers some concluding remarks.

2 Literature Survey

Shortest path problems with stochastic and time-dependent arc costs (STD-SP) are
first studied by Hall [1]. Hall showed that the optimal solution has to be an ‘adaptive
decision policy’ (ADP) rather than a single path. Hall [1] employed dynamic
programming (DP) approach to derive the optimal policy. Later, Fu [2] discussed
real-time vehicle routing based on the estimation of immediate arc travel times and
proposed a label-correcting algorithm as a treatment to the recursive relations in DP.
Waller and Ziliaskopoulos [3] suggested polynomial algorithms to find optimal
policies for stochastic shortest path problems with one-step arc and limited temporal
dependencies. For identifying paths with the least expected travel (LET) time, Miller-
Hooks and Mahmassani [4] proposed a modified label-correcting algorithm. Miller-
Hooks and Mahmassani [5] extends [4] by proposing algorithms that find the
expected lower bound of LET paths and exact solutions by using hyperpaths.

All of the studies on STD-SP assume deterministic temporal dependence of arc
costs, with the exception of [3] and [6]. Polychronopoulos and Tsitsiklis [7] is the first
study to consider stochastic temporal dependence of arc costs and to suggest using
online information en route. They defined environment state of nodes that is learned
only when the vehicle arrives at the source node. They considered the state changes
according to a Markovian process and employed a DP procedure to determine the
optimal policy. Kim et al. [8] studied a similar problem as in [7] except that the
information of all arcs are available real-time. They proposed a DP formulation where
the state space includes states of all arcs, time, and the current node. They stated that
the state space of the proposed formulation becomes quite large making the problem
intractable. They reported substantial cost savings from a computational study based
on the Southeast-Michigan’s road network. To address the intractable state-space
issue, Kim et al. [9] proposed state space reduction methods. A limitation of Kim et
al.[8], is the modeling and partitioning of travel speeds for the determination of arc
congestion states. They assume that the joint distribution of velocities from any two
consecutive periods follows a single unimodal Gaussian distribution, which cannot
adequately represent arc travel velocities for arcs that routinely experience multiple
congestion states. Moreover, they also employ a fixed velocity threshold (50 mph) for
all arcs and for all times in partitioning the Gaussian distribution for estimation of
state-transition probabilities (i.e., transitions between congested and uncongested
states). As a result, the value of real-time information is compromised rendering the
loss of performance of the dynamic routing policy. Our proposed approach addresses
all of these limitations.
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3 Modeling
3.1 Recurrent Congestion Modeling

Let the graph G=(N ,A) denote the road network where N is the set of nodes
(intersections) and 4  Nx N is the set of directed arcs between nodes. For every
node pair, n',n € N , there exists an arc a = (n,n') € A4, if and only if, there is a road

that permits traffic flow from node n to n'. Given an origin, 7, -destination, #, node

(OD) pair, the trip planner’s problem is to decide which arc to choose at each decision
node such that the expected total trip travel time is minimized. We formulate this
problem as a finite horizon Markov decision process (MDP), where the travel time on
each arc follows a non-stationary stochastic process.

An arc is labeled as observed if its real-time traffic data (e.g., velocity) is available
through the traffic information system. An observed arc can be in r+1e Z"* different
states that represent arc’s traffic congestion level at a time. We begin with discussing
how to determine an arc’s congestion state given the real-time velocity information
and defer the discussion on estimation of the congestion state parameters to Section 4.

Let c{’;l (Z) and cfl (Z) for i=1,2,...,r+1 denote the cut-off velocities used to determine
the state of arc a given the velocity at time ¢ on arc a, v, (t) We further define
s, () as the state of arc a attime ¢, i.e. s, (r)={Congested at level i} = {i} and can
be determined as: s, ()= {i,if (1)<, (1)< (t)} . For instance, if there are two
congestion levels (e.g., r+1=2), then the states will be ie.,
s, (¢) ={Uncongested} ={0} and s, () ={Congested} ={1} and the travel time is

normally distributed at each state.
We assume the state of an arc evolves according to a non-stationary Markov

chain. In a network with all arcs observed, S (t) denotes the traffic congestion state

vector for the entire network, ie., S(7)= {sl (£),5, (1) (t)} at time ¢. For
presentation clarity, we will suppress (¢ ) in the notation whenever time reference is
obvious from the expression. Let the state realization of S (Z) be denoted by s(¢).

It is assumed that arc states are independent from each other and have the single-
stage Markovian property. In order to estimate the state transitions for each arc, two
consecutive periods’ velocities are modeled jointly. Accordingly, the time-dependent

single-period state transition probability from state s, (t) =i to state s, (t+1) =j is
denoted with P{s, (¢+1)=j|s,(t)=i}=a’ () . The transition probability for arc a

a’(t) , is estimated from the joint velocity distribution as follows:

o (1) = e (1) <sV ()<c, (t)me (1+1) <V, (t+1) < c! (t+1)|
‘ e (1)<, (1)<, (1)
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Let T, (t,t-i—l) denote the matrix of state transition probabilities from time ¢ to
time 7+1, then we have 7, (¢,¢+1) = [af (t)} . Note that the single-stage Markovian
ij

assumption is not restrictive for our approach as we could extend our methods to the
multi-stage case by expanding the state space [10]. Let network be in state S (t) at
time ¢ and we want to find the probability of the network state S (t +0 ) , where J is

a positive integer number. Given the independence assumption of arcs’ congestion
states, this can be formulated as follows:

P(S(t+6)|5(z)) =ﬁp(sa(1+5) |5,(0)).

Then the congestion state transition probability matrix for each arc in & periods
can be found by the Kolmogorov’s equation:

T, (t1+8)=[al (1)] x[al (1+1)],

J

x...x[a;j (t+5)l_j .

With the normal distribution assumption of velocities, the time to travel on an arc
can be modeled as a non-stationary normal distribution. We further assume that the
arc’s travel time depends on the congestion state of the arc at the time of departure
(equivalent to the arrival time whenever there is no waiting). It can be determined
according to the corresponding normal distribution:

5(t,a,sa ) ~ N(;z(t,a,sa),a2 (t,a,sa )) s
where O (t, a,sa) is the travel time; ,u(l, a,sa) and O'(t,a,sa) are the mean and the

standard deviation of the travel time on arc a at time ¢ with congestion state s, (t) .

3.2 Dynamic Routing Model with Recurrent Congestion

We assume that the objective of our dynamic routing model is to minimize the
expected travel time based on real-time information where the trip originates at node
n, and concludes at node n,. Let's assume that there is a feasible path between

(no,nd) where a path p = (no,..,nk,..,n,(fl) is defined as sequence of nodes such that
a,=n,n,)eA, k=0,.,K-1 and K is the number of nodes on the path. We
define set a, =(n,,n,,,) € A as the current arc set of node n,, and denoted with
CrAS(n,). Thatis, CrdS(n,)={a, :a, =(n,,n,,,) € A} is the set of arcs emanating
from node n, . Each node on a path is a decision stage (or epoch) at which a routing
decision (which node to select next) is to be made. Let n, € N be the location of K"
decision stage, ¢, is the time at k™ decision stage where ¢, € {1,...,T } , T>t, . Note

that we are discretizing the planning horizon.

While optimal dynamic routing policy requires real-time consideration and
projection of the traffic states of the complete network, this approach makes the state
space prohibitively large. In fact, there is little value in projecting the congestion
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states well ahead of the current location. This is because the projected information is
not different than the long run average steady state probabilities of the arc congestion
states. Hence, an efficient but practical approach would tradeoff the degree of look
ahead (e.g., number of arcs to monitor) with the resulting projection accuracy and
routing performance. This has been very well illustrated in Kim et al. [9]. Thus we
limit our look ahead to finite number of arcs that can vary by the vehicle location on
the network. The selection of the arcs to monitor would depend on factors such as arc
lengths, value of real-time information, and arcs’ congestion state transition
characteristics. For ease of presentation and without loss of generality, we choose to
monitor only two arcs ahead of the vehicle location and model the rest of the arcs’
congestion states through their steady state probabilities. Accordingly, we define the

following two sets for all arcs in the network. ScAS (ak) , the successor arc set of arc
a,, ScAS(a,)={a,,, 1a,, =(n,,.,n,,) € 4} , ie., the set of outgoing arcs from the
destination node (n,.,) of arc a,. PScAS(a,), the post-successor arc set of arc a, ,

PScAS(a,)={a,,, a,., =(n,,.n.;) €A} ie., the set of outgoing arcs from the

destination node (#,,,) of arc a,,, .

Since the total trip travel time is an additive function of the individual arc travel
times on the path plus a penalty function measuring earliness/tardiness of arrival time
to the destination node, the dynamic route selection problem can be modeled as a

of the system at k th

Qg1 IG5k ) ?

decision stage is denoted by €, . This state vector is composed of the state of the

dynamic programming model. The state, (nk,tk,s

vehicle and network and thus characterized by the current node ( », ), the current node

arrival time (7, ), and s, ., . the congestion state of arcs a;,, Va,, where
{1 ay,, €ScAS(a,)} and {a,, :q,,, € PScAS(a,)} at kth decision stage. The

action space for the state €3, is the set of current arcs of node n, , CrdS(n,).

At every decision stage, the trip planner evaluates the alternative arcs from
Cr4S (nk) based on the remaining expected travel time. The expected travel time at a
given node with the selection of an outgoing arc is the expected arc travel time on the
arc chosen and the expected travel time of the next node. Let 7 = {7[0,71'1,...,72'1(71} be
the policy of the trip and is composed of policies for each of the K-/ decision stages.

For a given state Q, =(nk,tk,s k), the policy 7, (Qk) is a deterministic

D1 Y25
Markov policy which chooses the outgoing arc from node =n,, ie,

7, (Qk) =a e CrAS(n, ). Therefore the expected travel cost for a given policy vector

7 1is as follows:
K-2
F”(Qo)zg{zg(gkaﬁk (Qk)’é‘/r)+§(QK1)}’
k Lk=0

where € =(n0,to,S0) is the starting state of the system. &, is the random travel
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time at decision stage , i.e., 5, =6(f,.7, (2, ).s,(1,)) . g€, 7, (Q,).5,) is cost
of travel on arc 7, (Qk )=ae CrAS(nk) at stage k, i.e., if travel cost is a function (
¢) of the travel time, then g(Q,,7,(Q,).5,)=¢(5,)and g(€_,)is terminal cost
of earliness/tardiness of arrival time to the destination node under state €, . Then

the minimum expected travel time can be found by minimizing F (QO) over the

policy vector 7 as follows:

F'(Q,)= min F(Q)).

A=y T s Ty}

The corresponding optimal policy is then 7' = argmin F (QO). Hence, the

=Ty T s T |
Bellman’s cost-to-go equation for the dynamic programming model can be expressed
as follows [10]:

F (Qk):n}r,ing{g(gkﬂﬂk (Qk)7§k)+F*(Qk+l )}

For a given policy 7, (Qk ), we can re-express the cost-to-go function by writing

the expectation in the following explicit form:

F(Q,la)=Y.P(5,19Q,.4,)g(Q.4,.5,)+
S

z P(Sa,,+1,k+1 (tlwl)‘sak”,k (tk)) z P(Sahz,kﬂ(tk+1))F(Qk+1):|

Sag 41 k+1 Sap gkl

where P(3,

Q,,a,) is the probability of travelling arc a, in &, periods.
P(SaM,/m (ten )) is the long run probability of arc a,,, :a,,, € PScAS(a,) being in

state S, .1 in stage k+1. This probability can be calculated from the historical

frequency of a state for a given arc and time.
We use backward dynamic programming algorithm to solve for F,:(QQ,

k=K-1,K-2,..,0 . In the backward induction, we initialize the final decision
epoch such that, Q, =(nK71,tK71,sK71), n, , 1s destination node, and
., (sz ) =0 if t, , <T . Accordingly, a penalty cost is accrued whenever there is

delivery tardiness, e.g., ¢, , >T .Note that s, , = since destination node current
and successor arcs doesn’t have value of information.

4 Experimental Studies

In this section we first introduce two road networks for demonstrating the
performance of the proposed algorithms along with a description of their general
traffic conditions. Then describe the process of how to model recurrent congestion.
Finally, we report savings from employing the proposed model.
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We test our procedure on a road network from South-East Michigan (Fig. 1). The
sample network covers major freeways and highways in and around the Detroit
metropolitan area. The network has 30 nodes and a total of 98 arcs with 43 observed
arcs and 55 unobserved arcs. Real-time traffic data for the observed arcs is collected
by Michigan ITS Center for 23 weekdays from January 21, 2008 to February 20, 2008
for the full 24 hours of each day at a resolution of an observation every minute. A
small part of our full network, labeled sub-network (Fig. 1b), with 5 nodes and 6
observed arcs is used here to better illustrate the methods and results.

(b)

Fig. 1. (a) South-East Michigan road network considered for experimental study. (b) Sub-
network from South-East Wayne County.
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Fig. 2. For arc 4-to-5 (a) raw traffic speeds for 23 weekdays (b) mean (mph) and standard
deviations of speeds by the time of day with 15 minute time interval resolution.

We present the speed data for arc 4-to-5 for the given days in Fig. 2.a as an
example. The mean and standard deviations of speed for the arc 4-to-5 is also
illustrated (Fig. 2.b). It can be seen clearly that the traffic speeds follow a stochastic
non-stationary distribution that vary with the time of the day.

Given the traffic speed data, we employed the Gaussian Mixture Model (GMM)
clustering technique to determine the number of recurrent-congestion states for each
arc by time of day. In particular, we employed the greedy learning GMM clustering
method of Verbeek [11] for its computational efficiency and performance. The
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parameters of the traffic state joint Gaussian distributions (i.e., ";,;+1;Z;,t+1) along
with the computed cut-off speeds (if GMM yields more than one state) are employed
to calculate travel time distribution parameters and the transition matrix elements as
explained in section 3. In the event that two states are identified by GMM, a; denotes
the probability of state transition from congested state to congested state whereas f5;
denotes the probability of state transition from uncongested state to uncongested state.
Fig. 3a plots these transition rates for the arc 4-to-5 with a 15 minute time interval
resolution. The mean travel time of arc 4-to-5 for congested and uncongested traffic
states are given in Fig. 3b.

Arc 3
1 2 '
o - ”WW‘PWWA;
Bogsly T e .
a +F"+t:*+ * [ *
8 057 7 g #F e "
+ R
E 0.25 4WWL‘ ﬁ”%"}wﬁ ]
0 2
0 4am 8am 12pm 4pm 8pm 0 4am 8am 12pm 4pm 8pm
o B + Congested =+ Uncongested

Fig. 3. For arc 4-to-5 (a) recurrent congestion state-transition probabilities where a: congested
to congested transition; B: uncongested to uncongested transition probability; (b) mean travel
time for congested and uncongested traffic states.

In the experiments based on the sub-network, node 4 is considered as the origin
node and node 6 as the destination node of the trip. As stated earlier, we consider
node 4 as the origin node and node 6 as the destination node of the trip. Three
different path options exist (path 1: 4-5-6, path 2: 4-5-26-6,; and path 3: 4-30-26-6).
Given the historical traffic data, pathl: 4-5-6 dominates other paths most of the time
of a day under all network states. Hence we identify path 1 as the baseline path and
show the savings (averaged over 10,000 runs) from using the proposed dynamic
routing algorithm with regard to baseline path. Fig. 4a plots the corresponding
percentage savings from employing the dynamic vehicle routing policy over the
baseline path for each network traffic state combination and Fig. 4b shows the
average savings (averaged across all network traffic states, treating them equally
likely). It is clear that savings are higher and rather significant during peak traffic
times and lower when there is not much congestion, as can be expected.

(b)
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Fig. 4. (a) Savings for each of 32 network state combinations and (b) average savings for all
state combinations during different times of the day.

Besides the sub-network (Fig. 1b), we have also randomly selected 4 other origin
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and destination (OD) pairs (OD pair 1: 2-21, 2: 12-25, 3: 19-27, and 4: 23-13) to
investigate the potential savings from using real-time traffic information under a
dynamic routing policy. Once again, we identify the baseline path for each OD pair
(as explained for the case of routing on the sub-network) and show percentage savings
in mean travel times (over 10,000 runs) over the baseline paths from using the
dynamic routing policy. The savings, Fig. 5, are consistent with results from the sub-
network, further validating the sub-network results.

OD pair 1

4am 8am 12pm 4pm 8pm

OD pair 2

4am 8am 12pm 4pm 8pm

OD pair 3 OD pair 4
g 30 330 ;'.
0 20 . @ 20 '3
8 10 2 g 10 . b ‘:"
> . 4 > LS 4
© e e © * ] ‘.'.'
@ 0 o) &L&o‘ J_"kl.:‘ St @ 0 (PR ) oF ,‘1‘.24‘ ‘!..s
0 4am 8am 12pm 4pm 8pm 0 4am 8am 12pm 4pm 8pm

Fig. 5. Savings of dynamic policy over baseline path during the day for all starting states of
given OD pairs of full network (with 15 minute time interval resolution).

5 Conclusions

The paper proposes practical dynamic routing models that can effectively exploit real-
time traffic information from ITS regarding recurrent congestion in transportation
networks. With the aid of this information and technologies, our models can help
drivers avoid or mitigate trip delays by dynamically routing the vehicle from an origin
to a destination in road networks. We model the problem as a non-stationary
stochastic shortest path problem under recurrent congestion. We propose effective
data driven methods for accurate modeling and estimation of recurrent congestion
states and their state transitions.

ITS data from South-East Michigan road network, collected in collaboration with
Michigan ITS Center, is used to illustrate the performance of the proposed models.
Experiments show that as the uncertainty (standard deviation) in the travel time
information increases, the dynamic routing policy that takes real-time traffic
information into account becomes increasingly superior to static path planning
methods. The savings however depend on the network states as well as the time of
day. The savings are higher during peak times and lower when traffic tends to be
static (especially at nights).
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Abstract. A regional/multi-regional logistic traffic network is cddsred in this
paper with the aim of optimizing the flows of goods which passugh the net-
work in order to reach their final destinations. The logistatwork takes into
account both road and rail transportation, and it is modedie a directed graph
whose arcs represent a road or a rail link and whose nodetaomly connec-
tion points but can represent a place where some serviostiasti'such as the
change in transportation mode) are carried out. In the paipermodel of the
logistic network and, in particular, the equations whichralize the dynamics
of links and nodes, are described in detail. In additionhwaference to decision
problems at operational level, some considerations abeuteégrees of freedom
(decision variables) in the model, the kind and the role @isien makers, and
the class of performance indicators are also outlined ip#per.

1 Introduction

Modelling, planning, and control of logistic systems arse@ch streams that, in the
last years, have received a significant attention by thearesecommunity due to their
economic impact. An improvement of the performance of theraV logistic chain
and an effective integration of the different actors of astig system are fundamental
goals in the management of modern production/distribusigstems. As a matter of
fact, these systems have to be designed and planned to fglilrelevant objectives as
those related to the on-time delivery of products to finarsis® the minimization of
transportation costs and of costs referred to the use afstrfrctures, etc.

In this context, off-line planning methodologies play a kele and a wide bibli-
ography can be found on such subjects. Some interestingwenvorks [1-4] define
the hierarchical decisional structure to be used when migalith systems devoted
to freight intermodal transportation and, then, with léigisystems. This structure is
composed of three levels: long term (or strategic) planmmgdium term (or tactical)
planning, and short term (or operational) planning. At tinategic level, planning prob-
lems are mainly relevant to demand forecasting, logistaesdocation [5, 6] and to the
design of transportation operations between nodes [7 [8.téctical level consists in
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the aggregate planning of operations in logistic nodesij#l]af distribution operations
(Service Network Design problems [10]). Many decision peats are typically defined
at the operational level and such problems require the amopf several models and
decision techniques; typical decision problems at thisllave the assignment of trans-
portation operations to transportation means [11] andtédte&esand dynamic routing of
vehicles on the transportation network or on the logist@ictil2, 13]. The model and
the problems considered in this paper refer to this latteisin level.

In this paper, the model of a logistic traffic network at regibmulti-regional level
is presented, being the final objective of the current reteactivity the statement and
solution of decision problems for the management of a lagststem at operational
level, such as the optimal routing of goods which pass thnahg logistic network
in order to reach their final destinations. The proposed insdediscrete-time model
and the time horizon to be considered can range from somestowome days. The
model mainly consists of a directed graph whose arcs represeoad or a rail link
and whose nodes are not only connection points but can esgrasgplace where some
service activities (such as the change in transportaticstelnare carried out. The model
is based on some characteristics which have been introdug#&d] with reference to
the macroscopic modelling of transportation networks drtipular, each link and some
nodes of the logistic network are discrete-time dynamitesys whose input and output
variables are represented by flows that are respectiveyvest from and transmitted
to the neighbouring links/nodes, and the basic dynamictemjue represented by the
vehicle conservation equation introduced in [15, 16]. Idiidn, with reference to de-
cision problems at operational level, some consideratdnosit the degrees of freedom
(decision variables) in the model, the kind and the role afslen makers, and the class
of performance indicators are also outlined in the conohsf the paper.

2 TheMode of the Logistic Networ k

The model of the logistic network mainly consists of the sportation offer (i.e., the
physical network where vehicles can move), the transportatemand (i.e., the re-
quirements of moving goods over this network) and the equoatthat represent the
dynamics of this system, both referred to nodes and links.fibdel is a discrete-time
model; in this connection, létand A be the generic time instant and the length of one
interval, respectively, with = 0, ..., T beingT A the time horizon. Note that, for the
quantities considered in the model which are not referredtime instant but to a time
interval, witht we refer to the time intervat, ¢t + 1).

2.1 The Transportation Offer

The offer of transportation services is represented by meéa directed grap® =

(V, A) whereV is the set of nodes and is the set of links. We will refer to each node

asi € V and to each link as the pair of nodes it connects(i.g.,) € .A. For each node

i € V the setsP (i) andS(i) gather the predecessor and successor nodes, respectively.
The graphD represents an intermodal network involving two transgimtemodes

corresponding teoad andrail. Let us denote withA® and.A" the set of arcs on road
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and on rail, respectively. It isl® N A" = ) since an arc corresponds univocally to a
given transportation mode. Moreover, it is obvious tHatJ AT = A.

The nodes of the network are primarily divided irtonnection nodeandservice
nodes The former are simply interconnections among differamitdiand do not have
their own dynamics, whereas the latter represent a placeendmne service activi-
ties are carried out (such as intermodal terminals whergocer handled and there
is a change in the transportation mode) and then are modadlatiscrete-time dy-
namic systems. Both connection and service nodes can ez eitfular nodeor bor-
der nodesBorder nodes represent the access and exit points of timrietin this
connection lef)Re, VBC, YRS andVES be, respectively, the set of regular connection,
border connection, regular service, and border servicenothese sets are disjoint
(VR€ N VBE N YRS N YBS = () and their union correspond to the whole set of nodes
(VREUVBCU VRS U VES = )).

D
.dGQ

e

‘\ O . [ Border Connection node
. B Border Service node
' O Regular Connection node
0 /. o Regular Service node

.4\. D=V,A)

Fig. 1. A sketch of the logistic network.

2.2 The Transportation Demand

Inthe considered model, we suppose that the real origind@stihations of the demand
are outside the transportation netwdk However, all goods must pass through the
proposed regional/multi-regional logistic traffic netladn order to reach their final
destinations. At this purpose, I&° and (2° represent, respectively, the set of origins
and the set of destinations for the whole demand (see FigNdte that there can be
some geographic areas that are both the origin and the dgstirof logistic flows, then

in general2° N 2° # (. Goods coming from a certain origin may enter the network
through one or more “compatible” border nodes; in the samegeads can reach their
destination by exiting the network from one or more “comiplati border nodes. Then,
let V) C VBC U VBS (resp., V3T C VBC U V") be the set of border nodes associated
with origino € £2° (resp., destinatiod € (2°). Moreover, for each destinatiehe (2°
and for each nodg € VU7, we denote with, 4(t) the time necessary to readlirom

w if the logistic units are in. at timet.
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The transportation demand is defined for each differentotwser, i.e., road car-
rier, shipper and so on, that needs to transport some logisiis from a certain origin

to a certain destination. Each network user is denotedwith 1,..., N and it has a
set of I',, transportation requests to satisfy. Thth request of usen, n = 1,..., N,
Il =1,...,I,, is characterized byorigin o,,; € £2°, destinationd,,; € £2°, number

of logistic unitsd,, ;, due datedd,, ;, release time-, ;, i.e., the time instant in which
the logistic units are available to enter the network. Inithold, let st,, ; be the time
instant in which the logistic units actually enter the neﬂvvtmoreover,\n RS V(')N” »
p € VU represents the percentagedqf; that enter the network in and exit from
L. Note that these last two terms are decision variables whalses depend on the
choices taken by the network user.

Finally, in order to associate the requéstf network usem with the considered

time horizon, let the function of tim&, ;(¢) be defined as follows:

o 5n,l if t = Stn’l . . .
5n,l(t)_{0 otherwice "= Lo NI=1. Lit=0,....T (1)

3 TheDynamics of the L ogistic Networ k

Links and nodes are considered as discrete-time dynanmtersgsvhose state is rep-
resented by the number of logistic units which are in the dnkode at a certain time
instant. Each state variable is updated according to aeai@tion ¢conservation equa-
tion) which takes into account the number of logistic units eéntgeand exiting the
link or node in the time interval between two subsequent timséants. Moreover, in
order to separately consider all requests of all networksuaed all exiting nodes, an
approach similar to the one proposed in [14], which considestination-oriented vari-
ables (composition and splitting rates), is adopted.

3.1 Links

The dynamics of links involves road links only, since trair@ssporting a finite number
of logistic units over a rail link are not explicitly modetieAs it will be clear in the
following, the dynamics of trains is implicitly considerédthe dynamics of service
nodes. Then, in the following, it is assum@dj) € A".

Letus denote with}":"(t),n = 1,... . N,l=1,...,T,,p € VUt =0,....T,
the number of logistic unlts belonglng to thth transportatlon request of network user
n, which are in link(s, j), at timet, and have to reach border nodeln the following,
the triple(n, I, i) will be referred to as a whole. The state equation is themgiye

PR (4 1) = 0 + g () — QM () )
whereg;” l’”( t) andQ?’jl’”(t) are, respectively, the number of logistic units(ef, 1)
which enter and exiti, j) in the time intervalt, ¢ + 1).

Q?j #(t) is given by:
QU () = 7 (1) - Qij(1) 3)
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being the overall number of logistic units exiting frdi) j), namelyQ;_;(t), obtained
from

Qij(t) = vi;j(t) - pi(t) - A (4)

wherew; ;(t) andp; ;(t) indicate the mean speed and the density on (ink) in the
time interval[t, ¢ 4+ 1). If we suppose that the density is uniformly distributednajo
(,7) and constant ifi¢, ¢ + 1), we can define the density as:

ni () +mi ;(t)

pij(t) = 7 )

]
whereL; ; is the length of(i, j) andm; ;(t) represents the number of other vehicles
(such as cars or other logistic vehicles which are not matt@ecision in the considered
system) present if, j) at timet. The value off; ;(¢) is supposed to be known, at
least as an average value, and then it is an input to the pnolblewever, note that
m; ;(t) must be taken into account because it affects the trafficiietneand, then, the
evolution of the state variable.

Moreover, the mean speed on the link is definediagt) = flpi ;(t), (4, 7), 1],

e., itis a function of the density on the link (as well asdtian of the link itself and
of the time instant). This relation is generally known as dteady state speed-density
characteristic[17].

The link composition ratey;” L-1(1) specifies the fraction of logistic units, which
are actually in link(z, j), belonglng to(n, I, 1), with respect of the overall number of
logistics units in(é, 7). It is computed as

n,l n,l,p
n, i (1) i (¢)
) = i = . (6)

n;;(t) N .
2.0 D it

N

The equation providing;’;
connection node, then

@ =Y Bt Quilt)  ie V™ Ko

heP (i)

(t) depends on the kind of nodelf nodes is a regular

wheres;” l’f( ) is thelink splitting ratefrom link (h, %) to link (¢, j), in the time interval
[t,t + 1), with reference tdn, I, 11). The link splitting rates are given by

. L .
g (£) =703 (8) - ey (t) ®)

wherea;” l’]”(t) areroute choice parameter#f nodes is a border connection node and
represents one of the access points for the logistic unisgig to(n, [, 1) (that is,
i€V, ) then

G (E) = B Nl () i€V SV (©)

]
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WhereB”]l (t) is thenode splitting ratérom nodei to link (4, j), in the time interval
[t,t + 1), with reference tdn, [, u). Finally, if node: is a service node, both regular
and border, the dynamics of the node must be taken into atdbus

a5 = B - Qult) e VUV (10)

]

where@(t) is the number of logistic units exiting the notiésee next subsection).

3.2 Nodes

The dynamics of nodes is related to the possibility of quglmgistic units inside the
node and thus it involves service nodes only (both reguldriarder). Let us denote
with n" " (t), n = 1,...,N, I = 1,..., T, p € VU, t = 0,..., T, the number of
|OgIStIC units, belongmg to theth transportatlon request of network usemwhich are
in nodei, at timet, and have to reach border nodeAs before, in the following, the
triple (n, I, 1) will be referred to as a whole. The state equation is themgiye

n;z,l,u(t + 1) _ TL;L’Z’”( ) + qn 4 H( ) N QZT_L,lM(t) (11)

whereg;"” LE () ande’l’”(t) are, respectively, the number of logistic units(ef, )
which enter and exitin the time intervalt, ¢ + 1).

Q™ (t) is given by
Q?,l,u(t) _ Qn W, u( ) + Qn W, u( ) (12)

whereQ""*(t) (resp.,Q""""(t)) represents the overall number of logistic units, be-
longing to (n,l, ), exiting from node: and entering a road link (resp., rail link).
Q™" (t) is provided by

QM) =7 (8) - Qult) (13)

wherey;"” Li(t) is thenode-to-road composition ratand@; (t) is the overall number
of |OgIStIC units exiting; and entering a road link; this last term is given by

Qi (t) = min {51 (t) Ny (t), gz' (t) . A} (14)
with
N Iy
Z Z > ) (15)
n=11=1 LEVOUT

beings;" Li(t) the fraction of logistic units ofn, [, ) which are in node at timet and
leave, in the subsequent time interval, nanjely+ 1), the node towards a road link or
leave the network, and

N
ni(t) =3 Y. > nit) (16)
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Then, the node-to-road composition rate can be computed as

I e O R A ()
W = S T

In (14), s;(t) represents theode-to-road service rat@expressed as number of logistic
units per time unit) in the nodgin the time intervalt, ¢ + 1). Note that it is assumed
that every logistic unit entering a service node in a giveretinterval cannot exit the
node itself in the same time interval.

Before introducing the equation prowdm@b ’” , it is necessary to briefly de-
scribe the behaviour of logistic units on rail links. A ralilt (i,7) € A" is assumed to
be served by one or more trains which transport logisticsunitms to j. It is assumed
that one train begins a transportation &t each time instant and the number of logistic
units that are transported by the train depends on the dttte node. However, such a
number is upper-bounded by a val(ig; (¢) which represents the capacity (maximum
number of logistic units that can be transported) of thentleaving: towardsj, at time
instantt. Moreover, let; ; be the travel time of a train travelling frofrio j, expressed
as number of time intervals; such a value is assumed fixed-gmid& known.

Because of the finite capacity of trains, some of the logistiits that concluded
their service and that have to proceed with their travel iaildink, may be not allowed
to exit the node. Then, it is necessary to distinguish betvtiee “potential” number of
logistic units which leave from the node and the “actual” foem In (12),@;”’”@), is
the actual number. The potential number is provided by

Q7T (t) = A1) - QFT(D) (18)

where5""*(t) is thenode-to-rail composition rateand@fm(t) is the overall number
of Ioglstlc units which potentially exit and enter a rail link; this last term is given by

@;’OT(t) — min {ﬁi(t) -n;(t),s;(t) - A} (29)

17

with

N
G =D > FH (20)

beings# () = 1 — b (t), V(n, 1, 1), the fraction of logistic units ofn, [, )
which are in nodé at tlmet and leave the node towards a rail link. Then, the node-to-
rail composition rate can be computed as

~n,l, n,l,
Sbh(g) = e (AR ()
ai(t) - ny(t)

K3
In (19), 5;(¢) represents thaode-to-rail service ratén the nodei in the time interval
[t,t+1). The actual number of logistic units which leave from theesthen computed

as
n l,u Z fn l,u POTn L (t) (22)

JES (i)
(i,5)€ AT

(21)
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Wheref” l’“( t) represents the fraction of logistic units(@f, [, 1) which actually leave
the nodez towards rail link(, j), with respect to the relative potential number. It is
worth noting that the meaning @f}l’”(t) is different from that of splitting rates in-
troduced in the link dynamics. Moreover, such quantitiestsatisfy the following

constraint
N I,
ZZ ST ) - QT (1) < Cy (1) (23)

n=1l= IHEVOUT

n,l

It is worth finally observing that, wheh = g, all logistic units belonging tdn, [, 1)
leave the network; in this case, it turns @it (t) = 1,550+ (t) = 0,t = 0,...,T
Coming back to (11)g""*(t) is given by

. X;*; L)) i€V, CVee

n,l,u n )1

4’ (t) ) anlp ~n. 0, . RS BS IN BS (24)
g+ G () e VUV gV C Y

where, in case of service nodes that are not an access polagfstic units belonging

to (n, 1, i) (bottom expression of (24)&?’1’“&) (resp.g.” L1 (1)) represents the overall

number of logistic units, belonging te, , 1), coming from a road link (resp., rail link)

and entering node ¢7"*(t) andg"* (t) are provided by

@M=D o (25)
heP (i)
(h,i)e AR
An l,u Z gn l,u ’J) ZOTn l,u(t _ Az’,j) (26)
heP(i)
(h,i)eA"

4 Conclusions and Further Research Directions

In the previous section the model of an intermodal logistisnork has been presented.
The dynamic evolution of the elements (links and nodes)isfribtwork has been rep-
resented by means of discrete-time state equations wheesgdte variables indicate the
number of logistic units present in a link or in a node. Themmgcisions to be taken
concern the splitting of these logistic units over the alétive paths in the network (and
consequently the choice of transportation mode) and thesitistant in which they enter
the network. Different approaches can be defined in ordeeterthine these decisions
and they depend on which decision makers are considerefbaedch decision maker,
the decision power, the available information and the perémce indexes.

Three classes of decision makers can be considered in giefiestof all, network
usersare decision makers that must move goods from given origirggvien destina-
tions, characterized by specific due dates. These netwerls wgork in a competitive
environment, therefore each of them is characterized byeaifipobjective (i.e. mini-
mizing costs and/or travel times in order to deliver goodbimia given due date). An-
other class of decision makers is givenibfrastructure managersuch as managers
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of links (e.g. highways) or managers of nodes (e.g. ternmapatators) or managers of
trains. Each of them has, again, a specific objective (i.aimizing risk factors, max-
imizing profits, and so on) that can be in conflict with the ahijees of other decision
makers. A third class of decision makers is representeddiptial authoritiesor terri-
tory managerslevoted to manage the territory with social objectivesltisagassuring
security, minimizing traffic congestion, and so on). Thésee classes of decision mak-
ers are involved in a decision framework that is, in generdlierarchic structure. The
territory manager is at the top of this decision structuregecides on the basis of its
social objectives and it can act on the system in two waysdvysang the other deci-
sion makers about how to act or by imposing to them some gsli@.g. forbidding to
cover a given link in a certain time period, imposing the nemdif specific cargo units
that can move in a part of the network, and so on). The deddmken by the terri-
tory manager affect the decisions of the network managets digain, can be applied
by advisory or coercive policies and, in their turn, affde tlecisions of the network
users. Therefore, the network users make their decisioteiiryg into account the so-
cial policies of the territory managers and the cost/ineenpolicies provided by the
infrastructure managers.

The main decisions of the proposed system, i.e. the definitidhe path followed
by the logistic units, the transportation mode and the tims&aint in which they enter the
network, are taken by network users and this can be obtagw@aolution of a specific
optimization problem. The considered objective functioneerns the minimization of
some cost terms concerning the network users (travel adstsjncluding highway or
rail fares, deviations from due dates, and so on), possikighted in a different way
for each network user. In the considered optimization @oblthe constraints include
the discrete-time state equations of nodes and links, ds#/ebme other specific con-
straints. Note that the decisions taken by infrastructuaragers and territory managers
can affect the optimization problem both in the objectivedtion and in the constraints.
For instance, if the manager of a node/link applies diffefares in different time slots,
this is considered in the problem objective function. Othise, if the territory manager
imposes a limit to the number of logistic units that can mawva tertain area in a given
time slot, this is considered in the problem by adding a cairgt

The proposed model is very general and can refer to diffessttapplications, by
adding specific constraints and/or decision variablesctrapletely centralized system
is considered, a single large optimization problem mustheesl. Since such a problem
generally has a nonlinear form, if real applications aresttered, the problem dimen-
sions are probably too large to be solved with nonlinearesslv-or this reason, it could
be more reasonable to state different separate probleneafidr network user or for
groups of network users, in order to obtain smaller instamméehe problem. Anyway,
in this case, it is necessary to model the interaction ambagqetwork users (either
in a competitive or in a cooperative environment) such timaveerall solution can be
obtained by considering the single solutions that eachearhthas found by solving its
specific optimization problem. The present research agtisidevoted to the analysis
of some real situations and the statement of ad-hoc optifoizproblems, in order to
evaluate the effectiveness of different management jgslici logistic networks.
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Abstract. In this paper we consider the dynamic model of a logistic noide
transportation network and study dispatching feedbaclcigeslin terms of sta-
bility and optimality. A necessary and sufficient conditiimn the existence of a
stable feedback policy is given and a policy is presentedvhiould be optimal
if the transportation resources were continuous.

1 Introduction

An intermodal logistic system can be modeled as a networkpeising a set of nodes
(hubs and terminals) connected by the links establishedhéytransport operations,
which, in general, take place under different modes. Theagament of logistic nodes
in this network is a complex problem where several factokeha be taken into ac-
count, from the availability of carriers and their assigmirte particular tasks (in terms
of products to be shipped, destinations or routes), andlfodfnt of various perfor-
mance criteria such as timely delivery, minimization ofngportation and inventory
costs (possibly, both at the logistic nodes and at the degiims); see among others,
[1-4].

Many instances of decisional problems for these systemprasented and solved
in the literature; often transportation problems can beaeskkd in terms of linear pro-
gramming problems, see e.g., [5-8], and developing ad-&dmiques to obtain the
solutions, such as dynamic programming with linear appnaion of the (unknown)
value function. It is worth mentioning that by the approatifpo6] the framework of
the Logistic Queuing Networks is introduced.

A slightly different paradigm considers shipping policiessimplified models of a
logistic network (or a part of it) and addresses the minitieof transportation and
inventory costs, see for example [9, 10] and [15] where ahstsiic setting is adopted.
Still another example of management problems for a logigiite is represented by the
optimization of space allocated for containers in portg.(¢13]); or the optimization
of the operations of discharging containers from a shipy tbeation in the terminal
yard and the upload of new containers [14]. In these last @ges, the performances
considered can be also viewed in terms of the necessity tataiailow levels of stocked
products in the logistic node (in this case, a port). Theiktybf the dynamics of the
stock at a logistic node is therefore a relevant issue tokentanto account.
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In order to study the stability (and the performance of s$i#hg policies) from

a dynamical point of view, in this paper a simplified model ofogistic node in a
transportation network is considered and feedback pslisased on the current state
of the system are defined to control the node. The scenarimisto those arising in
other applicative domains (like in manufacturing, comneations, computer systems
or queuing networks in general), so the feedback policiesidered in this paper have
been inspired by various well established techniques dpeel in those domains. The
stability of these policies will be investigated and a nseeg and sufficient condition
for the possibility of stabilizing the system will be deten@ad. The sufficiency will be
established in a constructive way by determining a classlidips which guarantee the
stability of the system. A comparison among the performaméalifferent stabilizing
policies will be carried out through simulations, showihgtta policy, inspired by a
control known as optimal for the fluid version of the problemill provide the best
results among the policies considered in the paper.

2 Problem Formulation

Consider the discrete time model of a logistic node coltepf) different types of wares
which have to be shipped 1 different locations, and let;; (k) > 0 be the quantity of
items of typej = 1, ..., Q, with destination = 1,..., P, stocked at the logistic node
at timet,,, and collected in the bufférB;;. In this model adestinationcould be more
in general considered asraute among different locations, established through some
routing algorithm.

The time evolution of each;; is observed at various decisional time instants
and as such characterized by a discrete time dynamics. Dgnbj(k) the amount of
goods of typej to be sent to destinatianarriving in the node in the intervaly, t;11)
andu;; (k) the amount of goods of typeshipped to destinationfrom the node in the
same intervalty, ty+1), we have:

zij(k + 1) = x45(k) + dij (k) — (k) 1)

In addition to this dynamics, we consider that of the velsid&ecuting the shipping
task. Letn;(k) be the number of vehicles assigned to destinatiom the interval
(tk, tr+1); the total numbemV (k) of vehicles present in the node at timeobeys to the
following equation:

P
N(k+1) = N(k) + R(k) = > ni(k) 2)

i=1

whereR(k) is the number of vehicles arriving from outside in the ingi¢y, t4+1).
Notice that, according to the above dynamics, the total rarmbvehicles available for
a shipping task at timg, is given by

% These buffers could be considered as virtual, in the sersedrttsome cases we may have
items which are physically stocked in different places adicg to their type (in such a way
that the physical content of a buffer is givenﬁyf;1 x4;) as it happens for the stocked finished
products in a factory.
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Na(k) := N(k) + R(k) 3)

To model the inflow of vehicle®(k), first consider the simple scenario where there is
a fixed quantityN,. of vehicles which could serve the logistic node (as if forrapée,

the logistic node is a shipper who owns a certain quantityof trucks). A traveling
timeT; € N is associated to each route (i.e. destinatigir) particular?; denotes the
round-trip time, i.e. the interval after which a vehicle gain available at the node after
completion of a shipping task to destinatiorin this caseR(k) = Zf;l ni(k —T;)

is the number of vehicles coming back from their expeditaord therefore (2) reads as
follows:

P P
N(k+1)=N(k)+ > ni(k—T,) = > ni(k);  N(0) =N (4)

i=1 i=1

Notice that the total sum of vehicles (those at the logistidenand those traveling)
equalsN, at each time instant.

In other cases we can consider the logistic node and theestsipp separate entities,
so that the total number of vehicles which are going to acttes$ogistic node varies
with time; in such situation®/. can be obtained through a suitable average of the expe-
dition history in the node, and can be possibly perturbedwigsv vehicles are assigned
to (or removed from) the node. A possible way to model thisatibn is by perturbing
the signalR(k), i.e.,R(k) = Zf; n;(k—T;)+ A(k), whereA is a disturbance signal
characterized by certain statistical properties (e.go megan). Another interesting ex-
tension would be to add to the round trip time some noise {plysasymmetric, in the
sense that positive perturbations, so that- T}, are more likely to occur than negative
ones). As a first approach to the problem, in the following wesider the simplified
model (4), i.e., assuming that tigs are deterministic quantities aid. is fixed. In this
case the number of available vehicles at timeés: N, (k) = N (k) + Zf; ni(k—1T5).

Let’'s now consider the interaction between the stock dynaitil) and the vehicle
dynamics (4). To this end, assume that each vehicle hadddémblume capacity and
that each item of typg = 1,...,Q has a relative volume with respect to vehicle
capacityv; < 1 (thatis, a vehicle has unit capacity). Accordingly, we hinesfollowing
constraint for any routé&q

Q
> wjuii (k) € [0,n(k)]. (5)
=1

Sincen;(k) vehicles are used at timg for routes, it is reasonable that the above
quantity is larger tham; (k) — 1 (actually, by the policies that will be considered in this
paper, vehicles travel completely loaded).

The objectives of this work will be essentially two. Firserive conditions on the
stability of the system, that is conditions on the inflow procéss$, (relative) part vol-
umesv;, traveling timesl; and number of vehicled, such that there exists a policy of
selection of;(-) andu;; () which maintains limited all the buffers;(-). Second, ana-
lyze theperformancef some class of policies, trying to solve the optimizatiookgem



89

consisting in the selection of the (k) and of theu,; (k) to minimize:

K
J = glz(k)* (6)
k=1

wherey € (0, 1] is a discount factor an& a planning horizon, possibly infinite. The
functiong(-) penalizes waiting freights in the node, e.g., for a lingar),

P Q
g() =D cijay (7)
i=1 j=1

We now make a fluid approximation for the variables involved1), considering
xij, di; andu,;; as continuous quantities. Accordingly, the informatiooatthe vol-
ume of each typg = 1,...,Q is now carried by the continuous variables (now the
relative volumesy; have no sense per se, hence they will be dropped in the follow-
ing) and each cosi;;, assuming a fixed now has the meaning of holding cost of part
j =1,...,Q per unit volumé. Notice that also the variable$, V., n; will represent
volumes (multiples of the unit volume).

We will deal with the two problems above by restricting thatrol policies to those
which make vehicles travel completely full (this is possibhder the fluid approxima-
tion of the materials): this should represent, as remarleaiy a correct choice under
heavy traffic conditions. Notice, also, that transportatiosts have not been included
in the cost index: this depends on the fact that (i) trangpiorn costs are considered
constant in time; (ii) we restrict the analysis to policiesieh make all vehicles travel
completely full. The assumptions above imply that the tpamition cost is a fixed
componentthat does not influence the optimization probléra.choice of considering
the vehicles fully loaded is reasonable under heavy traffiditions (where allowing
the possibility of sending partially full vehicles may evampromise the stability), but
may become significantly sub-optimal in the case of reducfal rates, large holding
costsc;; and small traveling costs.

3 Stability

As an introduction, consider a one part-type systém=t 1) with constant inflow
processed; and equal transportation timés = 7', Vi. The equations are then:

l‘z(lﬂ—‘rl):l’l(/ﬂ)—‘rdl—ul(k), izl,...,P (8)
ui(k) € [0,n(k)] €)
p
Z ni(k) < No(k) (10)
- P P
N(k+1)=N(k)+ > ni(k—T) = ni(k) (11)
i=1 i=1

4 Formally, as if the system were described by new variables= x;;v; (and similarly ford;;
andui;) andc; = ¢;;/v;; dropping the “prime” and remaining with the same notation.
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Based on the Little’s law, the necessary and sufficient ¢amdof stability for this
system should be:

P

N,
Ydi< 2t 12
i:ld_T ( )

In fact, N./T is actually the effective number of vehicles available atheime unit,
and hence also the volume of goods the node m%y handle in eddi time. This must
be equal to the volume arriving from outside, D€;_, d;.

The stronger condition that there exists a static vehidteation such that:

for all 4, which implies condition (12), actually is not necessamyt (@early sufficient,
since if it holds, allows to apply a policy where vehiclesdireded once for ever among
the tasks and each task is fulfilled, with no interaction agnttrem), as shown in the
following simple example.

Example. Consider a system witd; = d, = .5, 7 = 1, N. = 1. Clearly it is
not possible to distribute vehicles once for ever (in factdoy static selection af;,
condition (13) does not hold). However (12) holds and, in, e periodic allocation
ni(-) = {1,0,1,...} andna(k) = 1 — ny(k), maintains the buffers bounded. O

Let us now return to the general case, but considering atdirsinstant inflow
process. Condition (12) should be substituted by:

P Q

Z Z dijT; < N (14)

i=1 j=1

which will be shown to be necessary and sufficient for theilityalof the node. In this
case, in fact, the quantity; 7; plays the role of avorkinflow in the system per unit of
time (in the sense that for each item of typ&o be sent ta, the system must allocate
a working capacity ofl;, where the total working capacity i8.). In the case of time
varying inflow rates (but with the inflow rate oscillating ilnaunded interval), the same
condition should hold with average inflow raté§.

Remark 1.Actually, while (14) is necessary for stability, the proeported below only
holds if the inequality in (14) is strict. We believe howetteat also the equality ensures
the stability. Notice, in any case, that a strict inequaditpuld be considered in practical
settings to guarantee a certain degree of robustness afthiitg property.

The previous discussion can be formalized in the followhneptrem.

Theorem 1. Condition (14) is necessary and sufficient (if taken witicstnequality)
to maintain all the buffers in the node bounded at all times.

Proof. NecessityThe necessity of (14) can be shown by relaxing the integestcaint
on then;(k). If the vehicle resource is not discrete, it is possible tantaén all the
buffers bounded only if there exists a static assignment@fvehicles (notice in fact
that in our model the inflow process is constant) which batarhe freight inflow into
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the system for all the routes The freight inflow into the system of parts to be sent
on the route is given by D, := Z?Zl d;;. If n; vehicles are assigned to this route,
since each transport requiréstime units,n; vehicles are available only evely time
units. The amount of wares accumulated in such a period endiy D; T;. So it must
be D; T; < n;. Summing over, we get the condition (14). Since this condition is
necessary for the relaxed problem, it is necessary alstéooriginal problem.
SufficiencyThe proof of sufficiency is constructive: we exhibit a clagpolicies
which, if (14) holds with strict inequality, ensures thdtthe buffers remain bounded.
The proof is very similar to the proof of Theorem 1 in [11]. T¢lass of policies ensur-
ing stability is like the CAF policies in [11] where, howey#re bufferz;; is processed
not until it is cleared (level zero) but until its level becesiower thanV,.. That is: all
the vehicles are assigned to a single route by filling therh thié products of a certain
buffer B;; (selected according to the CAF rule (15) reported belowy drthis buffer
has sufficient stock to use all vehicles, and the buffer isigkd when this is no more
possible. If no buffer can fill all the vehicles, the systemmaéns idle until this becomes
possible. Let,, denote the time a buffer has been finished to be processedchtiene
T, the next buffer will be the one (denoted withpsatisfying:

2 (1n) > €Y wij(7h) (15)
%]

for somee > 0 (e.g. the policy which selects the buffer with the largestteat will
belong to this class, satisfying (15) with aan¥ (0,1/P), see [11]). Letl; := T;/N..
Performing a derivation similar to the one reported in [1tlif possible to show that:

T*z*(1,) = Ne

— 1
1—p* d* (16)

Tn+1 — Tn S
where thex denotes the quantities corresponding to the buffer selexttémer,, and
p* := T*d*. The terms in (16) have been obtained as follows: the firsn@if_*f%")
corresponds to the time to bring the buffer from its initial level z*(7,,) to a value
below V. and is derived from [11] setting the setup ti;# 0 and considering that we
only need to reach a value bela\W. and not0; the second terr% takes into account
that when a buffer is selected, perhaps its content is lesgth. We define, as in [11]:

w(k) = Zfiﬁij(k)

Then we have:
w(tni1) =Y Tiwij(tnsr) =
(2]

= Z Ti [2ij(Tn) + dij(Tn1 = )] + T2 (T 41)
i,j#*

=w(r) + Y Tidij(Tns1 — ) + T*[2" (Tn41) — 2" (7))
1,7
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<w(r)+ Y Tidij(tngr — 1) + T*Ne — T*2* (7y,)
0,57
where the last inequality is implied by the fact tha{r,,+1) < N. (we stop processing
z* attimer, 1, when its content is below.). Exploiting (16),

T*z*(1, N.
w(Tpt1) < w(7n) Z Td” (1_7(;*) d*) +T*N.—T"x ()
LJF*

Now, introducing the notatiop := =, . T;d;j, we have thad~, ., Tidij = p — p*.
Introducing this in the equation above and simplifying, vet: g

_ 1—
W) < wira) =T () 7=+ 4

Using (15), the previous becomes:

w(Tna1) < w(r,) —TF EZ{L‘U (Th)—— —|— dp*N
T —p P

< n = n JLtve
< w(t) o 7')1 p*+d*

whereT,; = max; T;. So,

T 1—0] p

1) S w() [1—e= —Ne
(i) < i) |1 g 2] + 2

Notice that condition (14) under strict inequality can betten asp < 1, which is

exactly the condition con5|dered |n [11]. The proof can beticmed exactly as in [11]
where, however, for us;; = T; —2 (the same as in [11]) an@}; = ij So, asin
[11], itis possible to obtain:

1- p

T Bij
suppw(m,) < —~ mi?x OZJ.
ij

hence

whered,,, = min,; d;;. This allows to obtain that

1 T]u ﬁij N,
E ii(tr) < =—w(ty) < =—— 2oy e
- Tig\t) = ( )*Tmemi?xaij+ppm

is bounded for alt;, (whereT,, := min; T;). O
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4 Optimization

Consider for now) = 1 (one part type system). Now, under condition (14), if every-
thing is approximated through continuous variables, thévag policy is myopic [12],
that is, it is thecu rule if dealing with a linear cost functiog(x) as the one consid-
ered in (7). Thezy rule consists in processing the buffégs; according to a priority
established by the productimesy:, where in the present problem, the cost coefficient
c associated to the buffes;; is given by the coefficient;; in (7) and the maximum
processing rate for this buffer is given byu, = Iq\f_c: this is actually the maximum
processing capacity for goods with destination (rdn’u.té)here are however two major
differences:

— vehicles are not continuous resources;

— the capacity allocation has an influence also on the futtivee(allocate all vehicles
to destinationi we have to waitl; time units before we can change allocation)
while in the scheduling machine case, wheredheolicy has been proved optimal,
capacity allocations can change instantaneously at eaph st

4.1 A Possible Heuristic

According to the above observations, we propose here ayplat we believe repre-
sents a promising and simple real time rule. We do not give bgrroof of optimality
for this policy and neither give a proof of stability: the flsmance of this policy will
be explored from a computational point of view. Accordinghe simulations, the sta-
bility appears to hold whenever condition (14) holds: tlsisidt surprising since the
policy reported below reduces the idle periods with resfiettie one considered in the
proof of the sufficiency of Theorem 1. This depends on the tfzat, even if also this
policy (as the one considered in the proof of Theorem 1) da¢salow vehicles to
travel partially loaded, it is no more required here thattedl vehicles travel together to
the same destination.

In particular, at each time step, the policy consideredimgbction allocates the ve-
hicles available at that moment to the buffé; which, among the ones WitEj Tij >
1 (thatis, among the ones which allow to complete the load @facke) has the largest
cp index (where, as mentioned above, for the buffgy, the indexcy is given by
¢ijN¢/T;). To illustrate the policy more in detail, assume for simjyi Q@ = 1 and
letiy,...,ip be the priority established according to the rule (that isc;, /T;, >
¢, /T, forall k). Then, the policy is given by:

Ny (]f) = min {Na(k)7 inl (k)J}

niy (k) = min {No (k) — ns, (k), [i, (k)] }

and so on, wher&/, (k), defined in (3), is the number of available vehicles in therivel
(tk, tr+1). Then, tofill all the vehicles assigned to routeve set:

ui(k) = ni(k).



94

4.2 Simulative Results

We tested the policies discussed above in a system@ith1 (a single product)P =

3, characterized by the following parameters: del@dys= 4, T, = 3, T3 = 5; arrivals,
constantin timegd; = dy = 7, d3 = 5; with this choice the minimuniV, guaranteeing
stability is 74, according to condition (14). In figure ar@eaim the performances (6), (7),
with unit costse; = c3 = 1, co = 2, and~y = 1, of three policies derived by simulating
the system, for a finite time horizon, for various values @& plarametefV,.. The dash
dotted line shows the performances of the stabilizing paddiescribed in Theorem 1;
the dashed line the performances of the policy which alexat each time instant all
the available vehicles prioritizing the buffers with higlwantent, and the continuous
line the performances of the/i policy” (those coefficients, by the parameters chosen,
make buffer2 the one with higher priority followed by buffdrand3).

It is possible to observe that for valuesgf lower than the stabilizing value (74),
none of the policy described can achieve stability, coesist with Theorem 1 (for
N. < 74 the costs reported in Figure 1 result finite as a consequehtteedinite
time horizon considered). Fa¥,. > 74 the cis policy performs better than the policy
prioritizing the higher buffers.

Fig. 1. Performances of theu policy (continuous line), the serve-largest-buffer ppl{dashed),
and the basic stabilizing policy (dash-dotted), as a fomotif N..

5 Conclusions

In this paper, a simplified model of a logistic node has beersicered, where items
arrive from outside to the node and must be routed to diffedestinations. Waiting
items are stored in different buffers, according to the@issland destination. At first,
a necessary and sufficient condition is given in the papeth®@ipossibility of finding
dispatching dynamic policies that maintain all the buffeesinded. Subsequently an
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optimization problem is considered and a simulative corisparof the performance of
different feedback policies is presented in the paper. Tablpm has been studied un-
der a fluid approximation of the items traveling in the noties &llows to completely fill
the vehicles (and to neglect complex combinatorial loagiradplems). This possibility
is actually used by the policies studied in this paper thahakoallow the vehicles to
travel partially filled. This is actually a reasonable cteoimder heavy traffic conditions
where allowing the possibility of sending partially fulllvieles may even compromise
the stability, but may become significantly sub-optimalhie tase of reduced inflow
rates, large holding costs and small traveling costs.
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Abstract. The paper develops a novel and broad metamodel of a generic Inter-
modal Transportation Network (ITN), devoted to provide a reference model for
the real time management and control of such systems. In order to take opera-
tional decisions, the presented model describes in detail the ITN structure and
dynamic evolution that is updated on the basis of the information obtained in
real time by modern information and communication technologies tools. The
proposed metamodelling approach consists in employing a top down procedure
and is based on the UML formalism, a graphic and textual modelling language
intended to describe systems from structural and dynamics viewpoints. Hence,
the paper models a generic ITN starting from the network description and
shows as an example the metamodel of one of the most important nodes that
compose it: the port subsystem. To this aim, we present the main UML dia-
grams describing the structure and dynamics of a case study.

1 Introduction

An Intermodal Transportation Network (ITN) can be defined as a logistically linked
system integrating different transportation modes (rail, ocean vessel, truck etc.) to
move freight or people from origin to destination in a timely manner [9]. The 21st
century will see a renewed focus on ITN, driven by the necessity of moving ever
growing quantities of goods and by the technological evolution each of the transpor-
tation modes has recently gone through. However, ITN decision making is a very
complex process, due to the dynamical and large scale nature of the ITN, the hierar-
chical structure of decisions, as well as the randomness of various inputs and opera-
tions. Typically, ITN management techniques are based on a three-level hierarchy:
strategic, tactical and operational ones. Strategic planning involves ITN design and
considers time horizons of a few years. Tactical planning basically refers to the opti-
mization of the flow of goods and services through a given ITN. Finally, operational
planning is short-range planning and involves transportation scheduling at all trans-
porters on an hour-to-hour basis, subject to the changing market conditions as well as
to unforeseen transportation requests and accidents.
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The related literature has largely addressed the ITN modelling and management prob-
lems at strategic and tactical levels. Recently, entrepreneurs and researchers are being
attracted by the key problem of using effectively and efficiently the latest develop-
ments of ICT (Information and Communication Technologies) for ITN operational
management [6], [11], [12], [13]. In fact, since intermodal transportation is more
data-intensive than conventional transportation, ICT are considered a primary “ena-
bling tool” for the safe and efficient real time management and operation of ITN.
Indeed, today the effective use of the modern ICT tools has made it possible to know
the state of the system in real time and therefore manage and change on-line paths,
vehicle flows, deliveries and orders. In order to operate such choices, there is a need
of dynamic models that can track the state changes of the various system components
and determine operation indices typical of the real time management, such as utiliza-
tion, traffic indices and delivery delays [14]. In the domain of ITN models at the
operational level we recall the class of discrete event system models [1], [3], [4] and
of the simulation models [13], [14]. However, the above models are designed to de-
scribe a particular ITN and do not fully take into account the multiplicity of elements
that can influence the ITN dynamics and the corresponding information structure.
Since ITN are often complex and distributed systems, they have also been effectively
represented by multi-agent techniques. However, this promising approach to transpor-
tation and traffic management is still at its early stages [2].

This paper develops a novel metamodel of ITN at the operational level intended
for real time management and control of such systems. The metamodel has a general
and modular structure and is characterized by high information integration. In order
to take operational decisions, the presented model describes in adequate detail the
structure and dynamic evolution of the ITN and is updated on the basis of data ex-
changed by the players in the system and information obtained in real time by using
modern ICT tools [7]. The proposed approach consists in applying metamodelling by
a top down procedure based on the UML formalism [9], [10], a graphic and textual
modelling language intended to understand and describe systems from various view-
points. Hence, UML enables us to describe the structure and dynamics of a generic
ITN starting from the description of the network, until the model of the most impor-
tant entities that compose it (classes) and their corresponding activities. Moreover,
UML unifies the formalism by using appropriate and effective diagrams that can be
easily translated into a simulation software. Indeed, the approach to the management
and control of ITN is based on the construction of a reference model that simulates
the evolution and dynamics of ITN and provides to the control modules the knowl-
edge base necessary for decisions in real time. To this aim, the model reproduces the
behaviour of the ITN by storing the real events such as variations in demand and
orders, blockages, accidents, breaks and all those occurrences that interact with the
flow and management of materials and transporters. Hence, based on the knowledge
of the reference model state and the events, decision makers can make the appropriate
choices optimizing suitable performance indices. To the best of the authors’ knowl-
edge, such a UML based metamodel approach has never before been proposed for
ITN.

The paper is organized as follows. Section 2 describes the main steps of the ITN
metamodel approach. Subsequently, sections 3 and 4 respectively describe the static
and dynamic diagrams in the ITN metamodel. A conclusion section closes the paper.
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2 The Metamodel of Intermodal Transportation Networks

We consider a generic ITN constituted by a set of terminals (ports, airports, railway
stations, etc.), together with the interconnections between them and land infrastruc-
tures. Metamodelling is a technique that applies to models [5]. A metamodel provides
an accurate description of the constructs and rules needed to obtain semantic models
and encapsulates all the concepts that are necessary to describe the structure and dy-
namics of a particular system.

The metamodelling approach presented in this paper is a top-down approach that
decomposes the system to gain insight into its compositional sub-systems. In the top-
down approach an overview of the ITN is formulated, specifying any first-level sub-
systems: ports, airports, railway stations, intermodal terminals, ground, sea and air
connections, information systems, carrier and freight forwarder. Subsequently, each
subsystem is refined in detail from the structural and dynamical points of view, using
suitable UML diagrams, such as class diagrams and activity diagrams. In the follow-
ing sections we detail the main steps of the proposed ITN metamodelling approach.
First, a procedure addressing static models is devised, defining the so-called package
diagram and the class diagrams. Subsequently, process flows are considered and
dynamic models are obtained, by referring to the so-called activity diagrams.

3 Static Modelling of Intermodal Transportation Networks

3.1 The Package Diagram

The first step of the presented metamodelling approach consists in identifying the
main subsystems composing an ITN. These can be divided into structural subsystems
(i.e., ports, airports, railway stations, intermodal terminals, ground, sea and air con-
nections, carrier and freight forwarder) and the information system. They represent
the generic concepts used within the metamodelling framework and are modelled in
UML by packages. However, such subsystems are complex nodes that can be consid-
ered composed by other generic objects (or classes). Hence, we represent the overall
ITN by the UML package diagram [9], [10]. Packages are groups of entities related to
each other. Figure 1 depicts the package diagram of a generic ITN. We identify the
following seven packages that form the ITN: the port, the airport, the railway station,
the ground, sea and air connection, the intermodal terminal, the information system
and the carrier and freight forwarder (see Fig. 1). Each package is composed by dif-
ferent classes representing structural basic objects interconnected with each other.
Arrows show the cases in which a class in one package needs to use a class in another
package. This causes a dependency between packages: for example, the information
system is updated on the basis of data obtained in real time using modern ICT tools.

We assume that each package includes an information class representing the informa-
tive structure devoted to manage the considered system. However, we consider also
the possibility of the existence of a centralized information system that can manage
and coordinate different packages. For example, the port package contains an infor-
mation class that manages the flow of trucks, trains, cranes, etc. On the other hand,
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the external and higher level information system can control the interactions between
the port and the infrastructures, by receiving data from the port area and the ground,
sea, rail and air connections.

Information System

i ; ]
i\ v v X v
Railway Stationl Airportl Ground Sea Air| Intermodal terminal| |Port

A

f /
/
! ra

Carrier and freight forwarder

Fig. 1. The package diagram of the ITN: arrows show dependence among packages.

-7
>

Management_system

Costs Manager
Synchronization IS
i
H
Loading_Area Intermodal_Transport_System Customs_Authorit
Unloading_Area check
Quay Port_Area Crane Area
= ransportation_Means|
[ Queue
Container_Yard
Crane
Truck_Gate_Queue IF
— Gate_Queus I%
Parking_Area
Landside_Yard|[ 1]

Crane_Gate_Queue 4
Parking_Exit_Queue Ship_Exit_Queue

Truck Exit Queue| |rrain_Exit_Queue
Ship_Gate_Queue —

Tow_Parking_Area
1

Train_Gate_Queue

Truck_Parking_Area
Parkin; Gate_Queue
Seaside_Yard
—— [ — 1
Truck
Train ship | |
Tow
/2
g Container Pallet Freight

Fig. 2. The port class diagram: connections show relationships among objects in the class.

3.2 The Class Diagrams

The subsequent step of the static modelling consists in setting up the so-called class
diagrams, specifying the configuration of the various packages defined in the previ-
ously discussed package diagram [9], [10]. A class diagram describes the types of
objects in the ITN and the various static relationships between them. These are repre-
sented by different pictorial connections and may be relationships of association
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(solid line), aggregation (solid line with a clear diamond at one end), composition
(solid line with a filled diamond at one end), inheritance or generalization (solid line
with a clear triangle at one end), realization (dashed line with a clear triangle at one
end) and dependency (dashed line with an arrow at one end). Moreover, the class
diagram may show the features of a class, i.e. the name, attributes and operations of
the class.

As an example, we show in Fig. 2 the class diagram of one of the packages in Fig.
1, namely the Port: for the sake of brevity we omit the class diagrams of the remain-
ing packages in Fig.1, since they may be set-up similarly to the diagram described
here. The main classes included in the diagram in Fig. 2 are the Intermo-
dal_Transport System, the Management System and the Cost Manager. In the se-
quel we briefly describe such classes together with their typical attributes and meth-
ods. Obviously, these features may vary depending on the ITN under study [14].

The Intermodal Transport System class represents the overall port terminal sys-
tem. The class attributes are: 1) the dynamic lists of ships, trains and trucks currently
in the terminal; 2) the dynamic lists of ships, trains and trucks already served by the
operators in the terminal or by the quay cranes, waiting for permission to exit from
the terminal; 3) the dynamic lists of ships, trains and trucks queued and waiting for
service; 4) the dynamic lists of ships, trains and trucks currently being served; 5) the
dynamic lists of ships, trains and trucks currently leaving the terminal; 6) the lists of
occupied quay cranes and available ones. The class methods are: 1) the registration of
ships, trains and trucks entering the terminal; 2) the extraction from the list of ships,
trains and trucks waiting for service; 3) the extraction from the list of available
cranes; 4) the assignment of a crane to a specific task of freight loading/unloading; 5)
the crane activation; 6) the extraction from the list of ships, trains and trucks exiting
from the terminal; 7) the update of the list of served ships, trains and trucks; 8) the
update of the list of waiting ships, trains and trucks; 9) the update of the list of ships,
trains and trucks exiting the terminal; 10) the update of the list of available cranes.
The Intermodal Transport System class aggregates the following classes: Port Area,
Queue, TransportationMeans and Customs_Authority.

The Port_Area class represents the physical port area, modelled generalizing the
following classes: Quay, where the ship loading/unloading processes take place, Con-
tainer_Yard, representing the freight stock area, Crane Area, describing the crane
pick up and delivery point and Parking Area, representing the zones where vehicles
are parked. Hence, all these classes inherit the properties and basic services of their
parent class, i.e. the Port Area. This has the following attributes: 1) dimensions; 2)
list of occupied locations; 3) list of unoccupied locations; 4) opening time; 5) closing
time; 6) number of operators. Its methods are: 1) the extraction from a list of locations
in the port area; 2) the access control; 3) the assignment of a location to an entity
(ship, train, truck); 4) the clearing of a location upon the leaving of an entity. The
Container_Yard class defines the storage area where freight is stored and waits for
being delivered to their destination. The Quay class models the quay where ships are
loaded/unloaded. Hence, the Quay class aggregates the Ship class, while it general-
izes the Loading Area and Unloading Area classes. The Crane class attributes are: 1)
the crane type (quay crane loading/unloading freight onto/from the ship, stacker crane
retrieving/storing freight from the Container Yard, automated guided vehicle or trac-
tor moving freight from the quay area to the container yard area, etc.); 2) the crane
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identification number. The Loading Area class models the ship loading area, while,
the Unloading_Area class represents the ships unloading area. The Parking Area
class is the area where trucks wait either to be loaded or to be embarked. The class
also includes means of transportation waiting for any reason. The Parking Area class
obviously includes the Truck class and generalizes the Truck Parking Area and
Tow_Parking Area classes. The Container Yard class includes the Container class
and generalizes the Seaside Yard and Landside Yard classes. The Seaside Yard
(Landside Yard) class represents the warehouse area where containers, freight, tow
or pallets to load on trains or trucks destined to the inland (to be shipped) are stored.

The Queue class enables the management of queues and the computation of wait-
ing times and hence of costs. The attributes of this class are: 1) the maximum number
of entities a queue may have; 2) the queue management policy; 3) the velocity of
queue management; 4) the costs associated to the waiting time in queue of a user; 5)
the queue identification number; 6) the current number of users in a queue; 7) a Boo-
lean flag indicating whether the queue is full. Its methods are: 1) the inclusion of an
entity in the queue; 2) the cancellation of an entity from the queue; 3) the queue man-
agement; 4) the queue cost computation. Its children classes are called Gate Queue
and Exit_Queue, respectively representing the input and output queues in all the port,
e.g. queues in parking area, in crane area, etc. The Gate Queue and Exit_Queue both
have as children classes those representing the truck, train, ship, parking and crane
queues. For instance, the Parking Gate Queue and the Parking Exit Queue classes
respectively represent the input and output truck queues in the parking area.

The Transportation Means class represents the transportation means circulating in
the port, i.e., trucks, trains and ships. Hence it generalizes the Truck, Train and Ship
classes and is associated to the Customs_Authority class. Indeed, customs have the
task of controlling the arriving transportation means and applying the corresponding
taxes. The Transportation Means class exhibits the attributes: 1) the transportation
means identification number; 2) the transportation means dimensions; 3) the carrier
name; 4) the category of transported goods (e.g., hazmat); 5) the goods place of ori-
gin; 6) the goods destination; 7) the goods weight; 8) the identification number of the
carried tows, containers, freight or pallet; 9) a Boolean flag indicating full load; 10)
the current waiting time for the unload and load operation. The class methods are as
follows: 1) the load/unload operation; 2) the waiting time computation. Note that the
class diagram shows that the Truck class is included in the Train and Ship classes,
while it aggregates the Tow, Container, Freight and Pallet classes. The Container
class includes the Freight and Pallet classes, which in turn includes the Freight class.
Note that both the Tow and Container class have one attribute, the identification
number. On the contrary, the Pallet class attributes are the identification number and
its capacity, while the Freight class attributes are the identification number and di-
mension. The Train class represents trains moving freight entering or exiting from the
port. Such a class includes the Container class and makes use of the Intermo-
dal Transport System class, so that trains remain in the railway as minimum time as
possible. The Ship class models ships berthed at the port. This class includes the
Container and Truck classes.

The Customs_Authority class represents the customs and their tasks of controlling
all transportation means and their freight and applying taxes. It is therefore connected
to the Transportation Means class by an association function named “check”. Its



102

attributes are: 1) the opening and closing times; 2) the control time of goods; 3) the
number of customs operators. Its methods are: 1) the freight control; 2) the tax as-
signment.

The Management System class is devoted to managing the whole Intermo-
dal_Transport_System class. This class provides the rules to perform choices and
decisions in the ITN. Hence, it uses the database provided by the Intermo-
dal_Transport System class to elaborate the decisions. It aggregates the following
classes: the Synchronization class, introduced to minimize operation delays in the
intermodal terminal so as to maximize synchronization of operations; the Priority
class, which deals with the assignment of priorities to the transportation means (e.g.,
trucks transporting hazmat are assigned priority or a FIFO logic may be considered);
the Routing class, which describes the operation path that has to be followed; the
Sequencing class, assigning the subsequent operation that the system has to execute;
the Timing class, which determines the timing of the next operation.

Finally, the diagram in Fig. 2 includes the Costs_Manager class that computes the
managing costs of the container terminal. Hence, this class uses data stored in the
Intermodal Transport System and exhibits the cost calculation operations.

4 Dynamic Modelling of Intermodal Transportation Networks

In this section we employ activity diagrams to provide a “dynamic view” of the sys-
tem. Activity diagrams aim to describe the logic of the involved processes and the
workflow [9], [10]. They are similar to flowcharts, but they allow representations of
parallel elaborations in order to explain the critical points in the processes and work-
flow of the whole system by pointing out all the possible paths, parallel activities and
their subdivisions. The main elements of these diagrams are: the initial activity (de-
noted by a solid circle); the final activity (denoted by a bull’s eye symbol); activities,
represented by a rectangle with rounded edges; arcs, representing flows, connecting
activities; forks and joins, depicted by a horizontal split, used for representing concur-
rent activities and actions respectively beginning and ending at the same time; deci-
sions, representing alternative flows and depicted by a diamond, with options written
on either sides of the arrows emerging from the diamond; swim lanes, highlighting
responsibilities; signals representing activities sending or receiving a message, which
can be of two types: input signals (message receiving activities), shown by a concave
polygon, and output signals (message sending activities), shown by a convex poly-
gon. Moreover, activities may involve different participants in a system. Hence, parti-
tions are used to show which actor is responsible for which actions and divide the
diagram into columns or swim lanes.
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Fig. 3. The activity diagrams of the ship loading (a) and unloading (b) processes.

In the following we describe the activity diagrams of two basic port operations: the
ship loading and unloading processes. Note that, in order to illustrate in detail the
workflow of these processes, we refer to the case study of the Trieste port (Italy) [1].

4.1 The Activity Diagram of the Ship Loading Process

The logic flow associated to the ship loading operations of the port of Trieste [1] is
described by the activity diagram depicted in Fig. 3a. The actors of these activities are
the carrier (included in the Carrier and Freight Forwarder package, see Fig. 1), the
customs authority (represented by the corresponding Customs_Authority class in the
class diagram of Fig. 2) and the port area staff (operators that are attributes of the
Port_area class). When trucks arrive at the port area, the loading documents are pre-
pared by the carrier. They contain data about the freight producer (e.g., company
name, country of origin etc.), the transported goods (e.g., quality, quantity etc.) and
the vehicle (e.g., nationality, number plate etc.). These documents are uploaded in
electronic form and printed by the customs authority. The printed documents are
checked by the carrier and the freight is checked by the customs authority. Shipping
tariffs are paid by the carrier. Subsequently, the payment is registered and the ticket is
printed by the customs authority.

After the ticket emission and freight check, the port area staff has to manage the
access of trucks into the port. We enlighten that in the considered port terminal the
trucks arriving at the port can either be loaded into the ship with their tow or the tow
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can be unhooked and successively it is loaded into the ship [1]. At this point, on the
basis of suitable priority rules that are established by the management system, either a
complete truck can be loaded into the ship or a tow is unhooked and waits for the
assignment of an idle crane. More precisely, trucks move to the parking area and can
subsequently be loaded onto the ship. Alternatively, after the unhooking process,
tows are loaded on a crane and are stored in the landside yard were they wait for the
ship loading. Finally, tows are loaded by the quay crane on the ship.

We remark that the described logic flows may be significantly improved by suit-
able arrangements employing modern ICT tools, e.g. setting up a truck tracking de-
vice, an electronic transportation document system, etc. Obviously, the corresponding
activity diagram can be obtained by suitably updating the ship loading process de-
picted in the diagram of Fig. 3a.

4.2 The Activity Diagram of the Ship Unloading Process

The logic flow associated to the ship unloading operations is similar to the previously
analyzed loading phase and is described as follows (see Fig. 3b). The ship enters the
port and the freight forwarder prepares the documents to unload vehicles and goods.
These documents are uploaded in electronic form and printed by the customs author-
ity. Data contained in the documents and freight are checked. Tariffs to unload the
ship are then paid by the freight forwarder, successively the payment is registered and
the ticket is printed. When the documents are checked and the tickets are ready, the
authorization is issued. Hence, the port area staff, on the basis of the priority assigned
by the management system class either enables the exit of trucks or assigns an idle
crane to tows. In the latter case the tows are parked in the seaside yard, where they
wait for trucks. Finally, trucks hook the tows and leave the port.

Similarly to the activity diagram of the ship loading process, also the activity dia-
gram of the unloading process may be significantly improved by modern ICT tools.

5 Conclusions

The paper presents a novel top down procedure to develop a metamodel of Intermo-
dal Transportation Networks (ITN), devoted to real time management and control at
the operational level. To this aim, the model describes in detail the structure and dy-
namic evolution of the ITN so that it can be updated in real time using information
from the real system obtained by modern information and communication technolo-
gies tools. The proposed metamodelling procedure is based on the UML formalism, a
graphic and textual language able to describe systems from structural and dynamics
viewpoints. To show the proposed model effectiveness, the paper focuses on a par-
ticular node of the ITN, i.e. the port, with particular reference to the port of Trieste
(Italy). The detailed description of the main system components and of two basic
processes of the port show how the UML diagrams can effectively depict the struc-
ture and activities of such complex and large systems. Hence, the proposed metamod-
elling approach and the used UML formalism provide a reference model that closely
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simulates the evolution of the ITN. This feature of the reference model is crucial and
can be effectively employed in order to supply the control modules with the knowl-
edge base necessary for decisions in real time. Future research will address the model
of all the nodes of the ITN and the specification of the decision and control modules.
In addition, we plan to apply and validate the proposed approach to a real case study.
To this aim, preliminary studies are being carried out with several European ports and
authorities in the framework of a research project funded by the European Commis-
sion. Finally, further studies could be developed to support learning from data in the
provided model, e.g. adding decision support and control modules based for instance
on agent techniques.
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Abstract. This paper deals with the system interface of the integrated
intelligent safety system that involves the vehicle applications of airbag
deployment decision system (ADDS) and tire pressure monitoring system
(TPMS). Lab Window/CVI in C interface program is developed for prototype
implementation. The prototype implementation is the interconnection between
the hardware objects of the intelligent safety devices such as load cell,
Logitech web-camera, Cross-bow accelerometer, TPM module and receiver
module, data acquisition card, CPU card and touch screen. Integration of
several safety subsystems decision such as the image processing module,
weight sensing module and the crash detection module are fused for intelligent
ADDS. The integrated safety system also monitors the tire pressure and
temperature and analyze the TPMS data for tire condition classification. The
system interface developed the integrated system prototype performance that is
evaluated through several test runs. Their result proven the embedded
intelligent safety system is unique, robust and intelligent for vehicle safety
application.

1 Introduction

The term “intelligent safety” does not literally mean that intelligence resides inside
the vehicle. The “intelligence” implies here as an active essential part of the vehicle
that contribute to safety, security and driving comfort. Intelligent safety system
provides operation to ensure the safety and comfort level of the occupant in the
vehicle [1]. However, due to occupant expectation of high level of control and safety,
a large number of individual safety systems are needed [2]. This increased concern for
safety issues has resulted to design accurate integrated intelligent safety system that
involves features technologies, characteristic of safety issues and providing solutions
by monitoring, detecting, classifying, impending crash or unsafe driving conditions,
warning the driver, improving his or her ability to control the vehicle and prevent the
accident [3].

Many individual researches have been focused on the safety issues such as
occupant detection, classification and position, vehicle crash detection and its severity
analysis, TPMS etc. For example, occupant detection and characterization are the
fundamental importance [4] to improve the safety and comfort features of the



107

occupants. However, it is a difficult task, despite the success of some of these
systems, the occupant detection such as human, non-human object and its
classification still pose a number of challenges with respect to real time
implementation and operation [5].

The vehicle crash detection is very helpful for preventative safety, preventing
accidents and collision for minimizing human injury when an accident occurs [6].
However, in past it has been a rather seldom discussed on research and theoretical
analysis of crash in the field of traditional engineering [7]. It is therefore NHTSA and
other safety concern made rule that vehicle crash detection and analysis are
mandatory for safety issue [8].

Similarly, the safety issue on TPMS is a significant factor in the driving experience and
vehicle performance [9]. Accordingly, the NHTSA made a legislation known as the
TREAD act in which after 31 October 2006, all vehicles in United States should have
the option of TPMS [10].

The system interface for the prototype implementation of intelligent safety system
is the most important. It is therefore, this paper pursue the interface program that are
used for the development of an innovative integrated intelligent safety system to
identify major hazards and assess the associated risks in an acceptable way in various
environments where such traditional tools cannot be effectively or efficiently applied.
The safety device provides data to the intelligent safety system that is useful for the
development of ADDS and TPMS. The objective of this paper are met by integrating
and developing the advance solution of the innovative safety issues likewise occupant
detection, classification and position, vehicle crash detection and its severity analysis,
TPMS and other detrimental issues.

2 System Integration

There are a number of limitations with the conventional architecture of the vehicles
intelligent safety systems. The safety measures are challenging and increasing
awareness of the automotive companies, due to customer expectation of high level of
control and safety. However, because of the wide variety of individual safety system,
it needs a large library of programs and much expensive individual platforms. This
wide variety of safety is continuous increasing the complexity that would lead to a
physical maximum and interdependence between the systems. So as to extract the
most of the individual demands, the platform need to be integrated, addressed a robust
algorithm and calibration process to optimized and validate the vehicle integrated
safety system. The principle motivation behind the system integration is to reduce
individual systems safety device management cost in the performance domain. The
integrated intelligent safety system aims to provide heterogeneous workload
management concepts and functions to the safety issues and validate them based on
performance diagnosis of collected monitoring data in a developed platform.

The intelligent vehicle safety platform identifies the hardware and software
execution environment of a system. The hardware platform identifies a set of
hardware objects associated with processors. The system interface provides a high
level of interface between software objects running on different processors that
control the hardware. The proposed integrated safety system deals with the safety and
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comfort issues in the modern vehicle such as TPMS, occupant detection, detection
and position and vehicle crash detection. This integrated safety system gathers data
through a set of sensors, collected the data through acquisition processes and
eventually reacts through a CPU and finally, safety issues are monitored in a LCD
display unit.

3 Method and Algorithm

We have developed the algorithms for ADDS and TPMS. In ADDS, we have
developed the individual algorithms for occupant detection, classification and position
based on weight sensing and image process as well as for vehicle crash detection. In
weight sensing, in order to classify, the weight measurement data are used with logic
combination. We consider that less than 10 kg as a non-human object, while the child
setting is ‘10 kg<child<35’ and the adult setting is 35kg<adult<100kg. For example,
when an adult occupant is on the seat, the adult logic is true, and child and non-human
object logics are false, which the dynamic output classifies as adult and displays its
decision on the monitor. In position detection, we have calculated the centroidal
distance Fx and Fy are as follows.

Fx:x(—ﬂ+F2—F3+F4) )
(F1+F2+F3+F4)
(F1+F2—-F3-F4)

B2y At )
(F1+F2+F3+F4)

where F1, F2, F3 and F4 are weight forces of the four sensors, while x and y are the
distances from the centre to the sensor in x and y directions, respectively. These
calculations of Fx and Fy provide the appropriate position of the occupant.

In image processing, the algorithmic approach for detection and classification of
occupant, non-human object and non-object as shown in Fig. 1. The proposed system
is functioned with the combination of fast neural network (FNN) and classical neural
network (CNN), in which the FNN is trying to extract any positive detection
including false detection. Post-processing strategies are applied to converts
normalized outputs and for adjusting intensity histogram equalization or lighting
correction function are also applied to solve false detection. The output of FNN is
then feed to CNN to verify which region is indeed the system detection. This
proposed combined network is quite robust on detecting accuracy and computation
efficiency rather than single network, which is unable to fully eliminate false
detection problem.
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Fig. 1. Neural network algorithm for the occupancy detection.

This variable, Av(t) is an essential parameter for crash detection that can be found
in the algorithms development. The change in vehicle velocity, Av(t) is obtained by
computing the integration of the acceleration signal [hannan elsevier] as shown in
below.

Av(t) = [a(t)dt = =4’ [ cos (1 + ) 3)

Selecting a threshold value of the vehicle velocity, Vy, is therefore required to
facilitate the decision making of whether or not an effective crash has occurred. Such
threshold Vy, value can easily be determined from the lowest speed of an effective
crash defined by NHTSA i.e. 22.54 km/h. In order to detect crash, the developed
algorithmic steps are as follows,

1) If Av(t) > Vy,, then output =*1’; DECISION: Effective crash is detected.
ii) If Av(t) < Vy, then output =°0’; DECISION: Effective crash is not detected.

An increase in vehicle speed during crash increases the crash severity factor. The
change of velocity, Av(t), over a period of time, T, at the detection state can be
computed since the integral over the noise component is approximately zero. The
circuit for computing Av(t) can be designed using systolic architecture to achieve the
real-time speed. The output of the detection state is fed into a data acquisition card for
system development.

In TPMS methodology, there are two ways to acquire data from the sensor
likewise, using a successive approximation algorithm or by a threshold check. A
successive approximation provides an accurate conversion of the sampled temperature
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or pressure reading into an 8-bit value. In the threshold check, the DAR is preloaded
with a threshold value during standby/reset mode to detect whether the pressure or
temperature has crossed a particular level. The receiver module is capable of
receiving both OOK and FSK through UHF receiver that communicates with the CPU
by a SPI. The UHF receiver detects and demodulate the signal through Manchester-
encoded bit stream, sending out the important data to the CPU that is monitor in the
display unit. The TPM and receiver module is loaded with a simple software program
to effective the functionality of the hardware. The assemble code for TPM tire module
is written using the “WIN IDE” integrated development environment and
programmed into RF2 through the programmer board that transmitted data to the
receiver module. Receiver module communicates with the UHF receiver using the
Turbo C Borland C compiler run under DOS. A function “TPMReceiverModule”
created in the main interface program is called in UKM.dIl to monitor pressure and
temperature that is extracted from TPM receiver through SPI connection to CPU.

4 Prototype Structure

The hardware prototype is a vital representation of final design of integrated safety
system. It is also the basic tool to find deep bugs in the hardware. This is why; it has a
crucial step in the whole hardware structure design of embedded system.

This system implementation is developed through the physical interconnections
between hardware objects using standard hardware design technique. The whole
developed system structure consists of the following hardware objects such as sensors
as tire pressure monitoring modules, load cell weight sensor, Logitech web-camera
(WC) and Cross-bow accelerometer (AC) crash sensor, data acquisition card for
analog to digital conversion, CPU card, touch screen for deploying result and ATX
switch mode power supply (SMPS) as shown in Fig. 2.
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Fig. 2. Hardware structure of integrated prototype system.
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5 System Interface

In this interface program, data are acquired from the weight sensor inside the
passenger seat and crash accelerometer sensor fixed on the vehicle bumper through
AXIOMTEK AX10410A acquisition card. This weight and crash sensor provides
analog signal that received by CHO to CH6 of the A/D converter of DAQ card from
the 4 weight sensors and a 3 axis of crash sensor. A web-camera is connected to the
CPU through USB. The program firstly determined whether the seat is empty, human
or non-human something is on it according to the logic combination of measured
weight sense and image on the seat. Then classify the occupant size based on weight
measurement data with logic combination. For example, when an adult occupant is on
the seat, the adult logic is true, and child and non-human object logics are false, which
the dynamic output classifies as adult and displays its decision on the monitor. The
interface system also determined the centriodal position of the occupant to find
whether the occupant is in good position or not. Occupant detection, classification and
position along with vehicle crash detection decision provides decision to the ADDS.
TPM receiver module is connected to the CPU through SPI that extracted pressure
and temperature for monitoring and provide warning system to the display unit.
Details interfacing connection among the external sensors and power supply to the
data acquisition card and CPU are shown in Table 1 and Table 2.

Table 1. Connection the external sensor to the DAQ and CPU.

DAQ and Sensor Type Wire Color

CPU

Channel 0 Weight Sensor ~ Blue (Left
Bottom)

Channel 1  Weight Sensor Violet (Left Top)

Channel 2 Weight Sensor Orange  (Right
Top)

Channel 3 ~ Weight Sensor White(Right
Bottom)

Channel 4  Crash Sensor Violet (X-axis)

Channel 5 Crash Sensor Yellow (Y-axis)

Channel 6  Crash Sensor Black (Z-axis)

USB Web-Camera USB Port
SPI TPM Receiver Serial Port
Module

Table 2. Power connector on the power supply and CPU card.

Wire Colour Wire Type
Yellow 12 volt
Red 5 volt
Black Ground
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The displays are shown on a touch screen. The touch screen has three different
connectors likewise USB, VGA and 12 volt regulated power supply.

Table 3. Touch screen display unit connectors.

Connector on the Touch Connection to the

Screen Other End
Connected to the

USB connector USB connector on
the CPU card.
Connected to the

VGA connector VGA connector on

the CPU card.

Red wire goes to
the Yellow
connector on the
SMPS and the
Black wire goes to

Power connector, Red wire
— 12 Volt Black wire —

Ground the black
connector on the
SMPS.

6 Interface Program

The system interface between the software and hardware is developed based on Lab
Window/CVI in C programming language. The Low level driver called
“c:\cvinterface\UKM.dII” is written as a Win32 DLL file where the functions inside
the DLL are called by the Lab Window/CVI C program. In this DLL file, the function
called “Funcl” processes the analog signal received by CHO to CH6 of the A/D
converter of DAQ card from the 4 weight sensors and 3 axis of crash sensor. The
function “HumanDetection” provides the decision based on weight sensing whether
the occupant is adult, child or empty. The function “ImageProcess” is called inside the
UKM.dII to perform the face detection. This function returns a 1 if the image captured
by the web-cam is detected as “human” else if it detects a “Non Human” the function
returns a 0.

This 1 and 0 is fused with the logic combination of weight sensor to detect
occupant as adult, child, non-human object or empty. The function “CrashSensor” is
responsible for whether crash is generated or not. The function for position detection
“PositionDetection” calculates the centroidal distance of x and y axis from the
UKM.dII that display is the GUI and provides the decision for occupant position.
Finally, the function “ABagParm” provides the airbag deployment decision upon
fusing logic combination of occupant classification, position and vehicle crash
detection decision. The function “TPMReceiverModule” also called in UKM.dII to
monitor pressure and temperature that is extracted from TPM receiver through SPI
connection to CPU. The Fig. 3 shows the details program flowchart diagram of the
UKM.dIL
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Fig. 3. Interface program flowchart of the integrated system.

7 Experimental Results and Discussion

The experimental results and graphical user interface on the touch screen graphs
representing real-time field applications of the integrated intelligent safety system.
The results contain for network interface processing, image and signal processing for
occupant detection, classification and position, vehicle crash detection and its severity
analysis towards ADDS and the performance monitoring of TPMS. Usually the real-
time constraints vary up to 1 minute. However, in our prototyped hardware, the
execution vectors of whole system are derived from the experimental measurements
within 50 ms. The results in decision and graph on the GUI, the resource library is
assumed that contain CPU, data acquisition card, sensors and their interface between
sensor and CPU. Details of experiment results and its analytical discussions are given
below.
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7.1 Results and Discussion

Occupant detection, classification and position is confirm based on the logic fusion of
image and signal processing data. In image processing, the intelligent safety system is
used two-data sets of images in the experiments to test the detection performance of
human face and non-human object, which are distinct from the training sets. The first
sets consist of 253 test images, whose have a wide variety of complex background in
the various environment and scale changes for the object of interest along with some
occlusion and variations in lighting. 25 human face image of interest is taken for a
total of 253 test image. The second data sets contain 112 test images that have been
collected from 7 non-human object of interest is taken. The systems undergo the
bootstrapping cycle with ending up 4500 to 9500 zero samples, to evaluate the
performance of true detection of the test images and the rate of false detection from
the image of natural scenes that do not contain human face or non-human object.

Table 4 shows the performance of human face detection results of various
methods on the test set 1 and compare with other systems in term of the number of
detect faces, miss faces, false detection and computation time. The successful rate of
the proposed method is 97.6 %, with 6 false alarms. It should be noted that the
number of false alarms is quite small in compared to methods Yacoub et al. [11] and
Fasel et al. [12] which is 347 false alarms. This may show the capability of the
combination of two networks to highly separate human face from non-object
examples. The higher performance of Rowley et al. 1998 [13] is likely due to the size
of training data. We used a 7344 human face images and 8000 non-object examples,
while Rowley et al. 1998 trained with 16000 face images and 9000 non-faces images.
However, the technique is less efficient than our techniques in term of the false
detection and response time. On the other hands, Yacoub et al. [11] shows a very fast
time processing but have a drawback of higher false alarms.

Table 4. Detection Rate of Set 1 on Different Methods.

Human  Miss No. Proces
Method  Detect Human  False s

(%) (%) Detec  Time
NN 97630 237% 6 23s
zowley ° 9786% 2.14% 13 0.013M
;(lacoub e 9431%  15.69% 347  07s
Elasel e 96.8% 3.2% 278  3.1s

Similarly, Table 5 shows the summarized results of non-human object on the test
set 2 and compare with other systems. We found that non-human object detection rate
is 96.42%, which mean 108 out of 112 numbers of non-human objects are detected.
The false detection rate is 3.58%, which is lower that Agarwal et al. [14] and others
methods [15]. However, the average process time is almost same with others method
providing additional calculation on CNN. Based on the results shown in Tables 4 and
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5, we can concluded that both human face and non-human object detection system
make acceptable tradeoffs between the number of false detection and detection rate.

Table 5. Detection rates of set 2 on different methods.

N-Human Miss N- No. Proces
Method  Object uman False s
Detect Object Det. Time

ENI\”CN 96.42%  3.58% 4 2.9s
‘:tg;rwal 94% 6% 30 3.6s
{éﬁ;‘%‘éﬂt 82% 18% 187  4.0s
}21‘1’2 & 9504 5% 71 07

Once the image processing part completed, the “ImageProcess” function provides
1 for human and 0 for non-human object. This 1 and 0 is fused with the weight sense
of the sensor situated inside the vehicle seat to provide accurate occupant detection
and classification for the integrated intelligent safety system. To illustrate the
performance, some exemplary results obtained from the prototype system are
demonstrated for instances such as, when the seat is occupied or empty. If occupied,
the occupant is classified as an adult, child or non-human object. Usually, human in
the seat provides its weight with positional variation. However, non-human object like
grocery bag is static and provides its weight without positional variation. It also
demonstrates that the position of the occupant can be determined for consideration of
safety issues in airbag application or for measuring the comfort level.

Figure 4 shows the centroidal position of y_centroid vs. x_centroid of the vehicle
front passenger seat of size 50x50 cm that indicates various position of the occupant
such as standard, good and bad with marking blue, green and violet lines,
respectively. Figure 4 (a) shows that occupant in the seat is good position with relax
mode aligning to the back of the seat. Figure 4 (b) shows that the occupant is in bad
position i.e. the occupant is aligned very much right to the seat. On the other hand,
Figure 4 (c) indicates that occupant is in bad position and very close proximity to the
airbag. In that case, our safety device will not provide decision for airbag deployment.
Similarly, Figure 4 (d) also indicates that the occupant is in extreme left of the of the
vehicle seat.
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Fig. 4. Occupant centroidal position calculation.

Next, we have implemented the experiments of the frontal static crash using crash
generating device and with the interface program. The experimental result of the crash
reaction force being applied to generate crash is shown in Fig. 5. We have tried to
obtain the reaction force during the repeated crash conduction at a time 51 sec to 80
sec. Figure 11 shows, during repeated crash, it gains a huge force of ~ 1000 N/m to ~
5800 N/m and definitely the crash velocity immediately before the crash is greater
than the 22.54 km/h. The reaction force depends on the crash velocity of the system.
It is stated that as velocity increases the reaction force also increases, which in turn
increases the crash severity. This is a situation that put the occupant at a higher risk.

Crash reaction force
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Fig. 5. Vehicle crash reaction forces.

For analysis of tire data, the ‘Goodness of Fit’ statistical analysis for the model is
tested with all the variables. Figure 6 shows the ‘Goodness of Fit’ of the principle
component analysis with polynomial fitting. The fitting result of parametric model of
SSE is 0.1358 with 95% confidence bounds, which is close to 0 and indicates that the
data fits well. The value of the multiple correlations R* coefficient is 0.8452, whilst
the adjusted R* value is 0.8267. Both reveal about 85% and 83% match in the
outcome which indicates a good fit. In addition, the RMSE value of 0.161, which is
close to 0, also implies that the data fits well. In Fig. 6 (b), residuals of the
polynomial fit appear to be randomly scattered around zero, which again indicates the
model perfectly fits the data under the study. In short, we have statistically proven
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that TPMS can play an important role to enhance tire safety, performance and
maintain reliable operation in combine with vehicle intelligent safety system.

Principle compoenent data and polynomaal fithing
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Fig. 6. Principle component analysis and goodness fit.

The Fig. 7 shows the display unit of experimental results and decision monitoring
operation of the implemented integrated intelligent safety system towards ADDS and
TPMS. The ADDS is involved on occupant detection, classification and position,
vehicle crash detection and its severity analysis. The safety feature functions are
activated by pressing start button.

INTELLIGENT VEHICLE SAFETY SYSTEM
b 3

woight x_contx y_conir

[% [zra7 173

STATUS OF OPERATION

Fig. 7. Display of integrated intelligent safety system.

The display unit successfully achieved the decision application of safety features.
Several safety issues related decision performances are fused using logic combination.
In Fig. 7, its shows that when the system detect adult occupant and keeping good
position, the airbag will not be deploy, provided there is no crash detected by the
system. All the decisions in the display unit are shows as green mark. Accordingly,
the icons of occupant total weight, centroidal position, axis wise crash data and
position graph are displayed. For TPMS, the display unit also shows that all four tire
acquiring the real-time temperature and pressure data, respectively. Therefore, the
integrated prototype provides the optimum and their fused decision on various safety
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issues that is very useful related to the safety issues for vehicle driving assistance
system.

Similarly, when adult occupant is detected and keeping good position, airbag is
deployed only whenever the vehicle crash is detected.

However, if the occupant position is bad i.e. occupant is very close to the airbag
unit, the airbag would not deploy though the vehicle crash is detected. This is because
of the huge reaction force would hit the occupant due to close proximity between
occupant and airbag unit. This is a situation that put the occupant at a higher risk.

8 Conclusions

In this paper, the system interface of the integrated prototype implementation of
vehicle intelligent safety system has been presented. Lab Window/CVI in C interface
program is used for the real-time intelligent safety systems prototype implementation.
The safety system such as TPMS, occupant detection, classification and position,
vehicle crash detection and its severity analysis are integrated. The prototype is made
by developing the algorithms and methodologies of the hardware platform and system
interface program. The application of the embedded intelligent safety system has
resulted in successful real-time working device, which will provides the validation of
the performance diagnosis of the safety system. The contribution of the interface
system of this prototype are performance characterization, problem determination
and real-time work load data monitoring of a distributed safety issues and provides
safety warning, whose are applicable in successfully operation.
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Abstract. Described are the motivation and a method for combining readings
of RFID tags placed in static locations in a plant environment using a mobile
reader attached to a forklift and inertial measurements of the motion of the
forklift to track its position and ultimately the positions of containers it moves
within the plant. Strengths and limitations of RFID-based and inertial-based
methods are presented along with an algorithm for postprocessing and
combining the readings of each. The accuracy of the resulting position
estimates are shown to be on the same order as the accuracy of RFID reader
range variation.

1 Introduction

Desire for real-time visibility of inventory and assets across the supply chain is
driving fast adoption of advanced information technology for location tracking.
Location information eliminates the need for non-value added inventory search
activities and creates a foundation to further optimize the operational efficiency of
business units [1]. While the integration of RFID, GPS, and wireless communication
is already common for the logistics industry to track products in routes between
supply chain sites [2], tracking within indoor environments such as plants and
warehouses is still a challenging problem.

Advancements in RFID technology have facilitated locating tagged assets
indoors [3]. In particular, the field of Real Time Locating Systems (RTLS) is rapidly
growing, primarily employing active RFID. Existing RTLS solutions differ in
operating frequency, methods, granularity, accuracy, and the resulting cost of
infrastructure and operation. Despite significant development, RTLS is presently
prohibitive for commodity item tracking due to the substantial cost of active RFID
and is typically employed only for tracking personnel and expensive resources.

Tracking commodity inventory or containers is usually accomplished using
passive RFID and fixed readers operating at "choke points", providing zoning
location of a given inventory item. For a large area, the infrastructure cost can be
very high, and often fixed readers are installed only at shipping and receiving doors,
providing inventory information but not location. The recent introduction of forklift-
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mounted mobile RFID readers [4] addresses the problem of limited visibility into
inventory locations associated with choke points. In this case the locations of the
inventory items can be recorded from the location of the RFID reader at the point of
unloading. Provided that these items will be moved using only vehicles equipped
with the reader and the location of the reader is known, this method can offer
relatively reliable location records. A number of different approaches have been
proposed for localization of mobile readers. In addition to the RFID-based RTLS
mentioned above [5, 6], other technologies include Wi-Fi, Ultrasonic, and Infrared.
Often these network-centric approaches are hampered by the need for a substantial
initial investment in infrastructure to ensure the required coverage and accuracy. An
alternative approach relies on sensors and instrumentation installed on the delivery
vehicle to track its location.

There is a substantial body of knowledge related to vehicle-centric localization
methods developed within the field of robotics [7] and successfully applied in
industrial settings [8]. The most common approaches are dead reckoning and the use
of landmarks. Dead reckoning is a method of finding the relative position of a mobile
device from a previous known position using inertial measurements or odometry.
Challenges with this method include the need to know the original position and the
accumulation of errors requiring continuous resetting of position using other sensors.
Landmark-based localization determines the absolute position of the device through
the recognition of predetermined distinct natural or artificial features of the
environment. Artificial landmarks are location reference markers attached to walls,
ceiling, or floor that can be easily recognized by vehicle-mounted instrumentation and
can be relatively inexpensive to install. Examples include special visual patterns [9],
infrared light-emitting diodes [10], and RFID tags [11-13].

Although both dead reckoning and landmark-based methods are error-prone,
fusion of the two can result in relatively reliable localization. Several localization
methods have been proposed that deal with uncertainty of the measurement data and
provide data fusion from different noisy sources such as dead reckoning and
landmarks. The Kalman Filter is a widely used method to compensate for noise and
is applicable to the localization problem [14]. Monte-Carlo or Particle Filter
localization [15] and fuzzy logic [16] have also been considered. In this paper we
present an algorithm for the fusion of RFID-based localization and inertial
measurement to obtain an accurate location of a delivery vehicle (forklift). With the
forklift already equipped with a mobile RFID reader, it is logical to consider the use
of passive RFID labels to create static location references in the environment. Since
the application considered does not require instantaneous knowledge of an asset's
location, the data from both inertial measurements and RFID are fused using post-
processing.

This paper describes the automotive part stamping environment and the need for
container tracking. Passive RFID and inertial-based localization are then presented
with strengths and weaknesses of each individually. The synergistic fusion of the two
methods is shown to eliminate the weaknesses of each and is further improved by
post-processing.  The data fusion algorithm is then described, followed by
conclusions.
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2 Background

The automotive stamping plant is a first tier supplier providing major components for
the vehicle body including doors, fenders, roofs, etc. The stamping plant supplies
parts to assembly plants and service facilities using truck or rail transportation. In
general, the stamping process consists of blanking, die press, and assembly/welding
operations. At the end of the press or assembly operations the parts are placed into
metal racks that are used to store and transfer them between stamping operations and
customers. Containers hold 8 to several hundred parts each and are unique to each
part. Typically, the size of the racks range between 4 to 12 feet in length, 3 to 7 feet
in width, 4 to 8 feet in height, and weigh up to 5000 Ib when loaded. There are over
20,000 racks in any given plant, and for each given part type there is a limited rack
fleet. It is important to closely monitor the flow of racks within the plant and between
the plant and the customer's site. If the empty racks are not received back from the
customer on time or are held at the repair area, there may be an insufficient number of
racks to support production, resulting in non-optimal production batch sizes or
hampering the ability of the plant to satisfy customer demand. Each rack is tagged
with a passive RFID label, and fixed readers at shipping doors monitor rack flow
between the plant and its customers. However, more granular tracking using fixed
readers would require a substantial investment in infrastructure as a typical stamping
facility is over 1,000,000 square feet.

Assembly )/ ’
Work Center

Customer B

Fig. 1. Schematic of the flow of racks associated with the given work center.

The racks are handled by forklifts which move between the end of manufacturing
lines and storage areas, to and from trucks and rail cars, or to and from a repair area.
Figure 1 illustrates the rack flow within a typical stamping facility and associated with
a given set of parts produced by an assembly-welding operation (work center). The
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forklift transfers the racks with parts from the work center to the dedicated shipping
storage area and brings empty racks back to the work center. These parts can then be
loaded onto trucks or rail cars. If there are quality concerns regarding the parts stored
in the shipping area, the forklift may move these parts into a repair area and then
back. A typical stamping facility employs 40 forklifts, and each forklift is equipped
with a wireless terminal that can exchange data with a back office computer.

The many benefits of knowing the specific location and status of racks (full,
empty, or in repair) include saving time for material handling personnel locating
inventory and reducing downtime caused by unavailability of racks. In addition,
when parts are quarantined due to quality concerns, location information can reduce
the number of racks that are pulled from inventory. Location and status information
can also facilitate a first-in-first-out (FIFO) inventory control system, improve
inventory turnover rate, reduce the potential for obsolete parts, and improve material
flow and space utilization.

3 Inertial Tracking

Inertial measurement of motion involves the use of linear accelerometers and/or
rotational rate sensors whose signals are mathematically integrated to produce speed
and position estimates. These sensors are deployed in a wide array of applications
including air, space, and ground vehicles as well as various consumer electronic
systems. In each application, the orientation or dynamic motion state of the vehicle or
device is of interest. Automotive applications include anti-lock braking, traction
control, yaw and roll stability controls. Typical sensor sets for ground vehicles
measure longitudinal and lateral vehicle accelerations and yaw rate, with roll rate
seeing wider use now in roll mitigation systems. In automotive applications, vehicle
wheel speed sensors and GPS may also be added.

A general-purpose method for tracking a system in two-dimensional space
involves combining longitudinal and lateral accelerations and yaw rate. Yaw rate y

(see Figure 2 for signal and axis definitions) is integrated to provide yaw angle or
heading:

t .
(O =y, + [y (1)
Vehicle-fixed longitudinal (x-axis) and lateral (y-axis) accelerations, a, and a,

respectively, are then combined with heading and yaw rate to give velocities in the
fixed frame of reference (with respect to inertial ground):

Vi) =V + [ la, costy) - a, siny) -y, Jar @)

V.=V, ,+ jot[ay cos(y )+ a, sin(y)+ l/)Vx]dt . 3)
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Finally, these inertial velocities are integrated to give positions in the inertial frame:
X(0)=X,+ [V, dt, )

Ym=n+ﬁmm. 5)

Fig. 2. IMU signals and axes.

Because the sensor measurements are prone to offset and noise errors, this
double-integrating process results in error accumulation, limiting the time and
distance over which this process provides acceptable results. These limitations can be
mitigated to some degree by including kinematic constraints on the integration
process which are imposed by the vehicle itself. For instance, the forward speed, yaw
rate, and lateral acceleration of a wheeled vehicle are coupled directly as long as the
vehicle moves without sliding its wheels (a good assumption for heavy, factory floor
forklifts). Additionally, vehicle states such as speeds and rotational rates are bounded
by the vehicle operating envelope. The inertial tracking method benefits from a
continuous stream of data from the sensors, resulting in uninterrupted, fine-grained
position information. However, to anchor the path calculation in absolute space, the
position, heading, and velocity of the vehicle at the initiation of tracking (X, ¥y, V.0,

V.0, and ) must be known by some other means. For this reason, in addition to the
drift problem, inertial tracking alone is not completely suitable for forklift tracking.

4 RFID Grid Tracking

Unlike inertial tracking that drifts and has no inherent connection to absolute space,
RFID tags used as a tracking system can be physically connected to the operating
environment itself. RFID as a static positioning system requires the use of both tags
as well as a reading device that receives their identification information. The tags are
either attached at various fixed and known locations in the plant environment and
detected with a reader attached to the forklift, or they are deployed on the forklift and
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read with a plurality of stationary readers. The former approach is advantageous as it
also facilitates the detection of the tagged and tracked inventory (racks). If the
location tags are deployed in a fine enough mesh within the plant environment,
forklift tracking can be accomplished using this method alone. However, despite their
low cost, passive RFID tags must still be installed, cataloged, and maintained and are
subject to damage in the hostile plant environment where suitable safe installation
locations may be few and far between. For example, a typical stamping plant may
have support columns, the only suitable installation location for tags, separated by 40
feet or more.

There are other inaccuracies as well. Because the tags can be read at a distance
from a range of orientations, the exact location of the reading device attached to the
tracked vehicle is not known when communication is acquired with a tag. Therefore,
the static RFID tag location signal has some position error since the passing reading
device can only be assumed to be located within some expected range (10 to 15 feet)
of the energized tag. Additionally, there may be time when the tracked vehicle is not
in range of any tag or where a tag is damaged and inoperative. Thus the RFID
tracking method, while attached to inertial space, is nevertheless somewhat
inaccurate, discrete in nature, and intermittent.

5 IMU and RFID Fusion

Combining the inertial (IMU) and static (RFID) tag data can reduce or eliminate the
limitations associated with each individually. The inertial measurements provide
continuous data that is potentially accurate enough to reasonably "connect the dots"
between the sparse static tag data. Using the absolute position data from the RFID
tags, offset errors in the IMU readings can be estimated and removed, resulting in
improved positioning, and the IMU data integration can be initialized with static
RFID location information to connect it to absolute space.

In the automotive stamping plant setting, the instantaneous location of a tracked
vehicle is less important than an accurate estimate of the vehicle's path during a
finished delivery as each event takes a few minutes or less. Therefore, the method
proposed here assumes that inertial sensor data and static tag data will be collected
and stored during an event. When the event ends, the data will be post-processed to
determine the path of the delivery vehicle (especially its end points). Using data from
the entire event provides a richer data set from which to calculate path, whereas
attempting a continuous, immediate position estimate during the delivery event limits
the calculations to data that has occurred in the past only and provides no real benefit
as the post-processed data is timely enough (within a few seconds of the event
ending) for the stamping environment.

6 Postprocessing using Best-Fit Optimization

The proposed computational method relies upon a recursive solution that makes
repeated guesses of the initial vehicle position and IMU sensor offsets to attempt to
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minimize the error between the resulting IMU-based path estimate and the known
locations of the static RFID position readings taken over that path. As the solution
converges, RFID reader range information is employed to attempt to predict the RFID
signal acquisition and loss locations to further improve solution fidelity. The full
method is consists of the following 6 steps.

Step 1. Inertial (IMU) and static tag (RFID) data is collected during an inventory
delivery event. Inertial data is collected continuously at a regular rate, typically 10 to
100 Hz. Static tag data consists of the time and ID number of each tag as
communication with the tag is acquired and then lost.

Step 2. Upon completion of the delivery event (determined by observing acquisition
and loss of inventory tag readings), the vehicle path is reconstructed solely from the

inertial data by making vehicle initial state assumptions (Xy, Yy, Vyg, V)0, and ).
Typically, these initial conditions are chosen based on information from the end of the
previous delivery event.

Step 3. Using a best guess position for each RFID tag reading, one that represents the
most likely average vehicle position while it is in communication range with the
location tag, a path error calculation is made using the path constructed in Step 2:

E= %i\/[X(t,,) =X pep. ]2 + [Y(tn) ~Yerip . ]2 : ©)

Here n is an index indicating the acquisition and loss events for the RFID tag
readings, and X(#,) and Y(¢,) give the position of the IMU integration calculation
(Equations 1-5) at these RFID tag detection times. The best guess positions, Xzzp,.
and Yggp ., are unique for each tag and are based on the position of the tag, the most
likely vehicle path followed when in range of the tag, and the reader's expected
communication range. These values can be cataloged during the tag's installation or
constructed from data collected during system operation.

Step 4. The assumed vehicle initial state (first used in Step 2) is perturbed, and Steps
2 and 3 are repeated until these parameters converge to minimize the error calculated
in Step 3. This iterative process can be conducted using any of a number of
optimization algorithms such as Matlab's fminsearch function. The result of this step
is the best match of the inertial sensor-based position to the best guess RFID tag
positions used in Step 3.

Step S. The result of Step 4 is used to calculate the most likely RFID tag acquisition
and loss locations using detection range assumptions. At each time of acquisition or
loss, the vehicle position (from Step 4) and tag location data are used to find the
intersection of the estimated vehicle path with the locus of expected tag detection
range points. This locus can be assumed to be circular, or more complex shapes can
be used based on more detailed tag and reader information. These new
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acquisition/loss points establish a more likely vehicle path for further optimization of
the vehicle initial conditions (X, Yy, Vi, V5,0, and ).

Step 6. Steps 3 and 4 are repeated using the new acquisition/loss positions produced
in Step 5. These positions are updated with each iteration of the inertial data path
optimization, and this step is repeated until the solution converges and each
subsequent iteration produces a path prediction that is negligibly different from the
iteration before.
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Fig. 3. Forklift path reconstruction showing actual forklift position evenly spaced in time,
RFID antenna locations and ranges, initial path estimate, and final path estimate after ten
iterations.

Figure 3 illustrates several of the aspects of the method described above. The
actual path of the forklift is shown for a delivery event with forklift orientation
superimposed at regular time intervals. Large solid circles surround the RFID
location tags and depict their actual detection range, while the large dashed circles are
the assumed reader ranges used in Step 5. The smaller circles located within the tag
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detection range are the initial best guess detection locations used in Step 3, and the
half-tone line is the path resulting from the optimization using these points (result of
Step 4). Shown also is the result of the 10th iteration of Step 6 using updated
acquisition and loss points calculated in Step 5. Note the convergence of the
optimized path toward the actual path from the Step 4 result to the Step 6 result.

The accuracy of the path reconstruction depends mostly on the accuracy of the
assumed reader detection range as compared to the actual range. Note from the figure
that the path error (the distance between the actual and final estimated path) is
roughly the same size as the reader range variability. For a typical forklift-mounted
RFID reader, this is 5 — 10 feet. Solution accuracy can be further improved by
including inertial sensor offset errors that are optimized with the initial conditions.

7 Conclusions

Presented here is an effective method of indoor localization of forklift vehicles
equipped with mobile RFID readers. The method is based on the fusion of inertial
measurements with information from static RFID location tags. While each individual
method alone is prone to substantial errors, fusion of the two can provide results of
reasonable quality while minimizing the cost of implementation. The accuracy of the
resulting location estimate depends on the spacing of the location tags throughout the
plant as well as the variability of the RFID reader detection range. In practice it is
possible to achieve an accuracy within 5-7 feet which is acceptable for the stamping
plant problem.

The ultimate goal of this development is to determine and record the locations of
the RFID tagged containers handled by a given forklift. Specifically, the described
approach has been developed to track the rack locations for automotive stamping
plants. While this paper has focused on the fusion of the inertial measurements with
the static information from the RFID tag locations for the purpose of tracking the
delivery vehicle, it should be noted that the full material tracking problem is more
complex. In addition to location awareness, the pick-up and delivery event with its
associated inventory must be identified by monitoring the stream of RFID tag
readings seen by the mobile reader. This must be accomplished robustly despite
delivery complexities such as moving stacks of racks where not all of the moved
racks will be seen by the reader during the entirety of the delivery event.
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Abstract. As vehicle population increases, ITS (Intelligent Transportation Sys-
tems) becomes more significant and mandatory in today’s overpopulated world.
Vital problems in transportation such as mobility and safety of transportation
are considered more, especially in metropolitans and road ways. Road traffic
monitoring aims at the acquisition and analysis of traffic figures, such as pres-
ence and numbers of vehicles, and automatic driver warning systems are devel-
oped mainly for localization and safety purposes. In this paper we propose a
strategy for road following from aerial images. Real time extraction and locali-
zation of a road from an aerial image is an emerging research area that can be
applied to vision-based traffic controlling and navigation of unmanned air ve-
hicles. In order to deal with the high complexity of this type of images, we in-
tegrate detailed knowledge about roads using explicitly formulated scale-
dependent models. The intensity images are used for the extraction of road
from aerial images. Threshold techniques, Hough transform and learning algo-
rithm are used for the road extraction and car detection. The results show that
the proposed approach has a good detection performance.

1 Introduction

Today satellite and airborne remote sensing systems can provide large volumes of
data that are invaluable in monitoring Earth resources and the effects of human activi-
ties. Traffic control is an emerging research topic due to rapidly increasing interest in
their use. Currently, traffic control is a difficult and time consuming task that need too
several human operators. Traffic controlling on satellite image can save time and
costs. The urban traffic control process is accomplished through cameras which are
installed in highways, in current technology. Recently, with considering aerial image-
ries, existence of an Intelligence road Extraction and car detection system which be
able to control the road traffic would have more remarkable performance, Investiga-
tions about road Extraction and car detection in aerial imageries Involved in informa-
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tion and data related to GIS and this maintained data needs to become up to date in
every certain period of time. Road Extraction and Car detection in aerial Imageries is
a modern Controversy issue in computer vision science that has also some influences
on many other projects and operations. This paper proposed an integrated approach
for automatic road extraction from remotely sensed imagery by combining digital
image processing, remote sensing and Geographic Information System (GIS) tech-
nologies, Since the launch of new optical satellite systems like IKONOS, Quick Bird
and Geoeye-1, this kind of imagery is available with 0.4 - 1.0 meter resolution. Ve-
hicles can be observed clearly on these high resolution satellite images. Results show
that the proposed algorithm has a good detection performance. Some vehicle detec-
tion methods have been studied using aerial imagery[1][7][9]. The Major factors that
effect essentially on our subject are: the number of different objects in Imagery,
amount of relationship between them and some properties that distinguish them from
other objects. Example system for traffic monitoring has shown in Figure 1.

=1 instrumentation \/
signal trasfer
control & \/

alarm | _~ Traffic Analysis
unit System

Fig. 1. Example system for traffic monitoring (Azadi Avenue, Tehran-IRAN).

Before explaining any detail, we scan other parts of this article:

Sect.2: Important Issues in road Extraction and car detection process.
Sect.3: Main idea and road and car, essential items and their characteristics.
Sect.4: An execution on aerial Imageries, advantages and disadvantages.
Sect.5: A proposal about works for future on this topic.

2 Related Works

Vehicle detection and road extraction has been receiving attention in the computer
vision. A number of conventional express way incident detection algorithms have
been developed in the recent years[11][12]. Techniques based on morphology and
neural network for vehicle detection and road extraction had developed in machine
vision, but only a few researches have investigated the detection of traffic sensing on
aerial images[13][14]. In this paper we used high resolution images from Geoeye-1
satellite. This imagery are taken full color and in equal interval from the ground.
Geoeye-1 is equipped with the most sophisticated technology ever used in a commer-
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cial satellite system. It offers unprecedented spatial resolution by simultaneously
acquiring 0.41-meter panchromatic and 1.65-meter multispectral imagery. The used
method is presented on figure 2 as a flowchart:

Input Image

v
Image Enhancement ﬁ
* Threshold
Binary Image ¢

v

Morphology Transform

¥ v

Edge Detection

Learning Algorithm Hough Transform
v
Table Pixel Whose Is Greater ¢
Than Given Threshold Out put Road
* Extraction Results

Morphological

post-processing

v

Count Vehicle

\—+

Traffic Analysis

v

Results

Fig. 2. Flowchart of the traffic analysis algorithm.

3 Vehicle Detection and Road Extraction Approach

First, we must extract the roads and distinguish coordinates of these roads's district;
the car detection's operation is accomplished. In addition, we need feature extraction
of car and road because other detection of road's district, only those objects can stu-
died that are in the road district. This is really useful to know that roads are presented
as a direct district with a different color in the aerial imageries. Therefore, linear fea-
ture can be an appropriate feature in detection at road's district, as you can see in
Figure 3(a). Another feature which roads possess, Is the lines that exist in white color
in all the roods and they are considered as a proper feature in detection operation.
These lines are available continuously along side the road and discontinuously in the
middle of the road. The other feature that used in this method is the color of the road,
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which completely distinguishes between road and other parts. With threshold opera-
tion, we can separate road and background from each other and preparing imagery for
other operations. This color threshold can be approached with mean of colors at the
roods in several aerial imageries that are available in dataset. After threshold, edge
detection operation can be run better. We had used the method for edge detection.
This method has higher performance rather than the others. You will see the result in
figure 3(d). In digital imageries, in those points that there is edge on them, there are
differences of color too. Therefore, sharpen operation leads to increase the difference
at color in edges and it can enhance the image classification. So, next operation like
edge detection can be executed with higher precision.

In recent years the Hough transform and the related Radon transform have re-
ceived much attention. These two transforms are able to transform two dimensional
images with lines into a domain of possible line parameters, where each line in the
image will give a peak positioned at the corresponding line parameters. This has lead
to many line detection applications within image processing, computer vision. In the
last step, we use Hough transform and Radon transform for distinguished road and
direction detection for road following in aerial images as shown in figure 3 (d). We
extract the edge lines angle to find direction of road. Several definitions of the Radon
transform exists, but they are related, and a very popular form expresses lines in the
form p = x cos 8 + y sin 0, where 0 is the angle and p the smallest distance to the
origin of the coordinate system. As shown in the two following definitions (which are
identical), the Radon transform for a set of parameters (p, 0) is the line integral
through the image g(x, y), where the line is positioned corresponding to the value of
(p, 8). The 6 () is the delta function which is infinite for argument 0 and zero for all
other arguments (it integrates to one).

+00+00

g(p,0)= _[Ig(x,y)é‘(p—xcos@—ysin@)dxdy (1)

—00—00

Or the identical expression
2(p,0)= Ig(p cosf -ssind, psind +scosd )ds (2)

In his Ph.D. thesis [10], Peter Toft investigated the relationship of Radon transform
with the Hough transform, and it is shown that the Radon transform and the Hough
transform are related but not the same. The Radon transform of a function f(x,y) is
defined as the integral along a straight line defined by its distance P from the origin
and its angle of inclination 0 , a definition very close to that of the Hough transform
and requires a lot of processing power in order to be able to do its work in a reasona-
bly finite time. Now a day high processing power is not a problem. Here we are con-
sidering all the line has same skew angle and the range of angle is -45 to 45°. Here
Radon transform will detect the angle from the upper envelope. If the skewed angle is
more than 45 or less then -45" the upper envelope may contain 2 lines in different
directions. An example is shown in Figure 3(d) having 20 degree of skewed angle.
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(b)

(d

Fig. 3. Road Extraction (a) An original image (b) The Threshold pre-processing result (c) The
Edge detection pre-processing result (d) The Road Extraction result and direction.

After road extraction and finding orientation of road, we need to detect the cars in
the road. This trend is moved simply because only those objects can be handled that
are inside the road. One of the important textures of cars, which helps us to detect, is
car model. We can detect a car with using its model from dataset examples by using
neural network classification.
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(®
Fig. 4. (a) An original image (b) The morphology pre-processing result.

The dataset examples for car detection has extracted as shown in figure 5.

Fig. 5. Dataset examples.

After road extraction, cars should be counted for traffic analysis. Cars always in
aerial imageries are appearing in rectangular shape as you can see in figure 4(b).
Morphological Gradient use to enhance vehicle features. It is defined by Gradient:

GN=(dg-(fO Q)

Where g is a structuring element, fis a gray scale source image, f® g means dila-
tion operation, and f'® g means erosion operation.

Figure 4 shows an original image of Tehran-Karaj highway and its morphology
Gradient processing result. This process can use to discriminate vehicle targets and
non-vehicle targets. Figure 5 shows some dataset examples for neural network classi-
fication. One noticeable feature in aerial imageries is the color of the cars that has a
significant difference with other objects. This phenomenon can help us to detect the
cars by adaptive threshold processing and the results of threshold simulation indicate
that this method has high performance. After classification with neural network me-
thod the cars should be counted for traffic analysis. After counting cars, we can de-
termine the amount of traffic in roads. Since all the aerial imageries are take from a
fixed interval, the amount of road traffic with considering the cars number in one
certain district is determined by adaptive threshold.
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Fig. 6. Combining input information as neural network's input parameters.
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Fig. 7. Mean Square Error for Learning System.

This scheme, of course, has some disadvantages: its performance is about 90% and
it can not detect the cars out side the road. This scheme can accelerate to transfer the
information to drivers who are intended to cross a road and it also can help the police
to traffic control. You can see the performance table of car detection in road at tablel.

Table 1. Vehicle detection results.

Site Number of cars Numberczfsdetected ung;l:ct;f::i (():t;;rs Performance
Roadl 8 7 1 87.5%
Road2 52 47 5 90.3%
Road3 31 24 7 77.41%
Road4 30 27 3 90.3%
Road5 19 17 2 89.5%
Road6 55 44 11 80%
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Fig. 8. Vehicle detection and Road Extraction results. (a)(d) The sample image of road seg-
ments. (b)The road extraction result, (c)(e)The Vehicle detection result, for image shown in (b),
where lines represent extracted roads and for image shown in (c)(e), where dots represent
detected vehicles.
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After car detection and count cars, we can extract number of cars on a certain part of
road and can analysis the traffic on it as shown in figure 9.

n_cars=5 —p normal

if n_cars > 10 then
"Traffic Is Heavy"

Fig. 9. Counting cars and simple traffic analysis

4 Conclusions

In this paper, we focus on the issue of vehicle detection and road extraction from high
resolution satellite imagery for traffic analysis. Further work could include more
training samples for neural network classification, and fusing more information like
edge shapes to improve the correct detection rate. And also can detect an accident
from high resolution satellite images. Imageries are taken by satellites and special
planes at the moment. We can control the road's traffic via a traffic balloon. Traffic
balloons are more flexibility to apply: There is possibility to pursue the roads via
traffic balloon as auto pilot. Another capability of this intelligence system is to follow
the deviant cars which have illegal speed.
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Abstract. This paper describes the development of a surveillance system in the
laboratory for small unmanned aerial vehicles (UAV). This system is an impor-
tant equipment of a mission-oriented UAV. For making a good performance on
search, this can track images and take 3-D measurement of a target as well as
acquire high quality images. Image tracking is carried out by the Kalman Filter.
The position of the target in an image and the relationship among the coordi-
nate systems of the UAV and the Camera and reference are used to solve the 3-
D position of the target in real coordinates. This paper presents the hardware
system as well as algorithm for the EOS, and then verifies the performance of
the image tracking and real-time 3-D measurement of a target’s position. Espe-
cially, to reduce the 3-D measurement error of the target, Linear Parameter
Varying (LPV) is applied to the measurement system. The performances for
their algorithms are presented in the figures in this paper.

1 Introduction

Recently, interest about UAV system has been increased. Basically, guidance and
control were researched. After UAV system had ability to make a stable performance,
some researchers are finding new algorithm to make a good result, like as neural
network, fuzzy algorithm. Others make efforts to get a satisfied result using the exact
measurement, UAV’s attitude, position and velocity and target’s position and veloci-
ty.
To get the accurate measurement about UAV and target, INS and GPS system are
being studied. Also, machine vision system is being researched, recently. Vision
system on UAV is necessary to acquire information of target and operate missions,
such as surveillance and rescue at mountain or ocean. For civil system, to observe fire
place at mountain is researched [1], and searching algorithm to track person or car at
the urban is studied [2].

To measure 3D position of target using monocular vision, perspective matrix is
used mostly [3]. This is easily to solve the position in image or real world with con-
sider attitude between camera and target. However, algebra equations from perspec-
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tive matrix are under determinant. To get the answer about the position, we need to
know some points.

On the contrast, we can know distance between UAV and ground using GIS. If al-
titude of UAV and target in ground is known, perspective matrix is not necessary. We
can acquire position through only relative equations about image and real world
coordinate system. In this paper, nonlinear filter is employed to estimate 3-D position
of target. Filter gains of this are derived by linear parametric varying system of error
dynamics. This algorithm will be introduced and verified at chapter 4. Chapter 2
explains guidance/control, and hardware system on our UAV. Chapter 3 represents
vision system.

2 UAV System

2.1  System Description

In this paper, the UAV system was used to study and design the algorithm that will
allow image tracking and 3-D measurement of the position of the target in real space
using a monocular image. Specification of UAV, used for experiment is PNUAV that
we made ourselves, is represented in Table 1.

Table 1. Specification of PNUAV.

Wing Span 2,050mm
Wing Area 79.5 sg-dm
Empty Weight 3,300 g
Fuselage 1,633 mm
Class of Engine 19.96 CC

The flight control system consists of the main controller, GPS, Attitude Heading
Reference System (AHRS), actuator, communication system, power supply and
ground control system (GCS).

The AHRS offer the plane’s attitude and position information to the sub-processor,
that is, the main processor, which calculates algorithm to control the surface of plane
directly via the actuator. Also, the states of plane can be observed at the ground sta-
tion via the communication system, which can be used to transmit the control com-
mand to UAV from ground station when needed.

The GPS receiver that was used has comparative high performance and authorita-
tiveness by altitude range in 18km and speed range in nearly 1850km/h that measur-
ing is possible, produced by NovAtel Inc. Data output mode used NMEA, and used
the GSA protocol which supplied position information and GGA protocol which
included satellite information.

The RF data modem is used as communication device that receive and confirm all
sensor data of UAV, when UAV is in flight. The antenna in the modem greatly af-
fects the communication equipments. A directional antenna has a big gain value, but
the UAV uses non-directional dipole antenna to considering the UAV has wide active
area.
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2.2 Guidance & Control

The UAV has various waypoints, where it can obtain images and drop the something
(like a bomb), so the correct/accurate passing of the waypoint is a very important
performance index of the operation of the UAV. Point navigation guidance is used in
the flight test. The guidance logic is based on the difference between the line of sight
angle, which is measured from the reference axis to the waypoint, and the UAV's
heading angle, which is set as an error, that is made to be zero. In a straight level
flight, the angle of the velocity vector and the LOS angle are used for lateral direction
control. The longitudinal direction guidance uses proportional control that is based on
the difference between the present altitude and the target altitude.

When only the P controller is used, the overshoot increases. On the other hand, if
the PID controller is used, the steady state error will be reduced. However, | gain has
less influence on flight performance and the computation load is added to the main
processor. For this reason, the PD controller was used. It used the fluxion of angle, so
it makes different to the weight of control. That is, the effect of fluxion is small when
the flight to straight. However, if the LOS angle grows, the control value will increase,
and then the UAV will show a fast response.

When the UAV passes a waypoint, without converging, the waypoint is in the
minimum turning range. The UAV will fly, turning many times. Therefore, in this
case, the UAV must escape the minimum range to follow the former control com-
mand. Fig. 1, it shows the geometric relations of UAV’s flight range and the way-
point.
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Fig. 1. control range at body axis (left), design PD controller (right).

3 Vision System

The vision system of PNUAYV consists of a transmission system, gimbal controller,
and image acquisition system. The gimbal controller provides the control input for
pan and tilt movements. Camera zoom and focus are also controlled by the gimbal
controller.

On the ground, two ground control system (GCS) operate to command and acquire
information. One is the data GCS that can show the state of the UAV and command
the UAV to fly on waypoint or to achieve missions. The other is the vision GCS.

The vision GCS is built using LabVIEW. This provides the image from PNUAV,
and has a command window where the user can input the angle of gimbal’s pan and
tilt or other control inputs. Command from the user input is transmitted to gimbal
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controller through data GCS. Data GCS sends control inputs to move the vision sys-
tem, as well as to maneuver the UAV.

3.1 Derivation of Arithmetic Range

In this paper, the dynamic relationship among the UAV, vision system, and GCS is
derived. The 3-D position of the target is calculated from a monocular image as
shown in Equations (1) and (2).

1)

>
Il
—

f

y )

Where, f is focal length, (x,y)is the position in the image, and (X,Y,Z)is the
position in the real spacer. If the position along Z-axis is known, the 3-D information
can be determined.

However, the 3-D information from Equations (1) and (2) is the result with respect
to the camera frame. To transfer the coordinates from the camera to the reference
frame, the attitudes of the camera and UAV are necessary. The attitude of a UAV
with respect to a body fixed coordinate, is known as an onboard AHRS.

To get the position along Z, we assume the following ; 1) target is on a flat
plane(zero altitude), and 2) the attitudes of UAV and camera can be measured. Using
directional vector from the camera axes, the attitudes of the UAV and camera are
obtained. A linear equation on 3-D is made from a unit directional vector from the
camera to the target at zero altitude. The distance along Z-axis can be derived from a
linear equation. Equations (3) and (4) represent the unit directional vector and the
distance along Z, respectively [4].
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Where, | is the unit directional vector between the camera and the target, TVi is
the Euler transformation matrix of the UAV attitude with respect to the reference, and
Tg is the Euler transformation matrix of the camera attitude with respect to the UAV.

N|=< N|Xx

Zi is the altitude of the UAV with respect to the reference frame.

3.2 3-D Measurement using LPV

Method using arithmetic derivation can cause an error because of sensor noise. The
result of this algorithm depends on the attitudes of the UAV and camera. This type of
error is made at initial installation and by drift.
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To reduce the error caused by the attitude sensor, the filter, which was studied, is
applied on the 3-D measurement using monocular vision. The basic and popular filter
is the Kalman filter for the estimation of the 3-D position. However, the dynamics
derived to measure 3-D position of the target by monocular vision has nonlinearity.
Although the Kalman filter can be applied on a nonlinear system, system error can be
caused by the assumption of linearization. Therefore, the extended Kalman filter or a
particle filter can be more effective. However, these filters are too complex to design
and run. LPV, on the other hand, can be applied easily on the 3-D measurement of a
target, and is effective on nonlinear systems.

General EOS uses a laser range finder or other measurement equipment to measure
the distance between the camera and the target. Such additional equipment increases

the weight and complexity of the system. Thus||rﬁ|| , Which is derived for deciding the

distance using the attitude and position of the camera and UAV, is used in this paper.

To improve the result in a asynchronous system, a modified nonlinear filter is de-
rived. In [5], this filter is used on an out-of-sight problem. However, in this paper,
filter is modified for an asynchronous system. Equation (5) represents the modified
nonlinear filter.

C{B) = ¥y ST H B0, (B) - v,)
%(Vig)=sszfH*(F‘z)(gW(Fi)— Yn) ®)
R=T/(R)

Where, V,, and Y, are the position and measurement of the target, respectively.

Y is the same as (g,,(P.)- H (f’c) is the Jacobian matrix of gwg(lsc). In Equation

(5), data asynchronous means that non receiving UAV information and out-of-sight
of target in image. Fig. 2 shows the results obtained with the modified nonlinear filter.
Fig. 2, which are obtained from the modified filter system show good performance.
The average distance error of the arithmetic method is about 94m, whereas the LPV is
about 10m.

Fig. 2. Error along X-axis (left), Error along Y-axis (right).
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4 Conclusions

This paper describes the development of a laboratory level vision system for small
UAVs to measure the 3-D position of a target from a monocular image, acquired from
the vision system on a UAV.

The Kalman filter is used to track the target in the image in real time. Through the
algorithm for 3-D measurement, the 3-D position of the target can be estimated in the
real space based on the target’s position in the image, position and attitude of the
UAYV, and the attitude of the camera.

To make a simple vision system, the range between UAV and target is determined
by arithmetic method. This range is used for a nonlinear filter system, derived from
LPV and LMI. Since a nonlinear filter do not considered synchronism in receiving
data, performance is similar with arithmetic method.

A modified nonlinear filter was suggested to prevent this problem. We can verify
that the modified nonlinear filter is effective.
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