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FOREWORD

This book contains the proceedings of the 7th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2010) which was sponsored by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
held in Funchal, Madeira - Portugal. ICINCO 2010 was co-sponsored by the International
Federation for Automatic Control (IFAC) and held in cooperation with the Association for
the Advancement of Artificial Intelligence (AAAI), the Workflow Management Coalition
(WfMC), the Portuguese Association for Automatic Control (APCA) and the Association
for Computing Machinery (ACM SIGART).

The ICINCO Conference Series has now consolidated as a major forum to debate technical
and scientific advances presented by researchers and developers both from academia and
industry, working in areas related to Control, Automation and Robotics that benefit from
Information Technology.

In the Conference Program we have included oral presentations (full papers and short pa-
pers) and posters, organized in three simultaneous tracks: “Intelligent Control Systems and
Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing and
Control”. We have included in the program six plenary keynote lectures, given by inter-
nationally recognized researchers, namely - José Santos-Victor (Instituto Superior Técnico,
Portugal), Alícia Casals (Institute for Bioengineering of Catalonia.IBEC and Universitat
Politècnica de Catalunya.UPC, Spain), Bradley Nelson (Institute of Robotics and Intel-
ligent Systems at ETH-Zürich, Switzerland), Wisama Khalil (Ecole Centrale de Nantes,
IRCCyN, France), Oleg Gusikhin (Ford Research & Adv. Engineering, U.S.A.) and John
Hollerbach (University of Utah, U.S.A.).

The meeting is complemented with one satellite workshop, the International Workshop
on Artificial Neural Networks and Intelligent Information Processing (ANNIIP), and one
Special Session on Intelligent Vehicle Controls & Intelligent Transportation Systems (IVC
& ITS).

ICINCO received 320 paper submissions, not including those of the workshop or the special
session, from 57 countries, in all continents. To evaluate each submission, a double blind
paper review was performed by the Program Committee. Finally, only 142 papers are
published in these proceedings and presented at the conference. Of these, 94 papers were
selected for oral presentation (27 full papers and 67 short papers) and 48 papers were
selected for poster presentation. The full paper acceptance ratio was 8%, and the oral
acceptance ratio (including full papers and short papers) was 29%. As in previous editions
of the Conference, based on the reviewer’s evaluations and the presentations, a short list of
authors will be invited to submit extended versions of their papers for a book that will be
published by Springer with the best papers of ICINCO 2010.

Conferences are also meeting places where collaboration projects can emerge from social
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contacts amongst the participants. Therefore, in order to promote the development of re-
search and professional networks the Conference includes in its social program a Conference
and Workshop Social Event & Banquet in the evening of June 17 (Thursday).

We would like to express our thanks to all participants. First of all to the authors, whose
quality work is the essence of this Conference. Next, to all the members of the Program
Committee and auxiliary reviewers, who helped us with their expertise and valuable time.
We would also like to deeply thank the invited speakers for their excellent contribution in
sharing their knowledge and vision. Finally, a word of appreciation for the hard work of the
INSTICC team; organizing a conference of this level is a task that can only be achieved by
the collaborative effort of a dedicated and highly capable team.

Commitment to high quality standards is a major aspect of ICINCO that we will strive
to maintain and reinforce next year, including the quality of the keynote lectures, of the
workshops, of the papers, of the organization and other aspects of the conference. We
look forward to seeing more results of R&D work in Informatics, Control, Automation and
Robotics at ICINCO 2011.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Juan Andrade Cetto
Institut de Robòtica i Informàtica Industrial, CSIC-UPC, Spain

Jean-Louis Ferrier
University of Angers, France
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BIOINSPIRED ROBOTICS AND VISION WITH HUMANOID 
ROBOTS 

José Santos-Victor 
Instituto Superior Técnico, Lisboa, Portugal 

Abstract: In this talk, I will describe recent results on exploring recent results from neurophysiology and 
developmental psychology for the design of humanoid robot technologies. The outcome of this research is 
twofold: (i) using biology as an inspiration for more flexible and sophisticated robotic technologies and (ii) 
contribute to the understanding of human cognition by developing biologically plausible (embodied) models 
and systems.  

 One application area is the domain of video surveillance and human activity recognition. We will see how 
recent findings in neurophysiology (the discovery of the mirror neurons) suggest that both action 
understanding and execution are performed by the same brain circuitry. This might explain how humans can 
so easily (apparently) understand the actions of other individuals, which constitutes the building block of 
non-verbal communication first and then, language acquisition and social learning.  

 The second aspect to be addressed is the use of development as a methodological approach for building 
complex humanoid robots. This line of research is inspired after the human cognitive and motor 
development, a pathway that allows newborns to progressively acquire new skills and develop new learning 
strategies. In engineering terms, this may be a way not only to structure the sensed data but also to master 
the complexity of the interaction with the physical world with a sophisticated body (sensing and actuation).  

 During the talk, I will provide examples with several humanoid platforms used for this research: Baltazar is 
a humanoid torso we developed to study sensorimotor coordination and cognition; the latest results are 
implemented in the iCub humanoid robot, for which we designed the head, face and body covers as well as 
the attention and affordance learning system. 
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robotics, cognitive vision and visual controlled 
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HUMAN 
Robot Cooperation Techniques in Surgery 

Alícia Casals 
Institute for Bioengineering of Catalonia (IBEC), Universitat Politècnica de Catalunya (UPC), Barcelona, Spain 

alicia.casals@upc.edu 

Keywords: Medical Robotics, Human Robot Interaction, Human Machine Interfaces, Surgical Robots. 

Abstract: The growth of robotics in the surgical field is consequence of the progress in all its related areas, as: 
perception, instrumentation, actuators, materials, computers, and so. However, the lack of intelligence of 
current robots makes teleoperation an essential means for robotizing the Operating Room (OR), helping in 
the improvement of surgical procedures and making the best of the human-robot couple, as it already 
happens in other robotic application fields. The assistance a teleoperated system can provide is the result of 
the control strategies that can combine the high performance of computers with the surgeon knowledge, 
expertise and will. In this lecture, an overview of teleoperation techniques and operating modes suitable in 
the OR is presented, considering different cooperation levels. A special emphasis will be put on the 
selection of the most adequate interfaces currently available, able to operate in such quite special 
environments. 

1 INTRODUCTION 

Technological evolution has continuously been 
introducing new equipments and changes in the 
Operating Room. Technology does not only affect 
real surgical interventions, but it also has a bear on 
all diagnosis and planning strategies, according to 
the diagnosed pathology. The history of surgery has 
suffered a continuous evolution through which three 
significant phases can be identified. They can be 
summarized in fig.1. From the practice of open 
surgery, fig. 1 a), in which surgeons get in touch 
directly with the patient organs or corresponding 
body parts, as purely manual actuation, the advent of 
new instruments and visualization techniques 
opened the era of minimally invasive surgery. 
Instruments with long handles allow entering the 
body through natural holes and small incisions over 
the patient fig. 1.b). This image shows the common 
scenario in laparoscopic surgery. At this stage, 
surgeons rely on instruments and specific equipment 
to perform surgery. The era of surgical robotics 
emerges as these instruments acquire new 
performances, or others appear in the scene, fig. 1.c). 

New surgical procedures, not conceivable several 
decades ago, are more complex and require much 
higher performances. To face the challenges this 
kind of surgery relies on robots cooperating with 

humans, so as to extract the best of both of them. 
Humans provide intelligence and decision making 
while robots contribute with their precision, 
computing capabilities and no tiredness. In this 
context, with human and machines sharing the 
working scene, and the task itself, more powerful 
interfaces and interaction means become necessary. 

Both, cooperation and interface requirements 
will depend on the typology of surgery. Speaking in 
terms of robotics technology and considering that 
technological needs vary enormously with the kind 
of surgery, surgery can be classified in: 
microsurgery, neurosurgery, intracavity and 
orthopedic, and percutaneous and transcutaneous 
interventions. As significant distinction among them, 
some characteristics, as the kind of tissue (hard or 
soft) or the body parts undergoing surgery, are to be 
considered.  

Since hard tissues are able to maintain its shape, 
when they can be immobilized some techniques 
applied in industry can be exported to surgery, 
otherwise, a tracking system to dynamically 
determine the changing reference frames is required. 
Soft tissues present the problem of deformability, 
making robot operation more complex. In this case, 
teleoperation is an alternative solution. 
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Figure 1: Evolution of surgical procedures. a) open 
surgery, b) minimally invasive surgery, c) robot assisted 
surgery. 

2 HUMAN ROBOT 
COOPERATION MODES 

Human robot cooperation is implemented by means 
of teleoperation, therefore, a master device in the 
surgeon side controls a slave arm, a teleoperated 
robot, patient side. In between, a computer 
implements the required assistive functions that 
enhance human capabilities, resulting in a “super 
surgeon”. Such assistive functions can be a change 
of scale, defining constrains within the working 
space, tremor reduction and movement 
compensation (breathing or heart beating) and so. 
The surgeon can be located in a close position, or in 

any other location, a few meters or some kilometers 
away.  Fig. 2 shows a schema of such system. 

 

Figure 2: Schema of a teleoperation system. 

However, the surgeon could also be in close 
contact with the robot, which guides and supervises 
his or her actions. In this cooperative mode, 
comanipulation, the surgeon hand and the robot end 
effector move simultaneously holding the surgical 
instrument. Working in these conditions, a change of 
scale or movement compensation is not an issue, but 
assisted teleoperation allows establishing 
constraints, virtual fixtures, operating over reference 
frames either fixed or floating over the patient 
anatomy. Comanipulation also allows directly 
perceiving both, images and the operating 
environment, what is especially useful in orthopedic 
surgery. The definition of virtual fixtures during the 
surgical planning facilitates a safer operation 
reducing the surgeon stress in critical interventions. 
Working with this configuration the robot itself 
behaves as a haptic device, Fig. 3. 

 

Figure 3: Schema of a comanipulation system. 

The level of cooperation can also vary with the 
typology of the surgical interventions since the level 
of preplanning and programming varies depending 
on the predictability of the intervention. Three levels 
can be considered: manual guidance, supervised 
guidance and autonomous control. 

The role of the interface in such cooperation 
systems is crucial as the surgeon cannot pay much 
attention to the robotic system, but to the patient and 
the own surgical procedure. A schema of the 
characteristics an interface should provide is shown 
in fig. 4. 
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Figure 4: Schema of the characteristics of a teleoperation 
interface. 

3 ROBOT ARCHITECTURES 

Different surgical specialties work along different 
scale ranges and with different working 
requirements. Considering the variety of working 
conditions and from the robotics point of view, 
surgical procedures can be classified as follows: 
microsurgery, neurosurgery, transcutaneous, 
percutaneous, intracavities interventions and 
orthopedics. In what follows the main characteristics 
of each of them are described. 

3.1 Microsurgery 

Most interventions requiring microsurgery 
performances are related to sewing nerves in 
transplants or to ophthalmology. In this specialty, 
one or more high precision and high accessibility 6 
Degrees of Freedom (DoF) arms are necessary. 
Additional DoF might be required to increase 
accessibility. As teleoperation assistance functions, a 
change of scale between the master and the slave 
increases the achievable precision as the application 
requires. Compared to former manipulators or 
holding devices used in classical manual practice, 
robots substitute them with advantage 

3.2 Neurosurgery 

Interventions in the skull also require high precision. 
However, its accessibility requirements are no so 
demanding since insertions are applied through 
incisions done just over the target area. In this case, 
movement compensation or floating reference 
frames are not needed as the skull can be fixed, with 
stereotaxis devices. 

3.3 Transcutaneous 

Some  interventions  can  be  performed  through the 

skin and soft tissues using radiation focused over the 
target area. This radiation can be of different types: 
RX, Gama, or High Intensity focused US (HIFU). In 
such minimally invasive technique, 5DoF are 
enough to focus the therapeutic beam over a point in 
a 3D space, with any orientation. 

3.4 Percutaneous 

Relatively simple interventions as biopsy, aspiration, 
ablations or releasing therapeutic payload, are more 
and more used due to the few invasiveness of the 
technique. This technique implies inserting needles 
with high precision, to produce the advance and 
drilling movements when the needle is manually 
oriented into the insertion point. 5 DoF are necessary 
to place and orient the needle with a robot. 

Taking advantage of this minimally invasive 
surgery or intervention, deflection and guided probes 
can be used to reach areas not easily reachable. 
Operating through natural ways, as the arteries, this 
technique is being used successfully to treat brain 
aneurisms. 

3.5 Intracavity Interventions 

When the intervention cannot be carried out by 
means of needles and more versatile instruments are 
needed with two, three or four DoF, endoscopic 
techniques are required. There are two endoscopic 
techniques, one based on the use of natural orifices 
(NOTES) and the second based on small incisions to 
access the abdominal and thoracic cavity 
(laparoscopy) or the joints between bones 
(arthroscopy).  

These techniques were introduced in the 
seventies operating the instruments manually. At 
present, these instruments can be guided by 
teleoperated robots, so as they can take advantage of 
assisted teleoperation techniques. These robots 
should be multiarm (2, 3 or 4), each with several 
DoF, not only for tool positioning but also to 
increase accessibility and to make the pose of each 
arm compatible with the patient in the operating 
table.  

NOTES are used in intra vaginal interventions, 
ear, laparoscopy for abdominal, prostate, heart, 
gynecology or arthroscopy, knee specially. 

3.6 Orthopedics 

Orthopedic surgery uses as end effectors drilling, 
cutting or milling tools to operate over bone tissues. 
These techniques are oriented to bone repair either 
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with prosthesis implants, subjecting or immobilizing 
boards or to reconstruct bones with grafts after 
oncologic surgery, for example.   

For these procedures CAD/CAM techniques can 
be used, with similar methods than those used in 
industry. Reference frames registration between 
anatomical elements in the operating table and the 
CAD model previously obtained from CT images 
are used to make task planning possible.    

4 SENSOR REQUIREMENTS 

Based on these different scenarios, robotics requires 
different kind of sensors to be able to implement the 
required control strategies. Two kinds of sensors are 
needed: 3D geometrical positioning sensors 
(navigators) and physical interaction characteristics 
(force and torque sensors). 

Positioning anatomical parts in the 3D space is 
not simple, especially when dealing with not 
immobilized rigid elements, soft, deformable or 
rhythmically moving tissues. The success of surgical 
robots rely on their capability for adequately sensing 
positions either using physical contact sensors 
(optical or magnetic techniques) or remote sensing, 
specially vision. Current limitations of computer 
vision strongly condition its advances. 

Apart from being able to control the robot, not 
only geometrical strategies are necessary to generate 
trajectories, but additional force control techniques 
are required to avoid injures, as for instance, 
necrosis. On the other hand, force sensors provide 
the information required to generate haptic 
information to be feedback to the surgeon. . 

5 INTERFACES 
REQUIREMENTS 

The requirements of an interface for surgical 
applications does not imply uniquely the 
interpretation of human will to control the 
teleoperated robot, but also to provide some 
feedback of the task going on to the surgeon. Thus, 
an interface constitutes a complete system, fig. 5, 
consisting of master devices adequate for every 
specific kind of surgery, actuators to feedback 
information to the surgeon, monitoring devices, and 
the computing power to process the information 
coming both, from the teleoperated system to 
provide the adequate information and from the 

human operator to provide the adequate control 
orders. 

The schema of fig.5 shows that an interface can 
be a complete system that in some environments 
should provide certain intelligence level and, as 
indicated in the schema, even generate synthetic 
information to improve human operator’s 
perception. 

 

Figure 5: Schema of the master station in a teleoperated 
system. 

Besides considering the best kind of master 
devices, either classical manual devices or hand free 
systems, the information coming from the robot side 
are key to achieve an efficient and smooth 
interaction. Feedback information can be either 
visual: direct images, augmented images or virtual, 
besides other kind of numerical and graphic data; or 
haptic, based on the force data measured in the robot 
working environment. 

6 CONCLUSIONS 

Interfaces are key components in teleoperated 
systems, or in robotic systems that work in close 
cooperation with humans. In the field of surgery, the 
surgeon faces the problem of dealing with complex 
systems while they are performing their own job, 
surgery. On the other side, their specialty is far from 
informatics and mechatronic systems. Thus, the 
design of a human robot interface in such fields 
should consider the three parts that compose the 
working environment, as shown in fig. 4, the user, 
the interface and the robotic system. While the 
surgeon has to pay complete attention to the 
intervention itself, the interface should provide the 
means of reacting to the humans’ will, to interpret 
their needs, and to supply any kind of information 
that can help them to take decisions.  

Teleoperation and its interface with the human 
operator can take different configurations according 
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to the application needs, considering both, the 
distance from the master to the slave and the 
typology of the application. In each case, the 
availability of the required teleoperation assistance 
functions to improve human and system 
performances is essential. Together with such 
assistance, the information fed back to the user, 
visual, haptic or even sound, can be intelligently 
processed to constitute a significant help for the 
whole process.  
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MAKING MICROROBOTS MOVE 

Bradley J. Nelson 
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Keywords: Nanorobotics, Microrobotics, Nanocoils, Magnetic actuation. 

Abstract:  Our group has recently demonstrated three distinct types of microrobots of progressively smaller size that 
are wirelessly powered and controlled by magnetic fields. For larger scale microrobots, from 1mm to 500 
µm, we microassemble three dimensional devices that precisely respond to torques and forces generated by 
magnetic fields and field gradients. In the 500 µm to 200 µm range, we have developed a process for 
microfabricating robots that harvest magnetic energy from an oscillating field using a resonance technique. 
At even smaller scales, down to micron dimensions, we have developed microrobots we call Artificial 
Bacterial Flagella (ABF) that are of a similar size and shape as natural bacterial flagella, and that swim 
using a similar low Reynolds number helical swimming strategy. ABF are made from a thin-film self-
scrolling process. In this paper I describe why we want to do this, how each microrobot works, as well as 
the benefits of each strategy. 

1 INTRODUCTION 

Micro and nanorobotics have the potential to 
dramatically change many aspects of medicine by 
navigating bodily fluids to perform targeted 
diagnosis and therapy and by manipulating cells and 
molecules. In the past few years, we have developed 
three new approaches to wirelessly controlling 
microscale structures with high precision over long 
distances in liquid environments (Figure 1). Because 
the distance from which these structures can be 
controlled is relatively large, the structures can not 
only be used as tools for manipulating other micro 
and nanoscale structures, similar to particle trapping 
techniques, but can also serve as vehicles for targeted 
delivery to locations deep within the human body. 
The microrobots we have developed are non-
spherical. Therefore, both their position and 
orientation can be precisely controlled, removing 
another limitation of particle trapping. 
Unprecedented control in multiple degrees of 
freedom has been achieved with field strengths as 
low as 1 mT. 

2 MEDICAL MICROROBOTS 

Minimally invasive medical techniques are linked 
with a variety of patient oriented benefits ranging 

from reduction of recovery time, medical 
complications, infection risks, and post-operative 
pain, to lower hospitalization costs, shorter hospital 
stays, and increased quality of care [1-4]. 
Microrobotic devices have the potential for improved 
accessibility compared to current clinical tools, and 
medical tasks performed by them can even become 
practically noninvasive. They will perform tasks that 
are either difficult or impossible with current 
methods. Rather than acting as autonomous agents 
that navigate the body diagnosing and solving 
problems, microrobots will more likely act as new 
technical tools for clinicians, continuing to capitalize 
on the clinicians cognitive skill, which is their 
greatest asset. 

In recent years there has been significant progress 
on robot-assisted colonoscopy and on wireless 
miniature robots for use in the GI tract (Kazzim et 
al., 2006). Motivated by capsule endoscopes that are 
already in clinical use, a number of technologies 
have been explored to expand the capabilities of 
these devices, ranging from wireless GI pressure 
monitoring systems and lab-on-a-chip devices 
equipped with pH and temperature sensors 
(Johannessen et al., 2006) to the addition of legs and 
other mechanisms for controlled locomotion 
(Menciassi et al., 2007). The size of these devices 
approaches a few centimeters, capitalizing on the 
relatively large size of the GI tract. By further 
reducing device size and creating microrobots with a 
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(a) Octomag 

(b) Magmite 

(c) ABF 

Figure 1: Three different types of microrobots at varying 
orders of magnitude. a) The Octomag robot (shown 
puncturing a small vein) is controlled using magnetic fields 
and field gradients. b) The Magmite (sitting on a grain of 
salt) is powered by oscillating magnetic fields that excite a 
spring mass system to resonance that harvests the impact 
energy. c) Artificial Bacterial Flagella (ABF) are propelled 
through fluid by rotating a magnetic field to generate 
torques on the magnetic metal head of the device. 

maximum dimension of only a few millimeters or 
less, additional locations in the human body 
becomavailable for wireless intervention. Natural 
pathways such as the circulatory system, the urinary 
system, and the central nervous system become 
available, enabling intervention with minimal 
trauma. 

As we downscale robots to submillimeter 

dimensions, the relative importance of physical 
effects changes (Wautelet, 2001). As device size is 
reduced, surface effects and fluid viscosity dominate 
over inertia and other volumetric effects, and power 
storage becomes a key issue. Furthermore, 
microrobots, like microorganisms, swim in a low-
Reynolds-number regime, requiring swimming 
methods that differ from macroscale swimmers 
(Purcell, 1977). This places strong constraints on the 
development of medical microrobots. In traditional 
robotics, it is often easy to compartmentalize aspects 
of robot design such as kinematics, power, and 
control. In the design of wireless microrobots, 
fabrication is fundamentally limited by scaling 
issues, and power and control are often inextricably 
linked. Engineers must give up intuition gained from 
observing and designing in the macroscale physical 
world, and instead rely on analysis and simulation to 
explore microrobot design. Even then, only 
experimental results will demonstrate the efficacy of 
a given microrobot strategy, as the world experienced 
by the microrobot may be quite difficult to accurately 
model. 

3 OCTOMAG MICROROBOTS 

The Octomag microrobot (Yesin et al., 2006), shown 
in Figure 1, was the first microrobot we developed 
and is primarily intended for ophthalmic surgery. An 
external magnetic field acts to align the robot along 
the long (“easy”) axis, and a field gradient is 
generated to pull or push the microrobot. The winged 
shape acts to reduce the side-ways drift of the 
microrobot by increasing the fluid drag along the 
axes perpendicular to the long axis (Abbott et al., 
2007). The relatively large size of the device is 
compatible with using gradient fields for propulsion 
at distances suitable for use within the body and is 
targeted at controlling the device in a viscous 
medium. 

The robot is a three-dimensional structure built 
by microassembling individual parts, which allows 
for the combination of incompatible materials and 
processes for the integration of MEMS based sensors 
and actuators. The principle advantage of the hybrid 
design is that the individual parts of the assembly can 
be produced with standard MEMS manufacturing 
processes that create planar geometries. In this way, 
different subsystems of the robot can be 
manufactured using the most suitable process for the 
purpose. Robot parts have been made with 
electroplated nickel, single crystal silicon, polymer, 
and laser cut steel.  
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Figure 2: (a) Octomag microrobots are microassembled 
from 50μm thick electroplated nickel. (b) The sub-mm 
devices can be precisely controlled to navigate through tiny 
mazes, and (c) can be coated to ensure biocompatibility 
and for transport of cargo, such as drugs to be unloaded by 
diffusion (Yesin et al., 2006).  

4 MAGMITES 

With decreasing size, gradient propulsion becomes 
infeasible due to the force generated being related to 
the magnetic medium's volume, which decreases 
rapidly with size. To overcome this limitation, we 
have developed a second propulsion mechanism that 
harnesses the interactive forces between small 
magnetic bodies in a uniform magnetic field to drive 
a spring mechanism to resonance(Vollmers et al., 
2008). This energy is then rectified to move the robot 
through its environment. 

The resonant nature of the actuator enables the 
device to move with fields below 2 mT which is 
roughly 50x that of the Earth's magnetic field. This 
locomotion mechanism has been demonstrated on 
both structured and unstructured surfaces and is 
controllable enough to repeatedly and precisely 
follow trajectories. The frequency selectivity of the 
spring mass resonating structure allows multiple 
robotic agents to be used on the same substrate to 
perform tasks. Although this propulsion method was 
initially designed for operation in air, it has 
demonstrated its ability to perform in aqueous 
environments and manipulate glass microspheres on 
the order of 50 µm. 

Figure 3: Magmite robots consist of two Ni masses 
separated by a gold spring. The robot shown measures 
300μm square, 70μm thick, and is dwarfed by Drosophila 
melanogaster (Vollmers et al., 2008).  

5 ARTIFICIAL BACTERIAL 
FLAGELLA 

As sizes decrease further, the resonant frequencies of 
the mechanical structures required for the resonant 
magnetic actuator increase to tens of kHz and 
become difficult to generate at sufficient strength. At 
this scale, torque on the magnetic bodies becomes 
one of the predominant forces that can be generated. 
   
   

MAKING MICROROBOTS MOVE

IS-15



 

Figure 4: Fabrication sequence with cross section shown 
along line A-A* (a). Holes for dimples (b) are etched in a 
wafer before a Ti/Cu adhesion/seed layer is evaporated 
onto the surface. Photoresist is applied (c) to define thick 
electroplated copper islands (d). The springs and frame are 
defined (e) and plated (f) before a final layer of photoresist 
(g) defines the nickel bodies (h). The device is released 
from the wafer by etching the sacrificial copper layer (i). 

 

Figure 5: Robot velocity as a function of frequency with a 
driving field of 2.2 mT. When moving, the robot never 
comes to a complete rest to allow static friction can take 
effect. Driving with a frequency too far from resonance 
reduces the system energy and at some point the robot 
sticks to the substrate. Moving back toward resonance 
increases the absorbed energy, allowing the robot to begin 
moving again. 

Taking inspiration from nature, this torque can be 
leveraged to create artificial bacterial flagella (Zhang 
et al., 2009). 

The helical swimming robot consists of two parts: 
a helical tail and a magnetic metal head. The tails are 

27 to 42 nm thick, less than 2 µm wide, and coil into 
diameters smaller than 3 µm. The robots are 
fabricated by a self-scrolling technique (Zhang et al., 
2006). The helical swimming microrobots are 
propelled and steered precisely in water by a rotating 
magnetic field on the order of 1 to 2 mT. As the 
robot's principle dimensions approach those of 
individual cells, many of the experimental methods 
used with the robots parallel those used by their 
biological counterparts. 

 

Figure 6: [(a)–(f)] Fabrication procedure of the ABF with 
InGaAs/GaAs/Cr helical tail. (g) FESEM image of an 
untethered ABF. The scale bar is 4 μm (Zhang et al., 
2009). 

6 SUMMARY 

Recent advances in microbotics have demonstrated 
new capabilities in wirelessly controlling microscale 
structures with high precision over long distances in 
liquid environments. These breakthroughs make it 
possible to experimentally investigate the use of 
these microrobots for manipulating micro and nano 
size structures in as many as six degrees-of-freedom. 
Applications to nanomedicine in areas related to 
targeted medical therapies and molecular 
manipulation are clear, though many challenges must 
be addressed. To functionalize these devices and to 
improve their performance capabilities, fundamental 
issues in the role surface forces play must be 
addressed; biocompatibility must be ensured; loading 
and diffusion of biomolecules must be investigated; 
and interactions with and manipulation of tissue and 
macromolecules must be considered. There is a lot 
yet to do. 
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Figure 7: ABF swimming motion controlled by magnetic 
fields with field strength of 2.0 mT. [(a)-(d)] Schematic of 
a left-handed ABF swimming forward and backward. With 
the field B continuously rotating perpendicular to the X 
axis of the ABF, a misalignment angle between the field 
and the thin magnetic head will induce a magnetic torque 
(t) that attempts to align the ABF head with the field, 
resulting in rotation and propulsion of the ABF. (e) Optical 
microscope images of the forward/ backward motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. (f) If the field is rotated about the Z axis by 
an angle |γ|<45° with respect to the easy axis ac of the 
head, then the ABF is steered as it is propelled, as the easy 
axis ac attempts to align with the field. This is the steering 
principle used during normal operation of the ABF. (g) If 
the field is rotated about the Z axis by an angle |γ|<45° with 
respect to the easy axis bd, the ABF will instantaneously 
attempt to rotate perpendicular to the helix axis. However, 
steering using the bd easy axis is not possible 
simultaneously with forward/backward propulsion. (h) 
Optical microscope images of the turning motion of an 
ABF controlled by magnetic fields. The commanded 
translation and rotation directions of the ABF are indicated 
by the arrows. 
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Abstract: This paper present the use of recursive Newton-Euler to model different robotics systems. The main 
advantages of this technique are the facility of implementation by numerical or symbolical programming 
and providing models with reduced number of operations. In this paper the inverse and direct dynamic 
models of different robotics systems will be presented. At first we start by rigid tree structure robots, then 
these algorithms will be generalized for closed loop robots, parallel robots, and robots with lumped 
elasticity. At the end the case of robots with moving base will be treated. 

1 INTRODUCTION 

The dynamic modelling of robots is an important 
topic for the design, simulation, and control of 
robots. Different techniques have been proposed and 
used by the robotics community. In this paper we 
show that the use of Newton-Euler recursive 
technique for different robotics systems is easy to 
develop and programme. The proposed algorithm 
can be extended to many types of structures; serial, 
tree structure, closed, parallel, with a fixed base or 
with moving platform. The same technique can be 
used for robots with lumped elasticity or flexible 
links.  
In section 2 we will recall the method used to 
describe the kinematics of the structure, and then in 
section 3 we present the inverse and the direct 
dynamic modeling of tree structure rigid robots 
which are considered as the base methods. The 
following sections present the generalization to the 
other systems. 

2 DESCRIPTION OF THE 
KINEMATICS OF ROBOTS 

The geometry of the structures will be described 
using the Modified Denavit and Hartenberg method 
as proposed in (Khalil and Kleinfinger, 1986). This 
method can take into account tree structures and 
closed loop robots. Its use facilitates the calculation 

of the base inertial parameters of robots (Gautier and 
Khalil, 1988, Khalil W., Bennis F., 1994, Khalil and 
Bennis, 1995).  

2.1 Geometric Description of Tree 
Structure Robots 

A tree structure robot is composed of n+1 links and 
n joints. Link 0 is the base and link n is a terminal 
link. The joints are either revolute or prismatic, rigid 
or elastic. The links are numbered consecutively 
from the base, link 0, to the terminal links. Joint j 
connects link j to link a(j), where a(j) denotes the 
link antecedent to link j. A frame Ri is attached to 
each link i such that (Figure 1):  

• zi is along the axis of joint i;  
• xi is taken along the common normal between 

zi and one of the succeeding joint axes, which 
are fixed on link i.    

γj 

θj bj rj
dj 

uj

xi

zk

zi 

xj

zj

αj

αk 
Link  j

Link k  Link  i 

 
Figure 1: Geometric parameters for a link i.  
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In general the homogeneous transformation matrix 
iTj, which defines the frame Rj relative to frame Ri 
is obtained as a function of six geometric parameters 
(γj , bj, αj, dj, θj, rj). Thus iTj is obtained as:  

 
iTj = Rot(z, γj) Tran(z, bj) Rot(x, αj) Tran(x, dj) 

Rot(z, θj) Tran(z, rj) 
After developing, this matrix can be partitioned as 
follows: 

i i
i j j

j
1x3 0

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

R P
0

T     (1) 

Where R defines the (3×3) rotation matrix and P 
defines the (3×1) vector defining the position of the 
origin of frame j with respect to frame i.  

If xi is along the common normal between zi and 
zj , the parameters γj and bj will be equal to zero. 

The joint variable of joint j is denoted by: 

j j j j jq r= σ θ + σ  

where σj = 0 if joint j is revolute, σj = 1 if joint j 
is prismatic, and σ−j = 1 – σ. We set σj = 2 to define a 
frame Rj fixed with respect to frame a(j). In this 
case, qj and σ−j are not defined. 

The serial structure is a special case of a tree 
structure where a(j)=j-1, γj =0, and bj =0 for all 
j=1,..,n. 

2.2 Description of Closed Loop 
Structure 

The system is composed of L joints and n + 1 links, 
where link 0 is the fixed base and L > n. The number 
of independent closed loops is equal to:  

B =  L – n 
The joints are either active (motorized) or 

passive. The number of active joints is denoted N. 
The position and orientation of all the links can be 
determined as a function of the active joint variables.  

To determine the geometric parameters of a 
mechanism with closed chains, we proceed as 
follows: 

a) Construct an equivalent tree structure 
having n joints by virtually cutting each closed chain 
at one of its passive joints. Define the geometric 
parameters of the tree structure as given in section 
2.1.  

b) For each cut joint define two supplementary 
frames on one of the links connected by this joint. 
Assuming that a cut joint is numbered k (where 
k=n+1,…, L) and that the links connected by joint k 

are numbered i and j (where i and j <n)  the frames 
will be defined as follows (Figure 2): 

- frame Rk is defined fixed on link j such that 
a(k)=i, the axis zk is along the axis of joint k, and xk 
is along the common normal between zk and zj. The 
matrix iTk will be determined using the general 
parameters γk, bk, αk, dk, θk, rk.  

- frame Rk+B is aligned with Rk that is to say it is 
fixed on link j, but a(k+B)= j. The geometric 
parameters defining Rk+B are constant, we note that 
rk+B and θk+B are zero since xk+B is normal to  zj. 

 

zj

xk+B 

zk zk+B

zi

a(k+B)=j 
a(k)=i 

xi xk 

 Link  j  Link i

 
Figure 2: Frames of a cut joint k. 

The joint variables are denotes as: 

atr
tr

pc
,

⎡ ⎤⎡ ⎤
= = ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦

qq
q q

qq
   (2) 

• qtr vector containing the tree structure joint 
variables; 

. qa vector containing the N active joint 
variables; 

• qp vector containing the p=n–N passive joint 
variables of the equivalent tree structure;  

• qc vector containing the B variables of the cut 
joints.  

 
Only the N active variables qa are independent. 
Since Rk and Rk+B are aligned, the geometric 
constraint equations for each loop, which can be 
used to calculate the passive joint variables in terms 
of the active joint variables, can be written as: 

k+BTj ... iTk  =  I4  (3) 
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The kinematic constraint equations are obtained by 
using the fact that the screw of frame k is equal to 
that of frame k+B: 

     
0 0

k k+B

k k+Bb1 b2J q J q
V V=

=& &
                       (4) 

jV   ( )6 1×  kinematic screw vector of frame j, given 
by: 

        
TT T

j j j⎡ ⎤= ⎣ ⎦V ωV    (5) 

jV   linear velocity of the origin of frame Rj, 
jω   angular velocity of frame j, 
b1q& joint velocities from the base to frame k, 

through branch 1,  
b2q& joint velocities from the base to frame k   

through branch 2. 

3 DYNAMIC MODELING OF 
TREE STRUCTURE ROBOTS 

3.1 Introduction 

The most common in use methods to calculate the 
dynamic models are the Lagrange equations and the 
Newton Euler Equations (Craig 1986, Khalil and 
Dombre 2002, Angeles 2006).  

The Lagrange equation is given as: 

                     d 
dt

⎡ ⎤ ⎡ ⎤∂ ∂
= −⎢ ⎥ ⎢ ⎥∂ ∂⎣ ⎦ ⎣ ⎦q q&

T T
L L

Γ                          (6) 

where Γ is the joint torques and forces, L is the 
Lagrangian of the robot defined as the difference 
between the kinetic energy E and the potential 
energy U of the system : L  =  E – U. After 
developing we obtain: 

                   = ( )  + ( , ) A q q H q q&& &Γ                    (7) 

where A is the inertia matrix of the robot and H is 
the Coriolis, Centrifuge and gravity torques. 

Solving the previous equation to find Γ in terms 
of ( , , ) q q q& && is known as the inverse dynamic 
problem, and solving it to obtain q&& in terms 
of ( , , ) q q Γ& is known as the direct dynamic model. 
The inverse dynamic model is obtained by 
substituting ( , , ) q q q& && into (7), whereas the direct 
model needs to inverse the inertia matrix.  

     ( ) ( )1−
= −q A Γ - H&&        (8) 

The calculation of the Lagrange equations for 
systems with big number of degrees of freedom 
using developed symbolic methods is time 
consuming, and the obtained model will need more 

time to execute with respect to that of recursive 
methods. The recursive Newton-Euler algorithms 
have been shown to be an excellent tool to model 
rigid robots (Khalil and Kleinfinger, 1987, Khalil 
and Creusot, 1987, Khosla, 1987). In (Hollerbach, 
1980) an efficient recursive Lagrange algorithm is 
presented but without achieving better performances 
than that of Newton-Euler. 

The Newton-Euler equations giving the external 
forces and moments on a link j about the origin of 
frame j are written as: 

            
( )

( )

j j j
j j jj j j

j j j j j j
j j j

⎡ ⎤× ×
⎢ ⎥= +
⎢ ⎥×⎣ ⎦

ω ω MS

ω J ω
&F J V      (9) 

where 

             j
j

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦

F
M

j
j

j
j

F   (10) 

jω     the angular velocity of link j; 
jV&  the linear acceleration of the origin of frame j; 

jF    total external wrench on link j; 
jF    total external forces on link j; 

jM  total external moments on link j about Oj;
jJ  ( )6 6×  inertia matrix of link j: 

 
j

j 3 jj
j j j

j j

ˆM
ˆ

⎡ ⎤−
⎢ ⎥=
⎢ ⎥⎣ ⎦

I MS

MS J
J      (11) 

Where Mj, MSj and Jj are the standard inertial 
parameters of link j. They are respectively, the mass, 
the first moments, and the inertia matrix about the 
origin.   

3.2 Calculation of the Inverse 
Dynamics using Recursive NE 
Algorithm 

The algorithm consists of two recursive 
computations (Luh, Walker and Paul, 1980): 
forward recursion and backward recursion. The 
forward equations, from link 1 to link n, compute the 
link velocities and accelerations and consequently 
the dynamic wrench on each link. The backward 
equations, from link n to the base, provide the 
reaction wrenches on the links and consequently the 
joint torques. 

This method gives the joint torques in terms of 
the joint positions, velocities and accelerations 
without explicitly computing the matrices A and H. 
That is to say the algorithm will be denoted by: 

e e= NE( , , , , ) q q q f m& &&Γ         (12) 
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Where fe and me are the external forces and 
moments of the links of the robot on the 
environment. 

The forward recursive equations are based on the 
following equations (Khalil and Dombre 2002): 

j j i j
j i i j jq aV T V= + &    (13) 

j j i j j
j i i j j jq aV T V= + γ +& & &&     (14) 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
     (15) 

 
where  
jaj is the (6x1) column matrix given as : 

      jaj =[ 0  0 σ j  0  0  σ− j]T       (16) 
j

iT and the screw transformation matrix is: 

 
j j i

j i i j
i j

3x3 i

ˆ⎡ ⎤−
= ⎢ ⎥

⎣ ⎦

R R P
0 R

T    (17) 

The forward algorithm is given for j=1,…, n, 
with i = a(j), as follows: 

jωi  =  jRi iωi  (18) 
jωj  =  jωi + σ– j 

.qj jaj (19) 
jω. j  =  jRi iω

.
i + σ– j (

..qj jaj + jωi × .qj jaj) (20) 

jV
.

j  =  jRi (iV
.

i +iUi iPj)+ σj (
..qj jaj + 2 jωi × .qj jaj) 

 (21) 
jFj  =  Mj jV

.
j + jUj jMSj      (22) 

jMj  =  jJj jω
.  j + jωj × (jJj jωj) + jMSj × jV

.
j     (23) 

with  
 jUj = jω

.̂
j + jω̂j jω̂j    

and where aj is the unit vector along the zj axis 
which is the axis of joint j. 
The matrix ŵ defines the 3×3  vector product matrix 
associated to the  (3×1) vector W such that: 

 

0 -
ˆ 0 -

- 0

ˆ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

× =

w =

w v w v

z y

z x

y x

w w
w w
w w

   (24) 

These equations are initialized by ω0 = 0, ω. 0 = 0, V
.

0 
= –g, 0U0 = 0, with g is the acceleration of gravity. 

Initialising the linear acceleration V
.

0 by –g will take 

automatically the effect of gravity forces on all the 
links of the structure. 
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Figure 3: Forces and moments acting on a link j. 

The backward recursive equations are deduced from 
the resultant forces and moments on link j around 
the origin of link j (Figure 3). 
  
          j j k T k j

j j j k ej
k

= + +∑f f fF T              

(25) 
Where a(k)=j,  
 
The backward equations can be calculated for 
j=n,…,1: 

jfj  =  jFj + jfej      (26) 
jmj  =  jMj + jmej    (27) 

      ifj  =  iRj jfj     (28) 

ifei  =  ifei + ifj      (29) 
imei = imei + iRj  jmj + iPj x ifj   (30) 

Γj =(σj jfj+
–σj jmj)Tjaj + Ia j 

..qj+ Fsj sign( .qj)+ Fvj 
.qj  

   (31) 
Where: 
fj and mj are the reaction forces and moments of link 
a(j) on link j respectively, Iaj is the inertia of the 
rotor and transmission gears of the motor of joint j,  
Fsj and Fvj are the coulomb and viscous friction 
parameters respectively, jfej and jmej are the 
external forces and moments of link j on the 
environment. 

This algorithm is easy to program numerically or 
symbolically. The computational cost is linear with 
the number of degrees of freedom of the robot. To 
reduce the number of operations of the calculation of 
this model the base inertial parameters can be used 
instead of the standard inertial parameters and the 
technique of customized symbolic method can be 
applied (Khosla 1986 , Khalil and Kleinfinger 1987, 
Khalil and Creusot 1997).  
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3.3 Computation of the Direct Dynamic 
Model 

The computation of the direct dynamic model is 
employed to carry out simulations for the purpose of 
testing the robot performances and studying the 
control laws. During simulation, the dynamic 
equations are solved for the joint accelerations given 
the input torques and the state of the robot (joint 
positions and velocities). Through integration of the 
joint accelerations, the robot trajectory is then 
determined.  

The direct dynamic model can be obtained from 
Lagrange equation (8) as follows: 

..q  =  A-1 [Γ –  H(q, q. )] 
Two methods based on Newton-Euler methods 

can be used to obtain the dynamic model: the first is 
based on calculating the A and H matrices using 
Newton-Euler inverse dynamic model in order to 
calculate the joint accelerations by (8); the second 
method is based on a recursive Newton-Euler 
algorithm that does not explicitly calculate the 
matrix A and has a computational cost that varies 
linearly with the number of degrees of freedom of 
the robot. For tree structure robots, the second 
method is more efficient, but the first method can be 
used for closed loop robots and other complicated 
systems. That is why we will present both methods. 

3.3.1 Using the Inverse Dynamic Model to 
Calculate the Direct Dynamic Model 

In this method the matrices H(q,q. ) and A(q) are 
calculated using the inverse model by giving special 
values for the joint accelerations, joint velocities, 
external forces, friction, gravity (Walker and Orin 
1982). 

By comparing equations (7) and (12) we deduce 

that H(q, q. ) is equal to Γ if  ..q = 0, and that the ith 
column of A is equal to Γ if: 

..q = ui, q
.  = 0, g = 0, fej = 0, mej = 0 

where ui is the (nx1) unit vector whose ith element is 
equal to 1, and the other elements are zeros. Iterating 
the procedure for i = 1,…, n leads to the construction 
of the entire inertia matrix. 

To reduce the computational complexity of this 
algorithm, we can make use of the base inertial 
parameters and the customized symbolic techniques. 
Moreover, we can take advantage of the fact that the 
inertia matrix A is symmetric.  

3.3.2 Recursive NE Computation of the 
Direct Dynamic Model  

This method is based on the recursive Newton-Euler 
equations and does not use explicitly the inertia 
matrix of the robot (Armstrong 1979, (Featherstone 
1983, (Brandl, Johanni and Otter, 1986).  
 
Using (9) and (25) the equilibrium equations of link 
j can be written as: 

 
 j j j j k T k

j j j j j k= + −∑
k

βJ V Tf f&  (32) 

where k denote the links articulated on link j such 
that a(k)=j, and 

            
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f  (33) 

 
The joint accelerations are obtained as a result of 
three recursive computations: 

 
i) first forward computations for j = 1, …, n: in this 
step, we compute the screw transformation matrices 
jTi, the link angular velocities jωj as well as jγj and 
jβj vectors, which appear in the link accelerations 
and the link wrenches equations respectively when ..q
 = 0;  

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

j
j

j

σ

σ
(34) 

( )
( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f                 (35) 

ii) backward recursive computation: in this step we 
calculate the elements H 

j, 
jJ

*
j  , jβ

*
j , jKj,  jαj which 

express ..qj and jfj in terms of i
.
Vi in the third recursive 

equations. These equations are demonstrated in the 
following sub-section. 

For j = n ... 1, compute: 

Hj  =  (ja
T
j  jJ

*
j   jaj + Iaj)   (36)

jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j  (37)

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (τj + ja
T
j

 jβ
*
j ) – jβ*

j    (38) 

If  a(j) ≠ 0, calculate also: 

    iβ
*
i    =  iβ*

i  – jT
T
i  jαj        (39) 
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iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi      (40) 

These equations are initialized by 
jJ

*
j = jJj and jβ*

j   =  jβj. 

iii) second forward recursive computations. Since 
the acceleration of the base is known (

.
V0 = –g, ω. 0 = 

0 for fixed base), the third recursive computation 
gives ..qj and jfj   (if needed) for j = 1… n. as follows:  

..qj  =  H-1
j

  [– jaT
j

 jJ
*
j  (jTi i

.
Vi + jγj) + τj + ja

T
j  jβ

*
j ] 

   (41) 

jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
  =  jKj jTi i

.
Vi + jαj      (42) 

j .
Vj  =  jTi i

.
Vi + jaj 

..qj + jγj          (43) 
where  

τj =  Γj – Fsj sign( .qj) – Fvj 
.qj   (44) 

 
Calculation of the elements of the backward 
recursive equations 

To simplify the notations, we consider the case of a 
serial structure of n joints. Expressing the 
acceleration of link n in terms of the acceleration of 
link n-1, and since n+1fn+1 = 0, we obtain: 
 
nJn (nTn-1 n-1 .

Vn-1 + 
..qn nan + nγn)  =  nfn + nβn       (45) 

 
Since: 

ja
T
j  jfj  =  τj – Iaj 

..qj  

τj = Γj – Fsj sign( .qj) – Fvj 
.qj  

  
We obtain the joint acceleration of joint n: 

..qn = H-1
 n  

 (– na
T
n

 nJn (nTn-1 n-1 .
Vn-1 + nγn) + τn + na

T
n

 nβn)  
       (46)  

where Hn is a scalar given as: 

Hn  =  (nanT nJn nan + Ian)      (47) 
 
Substituting for ..qn from (46) and (45), we obtain 

the dynamic wrench nfn as: 

nfn =  
⎣
⎢
⎡

⎦
⎥
⎤nfn

nmn
  =  nKn nTn-1 n-1 .

Vn-1 + nαn    (48) 

where: 
nKn  =  nJn – nJn nan H

-1
n  na

T
n  nJn     (49) 

nαn  =  nKn nγn + nJn nan H
-1
n

 (τn + na
T
n

 nβn) – nβn  

     (50) 

We now have ..qn and nfn in terms of n-1 .
Vn-1. Iterating 

the procedure for j = n – 1, we obtain: 
n-1Jn-1 n-1 .

Vn-1= n-1fn-1 + nT
T
n-1 nfn + n-1βn-1 (51) 

 
which can be rewritten as: 

n-1J
*
n-1 (n-1Tn-2 n-2 .

Vn-2 + ..qn-1 n-1an-1 + n-1γn-1)  =  
n-1fn-1 + n-1β

*
n-1    (52) 

where: 
n-1J

*
n-1  =  n-1Jn-1 + nT

T
n-1 nKn nTn-1    (53) 

n-1β
*
n-1  =  n-1βn-1 – nT

T
n-1 nαn       (54) 

Equation (52) has the same form as (45). Thus, we 
can express ..qn-1 and n-1fn-1 in terms of n-2 .

Vn-2. 
Iterating this procedure for j = n – 2, …, 1, we obtain ..qj and jfj in terms of j-1 .

Vj-1 for j = n –  1, ..., 1 as 
given by equations (41) and (43) which represent the 
general case.  

4 INVERSE DYNAMIC 
MODELING OF CLOSED LOOP 
ROBOTS 

The computation of the Inverse dynamic model of 
closed loop robots can be obtained by first 
calculating the inverse dynamic model of the 
equivalent tree structure robot, in which the joint 
variables satisfy the constraints of the loop. Then the 
closed loop torques of the active joints Γc are 
obtained by projecting the tree structure torques Γtr 
on the motorized joints using the transpose of the 
Jacobian matrix of the tree structure variables (or 
velocities) in terms of the active joint variables (or 
velocities). 

Γc=  GT Γtr tr tr tr( , , ) q q q& &&      (55) 
where:  

∂ ∂
=

∂ ∂
tr tr

a a

q qG =
q q

 (56) 

It can be written also as: 
p

c a p

∂
= +

∂ a

q
q

Γ Γ Γ     (57) 

Where: 
Γa and Γp are the torque of actuated and passive 
joints of the tree structure. 

The kinematics Jacobian matrix can be obtained 
from (4) representing the kinematics closed loop 
constraints.  

There is no recursive method to obtain the direct 
dynamic model of closed loop robots. It can be 
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computed using the inverse dynamic model by a 
procedure similar to that given in section (3.3.1) in 
order to obtain the matrices Ac and Hc of the 
following relation: 

       c c tr a c tr tr= ( )  + ( , ) A q q H q q&& &Γ    (58) 

5 INVERSE DYNAMIC 
MODELING OF PARALLEL 
ROBOTS 

A parallel robot is a complex multi-body system 
having several closed loops. It is composed of a 
moving platform connected to a fixed base by 
parallel legs. The dynamic model can be obtained as 
described in the previous section, but in this section 
we present a method that takes into account the 
parallel structure. To simplify the notations we will 
present her the case of parallel robots with six 
degrees of freedom. Examples concerning reduced 
mobility robots are given in (Khalil and Ibrahim 
2007).  

The robot is composed of a fixed base and a 
mobile platform. They are connected using m 
parallel legs.  

The inverse dynamic model gives the forces and 
torques of motorized joints as a function of the 
desired trajectory of the mobile platform.  

 

Platform

Base   
 

Figure 4: Parallel structure after separating the platform. 

To obtain the dynamic models of parallel robots, we 
exploit their structural characteristics by 
decomposing the system into two subsystems: the 
platform and the legs. 

The dynamics of the platform is calculated as a 
function of the Cartesian variables (spatial Cartesian 
position, velocity and acceleration of the platform), 
whereas the dynamics of the legs are calculated as a 
function of the joint variables of the legs 

( )i i iq ,q ,q for i=1,…,m. The active joint torques 
are obtained by the sum of these dynamics and 
projecting them on the active joint axes. 

To project the dynamics of the platform on the 
active joint space we multiply it by the transpose of 
the robot Jacobian matrix, which gives the platform 
screw Vp in terms of the motorized joint velocities 

aq , and to project the leg dynamics on the active 
joint space we use the Jacobian between these two 
spaces. Thus the dynamic model of the parallel 
structure is given by the following equation: 

          ⎛ ⎞∂
⎜ ⎟∂⎝ ⎠

∑
Tm

T i
P P i

i=1 a

qΓ = J +
q

F Γ       (59) 

where 
PF  is the total forces and moments on the 

platform,  
PJ  is the (6 n) kinematics Jacobian matrix of 

the robot, which gives the platform velocity PV  
(translational and angular) as a function of the active 
joint velocities: 

        P P a= J qV       (60) 

iΓ  is the inverse dynamic model of leg i, it is a 
function of ( )i i iq ,q ,q , which can be obtained in 
terms of the platform location, velocity and 
acceleration, using the inverse kinematic models of 
the legs. We note that iq  does not include the 
passive joint variables connecting the legs to the 
platform. 

In this section we suppose n=6, thus PJ is (6×6) 
matrix. 

The calculation of pJ  is obtained by inverting 
p
-1J , which is easy to obtain for most parallel 

structures.         
PF  is calculated by the Newton-Euler equation (9). 

The calculation of /∂ ∂i aq q  is carried out by 
the following relation, which exploits the parallel 
structure of the robot: 

         ∂ ∂ ∂ ∂
=

∂ ∂ ∂ ∂
i i i P

a i P a

q q v
q v q

V
V

   (61) 

with: iv  is the Cartesian velocity transferred from 
leg i to the platform.  
We can rewrite (61) as: 

                    ∂
∂

-1i
i vi r

a

q = J J J
q

      (62) 

iJ  is the kinematic Jacobian matrix of leg i such 
that: 

         i i iv = J q  (63)  
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viJ  gives iv  as a function of PV : 

                     i vi Pv = J V  (64)  

For the Gough-Stewart platform (where the 
mobile platform is connected to the legs using 
spherical joints), we obtain: 

                 ^∂ ⎡ ⎤= ⎢ ⎥∂ ⎣ ⎦
i

ivi 3
P

vJ = I - P
V

 (65) 

Where Pi is the vector between the origin of the 
platform frame and the centre of the spherical joint 
linking the platform with leg i. 

 
Finally the inverse dynamic model of the robot is 

given by the following form: 

              ⎡ ⎤
⎢ ⎥
⎣ ⎦

∑
m

T T -T
p P vi i i

i=1
Γ = J + J J ΓF  (66)  

We note that the term between the brackets in (66) 
represents the dynamic model of the robot expressed 
in the Cartesian space of the platform frame (Khalil 
and Guegain, 2002). 

6 INVERSE DYNAMIC 
MODELING OF ROBOTS WITH 
ELASTIC JOINTS 

In this section we tree structure robots with lumped 
elasticity or flexible joints. The system can be 
described using Modified Denavit and Hartenberg 
method presented in section 2. Each joint could be 
either elastic or rigid (Khalil and Gautier, 2000).  

6.1 Lagrange Dynamic Form 

The general form of the dynamic model of a system 
with flexible joints has the same form as (7). It can 
be rewritten as: 

                    Γ = A(q) ..q  + H(q, q.  )     (67) 
It can be partitioned as follows: 

11 12
T
12 22

    =
Γ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤

Γ = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥Γ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦

q HA A
q HA A
&&

&&
r r r

f f f
       (68) 

Where q,
.
q ,..q  are the (n×1) vectors of positions, 

velocities, and accelerations of rigid and elastic 
joints; 

H(q,q.  ) is the (n×1) vector of Coriolis, 
centrifugal and gravity forces, 

A(q)  is the (n×n) inertia matrix of the system, 
Γr is the vector of rigid joint torques, 

Γr is the vector of elastic joint torques. 
 

If joint j is flexible: 

                Γj = - Δqj Kj     (69) 

where Kj is the stiffness of the elastic joint,  
                   Δqj =  qj – q0j    (70) 

q0j is the joint position corresponding to zero   
elasticity force. 

 
In the case of a system with elasticity, the direct 

dynamic model has the same outputs as in the case 
of rigid bodies; it gives the joint accelerations as a 
function of the joint torques and of the system state 
variables (q, q.  ). It can be calculated using (68) by 
calculation the inverse of A. 

In the case of a system with elasticity, the inverse 
dynamic model calculates the input torques and the 
elastic accelerations as a function of the joint 
positions, velocities and rigid joint accelerations. It 
is to be noted that the accelerations of the elastic 
variables cannot be specified independently.  Using 
(68) to calculate the inverse model, we have first to 
calculate the acceleration elastic accelerations from 
the second row: 

          T
12 22

⎡ ⎤
⎡ ⎤Γ = +⎢ ⎥⎣ ⎦

⎣ ⎦

q
A A H

q
&&

&&
r

f f
f

             (71) 

then we can calculate the rigid joint torques from the 
first row.  

6.2 Direct Dynamics of Systems with 
Flexible Joints using Recursive NE 

The direct dynamic model of system with flexible 
joints can be calculated using the recursive direct 
dynamic model algorithm of rigid joints presented in 
section (3.3) after putting Γj = - Δqj Kj. for the elastic 
joints.  

Remark: We note that in case of rigid non 
motorized joint, the same algorithm can be used 
after putting Γj = 0. 

6.3 Inverse Dynamics of Systems with 
Flexible Joints using Recursive NE 

The recursive inverse dynamic algorithm of rigid 
links cannot be used for system with flexible joints 
since the accelerations of the flexible joints are 
unknown. On the contrary it can be used to obtain 
the A and H matrices as explained in section (3.3.1), 
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then we can proceed as explained in 6.1 for the 
calculation of q&& f and Γr . 

We propose here a recursive algorithm to solve 
this problem (Khalil and Gautier 2000). This 
algorithm consists of three recursive steps. 

i) The first forward iteration is exactly the same 
as that of the direct dynamic model (section 3.3). 

ii) The second backward recursive equations 
calculate the matrices giving the elastic accelerations ..q j and jfj as a function of a(j) .

V a(j). These matrices 
can be defined using a similar procedure as in 
section (3.3). They can be calculated for j =n, ...,1, 
as follows: 
- If joint j is elastic:  

          Hj  =  ja
T
j  jJ

*
j   jaj   (72) 

           jKj  =  jJ
*
j  – jJ

*
j   jaj H

-1
j  ja

T
j  jJ

*
j   (73) 

jαj  =  jKj jγj + jJ
*
j   jaj H

-1
j

 (−Kj Δqj + ja
T
j

 jβ
*
j ) – jβ*

j    
    (74) 

- If joint j is rigid: 

         jKj  =  jJ
*
j    (75) 

          jαj  =  jKj jγj + jJ
*
j   jaj 

..
q j – jβ

*
j   (76) 

        if a(j) ≠ 0, calculate: 
             iβ

*
i    =  iβ*

i  – jT
T
i  jαj   (77) 

              iJ
*
i    =  iJ

*
i   + jT

T
i  jKj jTi  (78) 

The previous equations are initialized by: 
           jJ

*
j  = jJj, and jβ*

j = jβj.  

The third recursive equations (for j = 1, ..., n) 
calculate ..qj for the elastic joints and the joint torques 
for the rigid joints using the following equation: 

          jfj  =  
⎣
⎢
⎡

⎦
⎥
⎤jfj

jmj
   =  jKj jTi i

.
Vi + jαj (79) 

- if j is elastic: 

   ..qj = H-1
j [– ja

T
j

 jJ
*
j  (jTi i

.
Vi + jγj) - Kj Δqj + ja

T
j  jβ

*
j      

 (80) 

  j .
V j  =  jTi i

.
Vi + jaj 

..
q j + jγj                 (81) 

- if j is rigid 

                Γj  =  (σj jfj + –σ j jmj)T jaj + Iaj 
..
q j         (82) 

7 DYNAMIC MODELING OF 
ROBOTS WITH MOVING BASE 

The  structure  treated  in this section includes a big  

number of systems such as: cars, mobile robots, 
mobile manipulators, walking robots, Humanoid 
robots, eel like robots (Khalil W., G. Gallot G., 
Boyer F., 2007), snakes like robots, flying robots, 
spatial vehicle, etc. The difference between all of 
these systems will be in the calculation of the 
interaction forces with the environment. In the 
previous sections the base is fixed thus the 
acceleration of the base is equal to zero, whereas in 
the case of a mobile base system the acceleration of 
the base must be determined in both direct and 
inverse dynamic models. The proposed recursive 
dynamic models are easy to implement and calculate 
using numerical calculation.  The inverse dynamic 
model, which is used in general in the control 
problems, can be used in simulation too when the 
objective is to study the evolution of the base giving 
joint positions, velocities and accelerations of the 
other joints. The direct dynamic model can be used 
in simulation when the joint torques are specified. 

We use the same notations of section 2 to 
describe the structure. The base fixed frame R0 is 
defined wrt the world fixed frame Rw by the 
transformation matrix w

0T . This matrix is supposed 
known at t = 0, it will be updated by integrating the 
base acceleration. The velocity and acceleration of 
the base are represented by the (6x1) vectors 0V  and 

0V& respectively.  
The Cartesian velocities and accelerations of the 
links are calculated using the recursive equations 
(13)-(17). 

7.1 General form of the Dynamic 
Models 

The dynamic model of a robot with moving base can 
be represented by the following relation: 

                   
0

6x1 0⎡ ⎤⎡ ⎤
= +⎢ ⎥⎢ ⎥Γ⎣ ⎦ ⎣ ⎦

0
A H

q

&

&&

V
 (83) 

Γ ( )n 1× vector of  joint torques,  
q  ( )n 1× vector of joint positions, 
A is the (6 n) (6 n)+ × + inertia matrix of the robot, it 
can be partitioned as follows:  

              11 12
T
12 22

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

A A
A

A A
     (84) 

11A is the (6 6)×  inertia matrix of the composed 
link 0, which is composed of the inertia of all the 
links referred to frame R0 (the base). 
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22A is the (n n)×   inertia matrix of the other 
links when the head is fixed, 

12A is the (6 n)×  coupled inertia matrix of the 
joints and the base. It reflects the effect of the joint 
accelerations on the base motion, and the dual effect 
of base accelerations on the joint motions. 

H is the (n 6) 1+ ×  vector representing the 
Coriolis, centrifugal, gravity and external forces 
effect on the robot. Its elements are functions of the 
base and joint velocities and the external forces. This 
vector can be partitioned as follows: 

1

2

⎡ ⎤
= ⎢ ⎥

⎣ ⎦

H
H

H
       (85) 

where: 

1H  the Coriolis, centrifugal, gravity and external 
forces on the base. 

2H  the Coriolis, centrifugal, gravity and external 
forces on the links 1,…,n. 

       
The inverse dynamic model gives the joint 

torques and the base acceleration in terms of the 
desired trajectory (position, velocity and 
acceleration) of the articulated system (links 1 to n) 
and the base position and velocity. Using equation 
(83) and (84), the inverse dynamic model is solved 
by using the first row of equation (83) to obtain the 
base acceleration: 

       ( ) ( )10
0 11 1 12

−
= − A H + A q& &&V  (86) 

Then the second row of (83), can be used to find the 
joint torques: 

T
12 0 22 2Γ = + +A A q H& &&V               (87) 

The direct dynamic model gives the joint 
accelerations and the base acceleration in terms of 
the position and velocity of the base and the 
articulated system and the joint input torques. Thus 
using (83), the direct dynamic model is solved as 
follows: 

                       110

2

− −⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥Γ −⎣ ⎦⎣ ⎦

H
A

Hq

&

&&

V                         (88) 

The calculation of A and H can be done by 
Lagrange method. They can also be calculated using 
the inverse dynamic model of tree structure of 
section (3.2) and using the procedure of section 
(3.3.1). The base can be taken into account by either 
of the following methods: 

- The velocity and acceleration of the base will 
be the initial conditions 0

&V  and 0ω  for the forward 

recursive calculation. The backward recursive 
calculation must continue to j=0, where this new 
iteration will obtain the 6 equations of Newton-Euler 
equations of the base.   

- We can assign link 1 to be the base, and 
suppose that link 0 is a virtual link whose inertial 
parameters are equal to zero but has the velocity and 
acceleration of the base.  This can be done by 
putting σ2=2. The six equations of the base will be 
those of 1 0;=f  

 
Solving the inverse and direct dynamic problems 

using A and H may be very time consuming for 
systems with big number of degrees of freedom (as 
the eel like robot). Therefore, we propose here to use 
a recursive method, which is easy to programme, 
and its computational complexity is linear wrt the 
number of degrees of freedom.   

The recursive Newton-Euler algorithm is based 
on the kinematic equations presented in section 3. 

 

7.2 Recursive NE Calculation of the 
Inverse Dynamic Model of Robots 
with Mobile Base  

The inverse dynamic algorithm in this case consists 
of three recursive equations (a forward, then a 
backward, then a forward). 

 
i) Forward recursive calculation: 
In this step we calculate the screw transformation 
matrices, link velocities, and the elements of the 
accelerations and external wrenches on the links, 
which are independent of the acceleration of the 
robot base ( 0 0,V ω& & ). Thus we calculate for j=1,…,n: 
j

iT , j
jV  and j

jγ using equations (13)-(17). We 

calculate also j
jβ  representing the elements of the 

Newton-Euler equations, which are independent of 
the base acceleration in equations (14) and (15) such 
that: 

                     j j j
j j j jq= +ζ γ a&&  (89) 

         
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f         (90) 

ii) Backward recursive equations: 
In this step we obtain the base acceleration using the 
inertial parameters of the composite link 0, where 
the composite link j consists of the links j, j+1, …, n. 
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We note that (32), giving the equilibrium 
equation of link j, can be rewritten using (90) as: 

            j j j j k T k
j j j j j k= − + ∑

k

βJ V Tf f&   (91) 

Applying the Newton-Euler equations on the 
composite link j, we obtain:  

( )j j j j s( j) T s(j) s(j) s( j)
j j j j j s(k) s(j) s( j)

s( j)

= − + −∑β β& &J V T J Vf    (92) 

Where s(k) means all the links succeeding joint j, 
that is to say joining j to any terminal link. 

Substituting for s(j)
s(j)
&V  in terms of j

j
&V  using 

(14), we obtain: 

        
s( j)s(j) s( j) j r

s(j) j j r r
r

= + ∑ ζ& &V T V T   (93) 

Where r denotes all links between j and s(j). 
From (92), we obtain: 

                           
j j

j j c j j c
j j= − β&J Vf  (94) 

with: 

           j c j c k T k c k
j j j k j

k

= + ∑J J T J T     (95) 

j c j c k T k c k T k c k
j j j k j k k

k

= − +∑β β β ζT T J  (96) 

j c
jJ is the inertial matrix of the composite link j. 

For j = 0, and supposing f0 0  is equal to zero, we 
obtain using (94): 

( ) 10 0 c 0 c
0 0 0

−
= β&V J    (97) 

To conclude, the recursive equations of this step 
consist of initialising n c n

n n=J J , n c n
n n=β β and then 

calculating (95)-(96) for j = n,…, 0. At the end 0
0V& is 

calculated by (97). 
Comparing (97) with (68) we can deduce that 

11A is equal to 0 c
0J , whereas 0 c

0β  is equal to 
( 1 12H + A q&& ). 

 
iii) Forward recursive equations: 
After calculating 0

0V& , the wrench j
jf  and the joint 

torques are obtained using equations (6) and (22) for 
j= 1,…, n  as: 

             j j i j
j i i jζV T V= +& &    (98) 

             
j

j
jj j c j j c

j j jj
j

⎡ ⎤
= = −⎢ ⎥

⎢ ⎥⎣ ⎦
β

f
m

&J Vf  (99) 

The joint torque is calculated by projecting j
jf on the 

joint axis, and by taking into account the friction and 
the actuators inertia: 

( )j T j
j j j sj j vj j aj jF sign q F q I qΓ = + + +f a & & &&     (100) 

It is to be noted that the inverse dynamic model 
algorithm can be used in the dynamic simulation of 
the mobile robot when the objective is to study the 
effect of the joint motions on the base. In this case 
the joint positions, velocities and accelerations 
trajectories are given. At each sampling time the 
acceleration of the base will be integrated to provide 
the angular and linear velocities for the next 
sampling time.  

7.3 Recursive Direct Dynamic Model  

The direct dynamic model consists of three recursive 
calculations in the same order as those of the inverse 
dynamic model (forward, backward and forward):   

 
i) Forward recursive equations: 
We calculate the link Cartesian velocities using (13) 
and the terms of Cartesian accelerations and 
equilibrium equations of the links that are 
independent of the accelerations of the base and of 
the joints. We calculate the following recursive 
equations for j = 1, ..., n: 

 

( )j i i i j
i i i j i j jj

j j j
i j j

2 ( q )

q

j
j

j

σ

σ

⎡ ⎤⎡ ⎤× × + ×⎣ ⎦⎢ ⎥=
⎢ ⎥×⎣ ⎦

R ω ω P ω a
γ

ω a

&

&

 (101) 

     
( )

( )

j j j
j j jj j

j ej j j j
j j j

⎡ ⎤× ×
⎢ ⎥= − −
⎢ ⎥×⎣ ⎦

ω ω MS
β

ω J ω
f   (102) 

 
ii) Backward recursive equations: 
In this second step, we first initialise n * n

n n=J J , 
n * n

n n=β β and then we calculate for j = n,…,1 the 
following elements, which permit to calculate j

jf  
and jq&&  in terms of i

i
&V  and will be used in the third 

recursive equations  (these matrices can be obtained 
using a similar procedure as for the direct dynamic 
model of rigid links): 

j T j * j
j j j j jH Ia= +Ja a      (103) 
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j j * j * j -1 j T j *
j j j j j j jH= -K J J Ja a   (104) 

i * i j T j j
i i i j i= +J J T K T   (105) 

j j sj j vj jτ Γ F sign(q ) F q= - -& &   (106) 

( )j j j j * j -1 j T j * j *
j j j j j j j j j jH τ= + + −α β βK Jγ a a   (107) 

i * i j T j
i i i j= −β β T α   (108)  

iii) Forward recursive equations: 
At first, the base acceleration is calculated by the 
following relation: 

        ( ) 10 0 * 0 *
0 0 0

−
= β&V J                   (109) 

We note that 0 *
0β  is a function of τ, whereas 0 c

0β  
(used in the inverse model) is a function of q&& . 

jq&& and j
jf  (if desired) are calculated for j=1,…,n 

using the following equations: 

 ( )-1 j T j * j j j T j *
j j j j j-1 j j j jq H - τ⎡ ⎤= + + +⎢ ⎥⎣ ⎦

βJ Va aγ&&&  (110) 

j j j i j
j j i i jα= +K T Vf &    (111) 

where: 
j j j j

j j-1 j j jq= + + γ& & &&V V a    (112) 

8 CONCLUSIONS 

This paper presents the inverse and direct dynamic 
modeling of different robotics systems. The dynamic 
models are developed using the recursive Newton-
Euler formalism. The inverse model provides the 
torque of the joint and the acceleration of the free 
degrees of freedom such as the elastic joints, or the 
acceleration of the base in case of mobile base. 

The direct model provides the joint acceleration 
of the joints including those of the free degrees of 
freedom.  

These algorithms constitute the generalization of 
the algorithms of articulated manipulators to the 
other cases.  
The proposed methods have been applied on more 
complicated systems such as: 

- flexible link robots (Boyer and Khalil, 1998), 
- Micro continuous system (Boyer, Porez and 

Khalil, 2006), 
- hybrid structure, where the robot is composed of 

parallel modules, which are connected in serie, 
(Ibrahim, Khalil 2010). 
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EMOTIVE DRIVER ADVISORY SYSTEM 

Oleg Gusikhin 
Ford Motor Company, Research and Innovation Center 

2101 Village Road, Dearborn, MI 48121, U.S.A.

EXTENDED ABSTRACT 

In 2007, Ford, in cooperation with Microsoft, 
introduced an in-car communication and 
entertainment system, SYNC. This system enables 
Bluetooth and USB connectivity for consumer 
phones and MP3 players and allows hands-free 
voice-activated control of brought-in devices. Since 
its initial introduction, there has been rapid growth 
of SYNC-enabled services, such as remote 
monitoring of vehicle health, personalized traffic 
reports, weather, news, and turn-by-turn directions 
utilizing data-over-voice technology. Furthermore, 
SYNC takes advantage of existing networking 
capabilities of smart phones/PDAs by providing a 
SYNC API to mobile application developers.  

The Emotive Driver Advisory System (EDAS) is 
a Ford Research project that fills the technology 
pipeline for future SYNC versions, exploiting 
advances in information technology and consumer 
electronics to enhance the driver's experience.  
EDAS was inspired by recent developments in 
affective computing, open mic grammar-based 
speech recognition, embodied conversational agents, 
and humanoid robotics focusing on personalization 
and context-aware adaptive and intelligent behavior. 
The EDAS concept was revealed at the 2009 
Consumer Electronics Show and the 2009 North 
American International Auto Show as EVA, 
Emotive Voice Activation. 

The core elements of EDAS include an emotive 
and natural spoken dialogue system and an 
AVATAR-based visual interface integrated with 
adaptive vehicle controls and cloud-based 
infotainment. The system connects the vehicle, the 
driver, and the environment, while providing the 
dialogue strategy best suited for the given driving 
context and emotive status of the driver.  

Voice interaction is the prevalent method for the 
driver to interface with vehicle systems for hands-
free, eyes-free communication.  The effectiveness of 
such communication depends on the quality and 
sophistication of both speech recognition and speech 
generation. The EDAS spoken dialogue system 
allows recognition of the driver's commands in an 

open mic, natural, non-hierarchical manner. In turn, 
the system response depends on the driving 
environment, as well as the driver's status. The 
responses can be more extensive and engaging in 
open road conditions, while concise in high traffic 
situations. The ability to recognize the driver's 
emotions and generate emotions in response can 
further improve such communication. The spoken 
interface is augmented by the AVATAR as a 
universal intelligent gauge. The AVATAR 
supplements the emotive intent in delivering system 
messages, as well as providing non-verbal cues into 
the status of the active task.  

The system leverages cloud-based infotainment, 
allowing for personalized, context-aware and 
interactive delivery of infotainment services. The 
ability to maintain connectivity between vehicle 
systems and the internet not only gives access to a 
vast amount of up-to-date information, but also 
allows outsourcing of computationally intensive 
tasks to a remote server, tapping into the power of 
cloud computing.  Specifically, we demonstrate how 
EDAS enhances four most common in-vehicle 
infotainment activities: points of interest, news 
radio, music and refueling notification and advice. 
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FINGERTIP FORCE MEASUREMENT BY IMAGING  
THE FINGERNAIL 

John Hollerbach 
University of Utah, U.S.A.  

Abstract: Shear and normal forces from fingertip contact with a surface are measured by external camera images of 
the fingernail. Due to mechanical interaction between the surface, fingertip bone, and fingernail, regions of 
tension or compression are set up that result in reddening or whitening due to blood flow. The effect is 
quantitative enough to serve as a transducer of fingertip force. Due to individual differences, calibration is 
required for the highest accuracy. Automated calibration is achieved by use of a magnetically levitated 
haptic interface probe. 
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Abstract: Due to the varying terrain conditions in outdoor scenarios the kinematics of mobile robots is much more
complex compared to indoor environments. In this paper we present an approach to predict future positions of
mobile robots which considers the current terrain. Our approach uses Gaussian process regression (GPR) mod-
els to estimate future robot positions. An unscented Kalman filter (UKF) is used to project the uncertainties
of the GPR estimates into the position space. The approach utilizes optimized terrain models for estimation.
To decide which model to apply, a terrain classification is implemented using Gaussian process classification
(GPC) models. The transitions between terrains are modeled by a 2-step Bayesian filter (BF). This allows us
to assign different probabilities to distinct terrain sequences, while taking the properties of the classifier into
account and coping with false classifications. Experiments showed the approach to produce better estimates
than approaches considering only a single terrain model and to be competitive to other dynamic approaches.

1 INTRODUCTION

The kinematics of mobile robots in outdoor scenarios
is much more complex than in indoor environments
due to the varying terrain conditions. Therefore, truly
reliable velocity controls for robots which are able to
drive up to 4 m/s or even faster (e.g. Figure 1) are hard
to design. The drivability is primarily determined by
the terrain conditions. Thus, we developed a machine
learning system which predicts the future positions of
mobile robots using optimized terrain models.

In this paper we present a Gaussian processes
(GPs) based method for estimating the positions of
a mobile robot. Our approach considers the differ-
ent terrain conditions to improve prediction quality.
Gaussian process regression (GPR) models are uti-
lized to estimate the translational and rotational ve-
locities of the robot. These estimated velocities are
transferred into the position space using an unscented
Kalman filter (UKF). By projecting the uncertainty
values of the GPR estimates onto the positions, the
UKF enables us to also capitalize the GPR uncertain-
ties. To distinguish the different terrains the robot is
traversing, we classify the spectrums of vertical accel-

erations using Gaussian process classification (GPC).
The transitions between terrains are modeled by a 2-
step Bayesian filter (BF). This allows us to assign dif-
ferent probabilities to distinct terrain sequences, as we
incorporate the properties of the classifier.

The remainder of this paper is organized as fol-
lows: Related work is presented in Section 2. In Sec-
tion 3 we explain GPs. In Section 4 we describe our
dynamic approach. Experiments are shown in Sec-
tion 5. We conclude in Section 6.

2 RELATED WORK

Several works study Gaussian processes (GPs)
and their application to machine learning prob-
lems. A detailed view is provided by Rasmussen
and Williams (Rasmussen and Williams, 2005).
Other works are Williams (Williams, 2002), and
MacKay (MacKay, 1998).

There is a lot of research on prediction of po-
sitions or trajectories of mobile robots. Many dif-
ferent systems are proposed, like a stereo-vision ap-
proach (Agrawal and Konolige, 2006), probability
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Figure 1: The experimental Longcross platform Suworow.

networks (Burgard et al., 1996) or an approach us-
ing a particle filter combined with a Monte-Carlo
method (Thrun et al., 2000). In (Seyr et al., 2005) arti-
ficial neural networks (ANN) are employed to build a
model predictive controller (MPC). The current pre-
diction error is considered to improve the quality of
the velocity estimations. Another least-square sup-
port vector machine (LS-SVM) based controller ad-
justs it’s data model iteratively by removing the least
important data point from the model when adding a
new point (Li-Juan et al., 2007).

Similar to the work presented here, GPs are used
by Girard et al. (Girard et al., 2003) to make predic-
tions several time steps ahead. The uncertainty of the
previous step is integrated in the regression to track
the increasing uncertainty of the estimation. Hence,
the uncertainty value of the GP is the accumulated
uncertainty of the previous time series. In contrast,
we are able to relate the Gaussian uncertainties by us-
ing an UKF. A similar approach has been suggested
by (Ko et al., 2007b), and (Ko et al., 2007a). They
estimated the trajectory of an autonomous blimp by
combining GPR with an UKF or ordinary differential
equations (ODE), respectively. Localization of wire-
less devices, like mobile telecommunication devices
or mobile robots is solved by modeling the probability
distribution of the signal strength with GPs integrated
in a BF (Ferris et al., 2006).

Several works employ information about the cur-
rent terrain conditions to improve the navigation sys-
tems of mobile robots. One intuitive approach is to
distinguish between traversable and non-traversable
terrain (Dahlkamp et al., 2006), (Rasmussen, 2002).
In contrast to the binary separation, Weiss et al.
(Weiss et al., 2006) are using a SVM to classify
the vertical accelerations and hence the terrain type.
Using spectral density analysis (SDA) and principal
component analysis (PCA) Brooks et al. (Brooks

et al., 2005) concentrate on the vibrations a mobile
robot experiences while driving. The preprocessed
data records are categorized through a voting scheme
of binary classifiers. Another way to analyse the driv-
ing conditions is to measure the slippage (Iagnemma
and Ward, 2009), (Ward and Iagnemma, 2007).

Kapoor et al. (Kapoor et al., 2007) are using GPs
with pyramid-match kernels to classify objects from
visual data. Urtasun and Darrell (Urtasun and Darrell,
2007) chose a GP latent variable model to achieve a
better classification by reducing the input dimension.

Although many works concentrate on position es-
timation as well as terrain classification, none com-
bined GPR and GPC to solve both problems at once
for a velocity controller of high speed outdoor robots.

3 GAUSSIAN PROCESSES

GPs are applicable to regression as well as classifica-
tion tasks. In contrast to other methods GPs do not
have any parameters that have to be determined man-
ually. However, the kernel function affects the prop-
erties of a GP essentially and must be chosen by hand.
The parameters of of GPs can be automatically opti-
mized using the training data. Furthermore, GPs pro-
vide uncertainty values additionally to the estimates.
These properties makes GPs attractive for regression
and classification task like position estimation and ter-
rain classification. However, a drawback of GPs is
their running time which is quadratic in the number of
training cases due to the inversion of the kernel ma-
trix.

3.1 Regression

Computing the predictive distribution of GPs consists
of three major steps. First, we determine the Gaussian
distribution of the training data and the test data. To
integrate the information of the training data into the
later distribution, we compute the joint distribution.
Finally, this joint distribution is transformed to the
predictive equations of GPs by conditioning it com-
pletely on the training data.

Let X = [x1, . . . ,xn]
> be the matrix of the n train-

ing cases xi. The measured process outputs are col-
lected in y = [y1, . . . ,yn]

>. The noise of the random
process is modeled with zero mean and variance σ2

n.
The kernel function is used to computed the similar-
ities between two cases. Our choice is the squared
exponential kernel given by

k(xi,x j) = exp(− 1
2 |xi− x j|2), (1)

where k is the kernel and xi, x j are two inputs. A fur-
ther quantity we need to provide the prior distribution
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of the training data is the kernel matrix of the training
data K = K(X ,X). It is given by Ki j = k(xi,x j) using
the kernel function. Now, we are able to specify the
distribution of y:

y∼N (0,K +σ
2
nI). (2)

We are trying to learn the underlying function of the
process. To get the distribution of the values of the
underlying function f = [ f1, . . . , fn]

> we simply need
to neglect the noise term from the distribution of the
training data.

f ∼N (0,K). (3)
Secondly, we determine the distribution of the test

data. Let X∗ = [x∗1 , . . . ,x∗n∗ ]
> be the set of n∗ test

cases assembled in a matrix like the training data.
f∗ = [ f∗1 , . . . , f∗n∗ ]

> are the function values of the test
cases. The normal distribution of the test data is there-
fore given by

f∗ ∼N (0,K∗∗), (4)
where K∗∗ = K(X∗,X∗) is the kernel matrix of the test
cases, representing the similarities of this data points.

To combine training and test data distributions in a
joint Gaussian distribution we further require the ker-
nel matrix of both sets, denoted by K∗ = K(X ,X∗).
Consequently, the joint distribution of the training and
test data is:[

y
f∗

]
∼N

(
0,

[
K +σ2

nI K∗
K>∗ K∗∗

])
. (5)

This combination allows us to incorporate the knowl-
edge contained in the training data into the distribu-
tion of the function values of the test cases f∗, the
values of interest.

Since the process outputs y are known, we can
compute the distribution of f∗ by conditioning it on
y, resulting in the defining predictive distribution of
GP models.

f∗|X ,y,X∗ ∼N (E[ f∗], V[ f∗]) (6)

with the mean and the variance given as

E[ f∗] = K>∗ [K +σ
2
nI]−1y (7)

V[ f∗] = K∗∗−K>∗ [K +σ
2
nI]−1K∗. (8)

The final distribution is defined only in terms of the
three different kernel matrices and the training targets
y.

3.2 Classification

The basic principle of GPC for multi-class problems
is similar to GPR. Yet GPC suffers from the prob-
lem that the class labels p(y| f ) are not Gaussian dis-
tributed. Hence, the distribution of the function values
given the training data

p( f |X ,y) =
p(y| f )p( f |X)

p(y|X)
(9)

Figure 2: Graphical model of our dynamic approach show-
ing the processing of the data and the dependencies between
the terrain classification and position estimation.

is also not Gaussian. X and f still denote the training
data and its function values, whereas y now represents
the class labels of the training data. Yet to use GPs we
have to have Gaussian distributed variables and must
approximate p( f |X ,y), by the Laplace method for in-
stance. Once the approximation is done, the further
procedure is similar to GPR models, resulting in the
predictive distribution of the GPC models f∗|X ,y,x∗.
Class probabilities are computed by drawing samples
from this final distribution and applying the softmax
function to squeeze the values into [0,1].

GPC have the same properties as GPR. The class
probabilities can be seen as a confidence value and
are perfectly suited to be combined with probabilistic
filters.

4 DYNAMIC APPROACH

Simple controller consider only one type of terrain or
use one averaged terrain model. In contrast, our ap-
proach considers the different effects on the kinemat-
ics of mobile robots caused by varying terrain condi-
tions. Our algorithm splits naturally in two parts, the
estimation of the robot’s position and the classifica-
tion of the terrain. Figure 2 shows a graphical model
of our dynamic approach.

4.1 Position Estimation

The position estimation consists of two methods. We
use GPs to do regression on the robot’s velocities and
an UKF to transfer the results into the position space.

The values used were provided by an IMU in-
stalled on the robot. A series of preceding experi-
ments were done to determine the composition of data
types which in combination with the projection into
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the position space allowed the best position estima-
tion. The data compositions compared in these exper-
iments varied in two aspects, first the type of the data,
and second the amount of past information.

The data combinations considered were: (1) the
change in x-direction1 and y-direction, (2) the change
in x-direction, y-direction and in the orientation, (3)
the x-velocity and y-velocity, (4) the x-velocity, y-
velocity and the change in the orientation, (5) the
translational and rotational velocity, and (6) the trans-
lational and rotational velocity and the orientation
change. The number of past values was altered from 1
to 4 values to determine the minimal amount of previ-
ous information necessary for the system to be robust,
while at the same time does not cloud the data records
and does not complicate the learning task. Leading
to a total number of 24 different data compositions.
While differing in the motion model and complexity,
all approaches can be easily transformed into posi-
tions. However, some approaches suffer from a poor
transformation function, making them rather useless.

The results showed that a single past value of the
translational and rotational velocity works best for po-
sition estimation. Thus, the data records of the GPR
reads as follows:

[lt−1, lt , rt−1, rt , vt−1, ωt−1] (10)

Since our Longcross robot has a differential drive, li
and ri denote the values of the speed commands to
the robot for the left and right side of it’s drive. vi and
ωi represent the translational and rotational velocity,
respectively. To learn a controller we need both the
commands given to the robot and the implementation
of these commands. The values of interest are the cur-
rent velocities, vt and ωt .

We use GPR to solve this regression task which
not only provides the estimates of translational and
rotational velocities but also gives us uncertainty val-
ues. We transform the estimates into positions us-
ing an UKF. Additionally, the uncertainties are pro-
jected onto these positions and are propagated over
time (Figure 3). Starting with a quite certain position
the sizes of the error ellipses are increasing, due to
the uncertainties of the velocity estimates and the in-
creasing uncertainties of the previous positions they
rely on.

Given only the first translational and rotational ve-
locity, the regression does not rely on any further IMU
values. It takes previous estimates as inputs for the
next predictions. Assuming the first velocities to be
zero (i.e. the robot is standing) makes our approach

1All directions are relative to the robot. The x-directions
points always in the front direction of the robot, and the y-
direction orthogonal laterally.

Figure 3: Original (red) and predicted (green) trajectory of
a 30 second drive. The UKF error ellipses are displayed in
blue. Starting out with a small uncertainty the error ellipses
(blue) increase over time, due to the uncertainty of previous
positions and the velocity estimates.

completely independent of the IMU device. However,
IMU data is required for training.

For each type of terrain we trained two2 GPR
models with data recorded only on that terrain. This
has several advantages: Firstly, the effects of the robot
commands on a specific terrain can be learned more
accurately, since they are not contaminated by effects
on other terrain types. Secondly, in combination more
effects can be learned. And thirdly, due to the alloca-
tion of the training data to several GPR models the
size and complexity of each model is smaller com-
pared to what a single model covering all terrain types
would require. The classification described in the next
paragraph enables us to select the appropriate terrain
models for regression.

4.2 Terrain Classification

The terrain classification is implemented with a GPC
model, and a 2-step BF is used to model the transi-
tions between terrains and to smooth the classification
results.

As for the position estimation task preceding ex-
periments were conducted to determine the best suited
data records for the classification task. In contrast,
here are mainly two possible data types, the vertical
velocities and accelerations.

By taking a look at the raw IMU data it is evi-
dent that the different terrains are hardly distingush-
able and that it may need to be preprocessed. To be
sure, we classified vertical velocity and acceleration
records of varying sizes. Since the single values carry

2GPs are not able to handle multi-dimensional outputs.
Hence, we need one GPR model for each velocity, transla-
tional and rotational.
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no information about the terrain, we took vectors of
25, 30, 35, and 40 values. The results showed the raw
data to be improper for the classification task at hand.

The information about the terrain types is en-
closed in the vibrations a mobile robot experiences
while driving. We used the fast Fourier transform
(FFT) to extract the frequency information. Given
that the FFT works best with window sizes being a
power of 2, we chose 16, 32, 64, and 128 as input
lengths. Due to the symmetric structure of the FFT
output, it is sufficient to use only the first half of the
result. This reduces the complexity of the problem
and allows us to consider larger window sizes as for
the raw data. Using Fourier transformed vertical ve-
locities and accelerations improved the classification
results, as was expected. We found the vector of 128
vertical acceleration values to work best for our task.
Hence, the input to the GPC model is given by

[ f f taz0, . . . , f f taz63], (11)

where f f tazi denotes the ith value of the FFT result.
If the robot’s speed is too slow the terrain charac-

teristics are not longer present in the vibrations, and
therefore a good classification is impossible. Thus,
we omit data for which the robot’s translational ve-
locity is below some threshold τ.

Due to the native charaters of the terrains, the driv-
ing conditions vary within a terrain type. This makes
it hard to achieve a perfect classification. To deal with
false predictions and to account for the properties of
the classifier, we used a 2-step BF to model the transi-
tions between terrains. The quality values GPC mod-
els provide, come in terms of class probabilities which
are well suited to be included into a probabilistic fil-
ter like the BF. The defining equation of our 2-step BF
is slightly modified to accommodate the classification
and the dependency on two previous beliefs.

b(xt|t−1) ∝ ∑
xt−1|t−1

∑
xt−2|t−2

p(xt|t−1|xt−1|t−1,xt−2|t−2) ·

b(xt−1|t−1) ·b(xt−2|t−2) (12)

The notation xt|t−1 denotes the value of the state x at
time t given all observations up to time t − 1. b(·)
is the belief, and p(xt|t−1|xt−1|t−1,xt−2|t−2) represents
the transition probabilities, i.e. the dependency on the
previous states. At this point the belief of the current
state xt depends only on the observations up to zt−1.
We include the current observation zt via the result of
the classifier ct .

b(xt|t) ∝
p(xt|t−1|ct ,zt)p(ct |zt)

p(xt|t−1|zt)
·b(xt|t−1), (13)

where p(ct |zt) is the classification result. The output
of our BF is the belief of state xt given all observations

including zt . It considers the classification and two
previous states.

As already mentioned, the terrain classification is
used to determine on which terrain the robot is cur-
rently driving and hence which terrain model should
be used to estimate the next position. Since the robot
commands required for the position estimation are
given at a rate of approximately 3Hz, whereas the ter-
rain classification relies only on IMU data provided
at 100Hz, we implemented both parts to work inde-
pendently of each other. However, it takes about a
second to acquire enough data for classification, thus
we reuse the last terrain model until a new classifica-
tion is available. Below we will refer to the terrain
models used by the GPR as applied models to distin-
guish them from the fewer classifications which were
actually performed. Algorithm 1 summarizes our ap-
proach.

Algorithm 1. Dynamic Approach.

Input: initialized and trained GPR and GPC models
while sensor data q∗ available do

2: get p∗ and q∗ from sensors
if p∗ available and speed > τ then

4: s∗ = FFT(p∗)
tp = GPC.classify(s∗)

6: bp = BF.process(tp)
model = selectModel(bp)

8: end if
[v,ω] = GPR.predict(model,q∗)

10: pos = UKF.process(v,ω)
publish(pos)

12: end while
The algorithm requires trained GP models. If sensor data
q∗ is available, the algorithm predicts the velocity values
using the current terrain model. If sufficient vibration data
p∗ is available for classification (omitting low speed data),
a new classification of the terrain will be performed and the
current model will be updated.

5 EXPERIMENTAL RESULTS

The Longcross (Figure 1) is an experimental platform
weighing about 340 kg with a payload capacity of at
least 150 kg. The compartment consists of carbon-
fibre and is environmentally shielded. Our version is
equipped with a SICK LMS 200 2D laser scanner, a
Velodyne Lidar HDL-64E S2 3D laser scanner, and
an Oxford Technical Solutions Ltd RT3000 combined
GPS receiver and inertial unit. The software runs on a
dedicated notebook with a Intel Core 2 Extreme Quad
processor and 8 GB memory.
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Figure 4: Estimation of the translational velocities (upper row), and of the rotational velocities (lower row) with error bars.
Even if the differences between the models are not significant, they result in rather distinct trajectories.

5.1 Simple Approaches

We evaluated our approach on a test drive covering
three different terrains, starting on field, continuing
with grass, and ending on asphalt. The test sequence
consists of 190 positions (about a 1 minute) almost
evenly partitioned on the three terrains. We compared
our dynamic approach to a field model, an asphalt
model, a grass model and an averaged model. The
first three models were trained only on the specific
terrain. The averaged model was trained on all three
terrains equally. All models used a total of 1500 train-
ing cases. The dynamic approach utilizes the three
terrain specific models.

We used the mean squared error (MSE) and the
standardized MSE to evaluate the quality of the re-
gression. The SMSE is the MSE divided by the vari-
ance of the test points, thus it does not depend on the
overall scaling of the values. The MSE is not applica-
ble to measure the quality of a trajectory because er-
rors at the beginning are propagated through the entire
trajectory influencing all proceeding positions. So we
introduced the mean segment distance error (MSDE).
First, we split the original trajectory and the predic-
tion in segments of fixed size. Each pair of segments
is normalized to the same starting position and orien-
tation. The distance of the resulting end positions is
computed subsequently. The mean of all these dis-
tances constitutes the MSDE. We found a segment
size of 10 to be a reasonable size.

The estimation results of the translational (upper
row) and the rotational velocities (lower row) of the
field model, the averaged model and of our dynamic

approach are shown in Figure 4. The field model is
the best of the simple models. The averaged model
would be the model of choice if one wants to con-
sider different terrain conditions but does not want to
employ a dynamic approach.

The estimation of the translational velocities by
the averaged model shows little or no reaction to
any of the outliers. Averaging the effects of com-
mands over several terrains involves diminishing ef-
fects of certain command-terrain combinations, hence
causing inaccurate estimates. The field model per-
forms best of the simple approaches, mainly because
it recognizes the slowdown around the 70th test case.
However, the other two outliers are not identified. The
estimates of the remaining test cases are similar to
the averaged model, yet the field model is slightly
superior. Our dynamic approach outperforms both

Figure 5: Predicted trajectories. Starting the models’ pre-
dictions are exact but differ increasingly along the time line,
leading to unlike trajectories.
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Table 1: Prediction quality. The translational velocity unit
is m/s, the rotational velocity unit is rad/s, and the MSDE
unit is m.

Model MSE SMSE MSDE10

v 0.02522 0.10588
Field

ω 0.00331 0.23605
0.42923

v 0.07032 0.29517
Asphalt

ω 0.00533 0.38034
0.56363

v 0.05161 0.21662
Grass

ω 0.00365 0.26041
0.51907

v 0.06203 0.26038
Averaged

ω 0.00377 0.26929
0.45478

v 0.01181 0.04956
Dynamic

ω 0.00279 0.19917
0.31407

previous models. In contrast, it recognizes all out-
liers, as the right terrain model is applied most of the
times. Additionally, the estimates of each test point
are pretty accurate.

The estimates of the rotational velocities give a
similar picture. The averaged model is somewhat off
at the beginning, underestimating the true values. The
field model is much more accurate. The error bars
seem to be larger than in the upper row but it is due
to the scale of the data. However, our approach again
provides the best estimation, reacting even to minor
changes in the velocity values.

The velocities are translated into positions using
an UKF. The resulting trajectories of all models tested
are shown in Figure 5. The previous tendencies are
reflected in the quality of the trajectories. The aver-
aged model’s trajectory is rather inaccurate, followed
by the trajectory of the field model which is outper-
formed by our dynamic approach. At the beginning
the predicted tracks are close, the differences start
during the first turn and increase by the time. Even
though the distinction between the velocity estimates
are relatively small, the impact on the trajectories are
formidable. Especially the rotation values are crucial

Figure 6: Classification results (upper image) and applied
models (lower image). The classification matches the se-
quence of field (red triangle), grass (green circles), and as-
phalt (grey squares) with high accuracy. Transitions are not
classifiable because the records contain data of two terrains.

Table 2: Classification results and applied models. F = field,
A = asphalt, G = grass.

Dynamic Approach Classification Applied Model

Correct Terrain 96.06% 96.45%

p(y = F|x ∈ F) 100.00% 100.00%

p(y = A|x ∈ A) 93.75% 93.84%

p(y = G|x ∈G) 94.44% 95.52%

to the trajectory quality.
We analyzed the quality of the GPR estimations

of the velocities with the MSE and the SMSE. Due
to the reasons mentioned above, the trajectories are
evaluated by the MSDE. The results are presented in
Table 1.

We also examined the classification performance.
Figure 6 displays the results of the classification af-
ter applying the BF, and the terrain models used for
the regression. The figures show that the classifier
tends to categorize field as grass vibrations and grass
records as asphalt. One problem is that the field and
grass terrains are alike. At the low speed of approx-
imately 1 m/s the vibrations experienced on grass are
close to the ones recorded on asphalt. Nonetheless, al-
most all false classifications are compensated by the
BF.

Table 2 lists the classification quality in terms of
correct classifications and applied models. Also, the
classification rates are broken down into the classes
giving more insight.

5.2 Dynamic Approaches

In the previous section we compared our dynamic
approach to single terrain models, which by defini-
tion cannot be optimal when the robot drives on sev-
eral different terrains. Therefore, we constructed an-
other dynamic approach similar to the one presented.
By doing so, we combined a support vector machine
(SVM) to perform the regression of the velocities,
and a k-nearest neighbor (k-NN) method for classi-
fication. We chose to combine a SVM and k-NN be-
cause of their low runtimes. The conducted experi-
ments showed the overall runtime of the GP approach
to be a serious issue.

We omitted the UKF from the system because the
SVM does not provide any uncertainty values. These
values are essential to the UKF in order to work prop-
erly. However, we kept the 2-step BF, even though
the k-NN method usually returns simple class labels
rather than class probabilities. We counted the votes
for each class and divided them by the total number
of neighbors k to provide class probabilities anyway.
We used the LibSVM library (Chang and Lin, 2001)
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Figure 7: Comparison of the two dynamic approaches. Estimation of the translational velocities (left column), and of the
rotational velocities (right column) with error bars.

with a radial basis function (RBF) as SVM kernel and
found the OpenCV k-NN implementation with k = 8
neighbors to work best for vibrations.

To train the terrain models of the SVM we used
the same training data as we did for the GP models.
The training set of the classifiers are also unchanged.

Since this approach is able utilize several terrain
models for prediction, it should be more competitive
than the single terrain model approaches. To distin-
guish the two dynamic approaches, we will refer to
the GP based system as GP-Approach and to the SVM
and k-NN system as SVM-Approach.

The top row of Figure 7 shows the estimations of
the translational and rotational velocities by the GP-
Approach from the previous section. The prediction
results of the SVM-Approach are illustrated below.
Both dynamic approaches fit the original translational
velocities fairly accurately and recognize all outliers.
The estimation differences between the two systems
are somewhat more apparent when we concentrate on
the rotational velocities. The SVM-Approach under-
estimates the first part and overestimates the veloci-
ties towards the end. Its predictions are more agitated
in contrast to the averaging characteristic of the GP
estimations.

The observations are reflected in the error values
of Table 3. Even though the errors of the dynamic
approaches are very small - they are the smallest of

Figure 8: Predicted trajectories of the two dynamic ap-
proaches.

all tested models - the values of the SVM-Approach
are more than 1

3 higher. As we will see later, this is
partly due to the lower k-NN classification quality.

The SVM’s underestimation of the rotational ve-

Table 3: Prediction quality of the two dynamic approaches.
The translational velocity unit is m/s, the rotational velocity
unit is rad/s, and the MSDE unit is m.

Model MSE SMSE MSDE10

GP v 0.01181 0.04956
Approach ω 0.00279 0.19917

0.31407

SVM v 0.01923 0.08073
Approach ω 0.00464 0.33089

0.30336
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Table 4: Classification results of the two dynamic ap-
proaches. F = field, A = asphalt, G = grass.

Classification SVM-Approach GP-Approach

Correct Terrain 70.00% 96.06%

p(y = F|x ∈ F) 71.43% 100.00%

p(y = A|x ∈ A) 93.75% 93.75%

p(y = G|x ∈G) 55.55% 94.44%

Table 5: Applied models of the two dynamic approaches. F
= field, A = asphalt, G = grass.

Applied Model SVM-Approach GP-Approach

Correct Terrain 75.26% 96.45%

p(y = F|x ∈ F) 71.70% 100.00%

p(y = A|x ∈ A) 91.04% 93.84%

p(y = G|x ∈G) 62.86% 95.52%

locity corresponds to the assumption of a less sharper
turn. The green trajectory in Figure 8 shows exactly
this behavior. Furthermore, the higher estimated ro-
tational velocities at the end of the trajectory result in
tighter turns. Regardless of the rather different pre-
dictive trajectories, the trajectory qualities in Table 3
are almost the same.

With respect to the classification task the GP clas-
sifier performs much better than the k-NN classi-
fier. The sequence of classifications and applied
models are compared in Figure 9. While the GP-
Approach keeps the current terrain until enough ev-
idence is present that the terrain may have changed,
the SVM-Approach tends to change the terrain class
more quickly. This makes the system to apply the
wrong terrain model more often.

Table 4 and 5 point out that the k-NN classifier
struggles to distinguish grass and field records. Lead-
ing to a performance more than 25% worse than the
GP classification. Evaluating the quality of the ap-
plied models, we can see a slight improvement by
about 5%, still staying way behind our approach.

Figure 9: Comparison of the two dynamic approaches.
Classification results (upper image) and applied models
(lower image). Transitions are not classifiable because the
records contain data of two terrains.

As stated earlier the classification quality is cru-
cial to the performance of the overall system, since
false classifications lead to the application of wrong
terrain models, resulting in worse velocity estima-
tions. However, the SVM-Approach, incorporating
SVM regression and k-NN classification, is signifi-
cantly faster than our GP-Approach.

6 CONCLUSIONS

In this paper we introduced a dynamic approach to
estimate positions of a mobile robot. Since the ter-
rain conditions are crucial to the robot’s implemen-
tation of velocity commands, we consider the terrain
for the prediction of future positions. We used GPs
for the regression of translational and rotational ve-
locities. An UKF transfers the velocity estimates into
positions and propagates the uncertainties of the posi-
tions over time. The vibration affecting the robot are
classified by a GPC model in order to separate differ-
ent terrains. A 2-step BF is used to compensate for
classification errors and to model the terrain transi-
tions.

The prediction problem considered in this paper
has several difficult properties: first, with respect to
the classification task, the visual ground truth is not
always accurate. Due to natural terrain types, which
in themselves can be vastly different, vibrations in-
duced by separate terrains may sometimes look alike
or even show characteristics of another terrain. In a
consequence, making it tricky to evaluate the the clas-
sifier’s performance. Second, finding a reasonable di-
versity of terrains is quite challenging, which aggra-
vates the task of determining the transition probabili-
ties from real data.

Nevertheless, our approach proved to be more
effective than simple approaches utilizing a single
model for all terrains. Furthermore, our GP-Approach
is competitive with other dynamic approaches using
different machine learning techniques. The dynamic
systems, our GP-Approach and the slightly struc-
turally altered SVM-Approach, are both better than
all simple models, proving the basic idea of our ap-
proach to be well suited to solve such prediction prob-
lems.

Future work will be to reduce the run time. Due to
the use of GPs the entire systems suffers of a long run
time. Several sparse algorithms for GPs exist which
would help to improve this issue. Moreover, expand-
ing the current system by additional terrains as sand
or gravel would be desirable. Extending the classifi-
cation records by the translational velocity could im-
prove classification results, since it allows to learn the
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effects of different speeds on the vibrations.
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Institute of Computer Engineering, Control and Robotics,

Wrocław University of Technology, ul. Janiszewskiego 11/17, 50-372 Wrocław, Poland
{alicja.mazur, elzbieta.roszkowska}@pwr.wroc.pl

Keywords: Mobile manipulator, Nonholonomic constraints, Path following, Frenet parametrization.

Abstract: This paper describes a problem of designing control laws preserving a motion along desired path for doubly
nonholonomic mobile manipulators. The doubly nonholonomic mobile manipulator is composed of a mobile
platform moving without slipping effect between wheels andthe surface (i.e. nonholonomic platform) and an
onboard manipulator equipped with special nonholonomic gears, designed by Nakamura, Chung and Sørdalen.
A task for any nonholonomic subsystem (i.e. nonholonomic platform or nonholonomic manipulator) is to
follow a desired path – some geometric curve parameterized by curvilinear distance from selected point. A
description of the nonholonomic subsystem relative to the desired path using so-called Frenet parametrization
is a basis for formulating the path following problem and designing a kinematic control algorithm.

1 INTRODUCTION

A mobile manipulator is defined as a robotic system
which consists of a mobile platform, equipped with
non–deformable wheels, and a manipulator mounted
on the platform.

The problem with a path definition for the end-
effector of the mobile manipulator is that behavior
of the subsystems is unpredictable, because the same
path defined in global coordinates can be executed by
separate subsystems or by both of them. Sometimes,
it is important to move the platform and simultane-
ously unload a payload: such a task is defined rela-
tive to the base of the manipulator mounted on the
platform; definition relative to the end-effector is ill-
conditioned. In such situation the decomposition of
the task into tasks defined separately for both subsys-
tems is more natural and convenient (Mazur and Sza-
kiel, 2009).

In the paper we assume that a desired task can be
decomposed into two separate subtasks defined for
each subsystem independently: the end-effector has
to follow a desired geometric path described relative
to the base of manipulator (i.e. relative to the plat-
form) and the task of the platform is to follow a de-
sired curve lying on a plane. Such a formulation of
the task makes possible successive unloading of pay-
load transported by the mobile manipulator during the
control process.

XP

P(s)

P

Figure 1: Decomposition of a task for doubly nonholo-
nomic mobile manipulator:P(s) – desired path for a non-
holonomic platform,Π(s) – desired path for a nonholo-
nomic manipulator.

Taking into account the type of components mo-
bility of mobile manipulators, there are 4 possible
configurations: type(h,h) – both the platform and
the manipulator holonomic, type(h,nh) – a holo-
nomic platform with a nonholonomic manipulator,
type (nh,h) – a nonholonomic platform with a holo-
nomic manipulator, and finally type(nh,nh) – both
the platform and the manipulator nonholonomic. The
notion doubly nonholonomicmanipulator was intro-
duced in (Tchoń et al., 2004) for the type(nh,nh).
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2 MATHEMATICAL MODELS OF
DOUBLY NONHOLONOMIC
MOBILE MANIPULATOR

In this paper we restrict our considerations to mobile
manipulators of(nh,nh) type, i.e. to doubly nonholo-
nomic objects. We will only discuss the constraints
occurring in the motion of both subsystems. Non-
holonomic constraints appearing in the motion of me-
chanical systems come from different sources. Very
often they come from an assumption that a motion of
the system can be treated as pure rolling of compo-
nents, without slippage effect. We have taken such as-
sumption in description of constrained motion of the
considered mobile manipulator.

2.1 Nonholonomic Constraints for
Wheeled Mobile Platform

Motion of the mobile platform can be described by
generalized coordinatesqm ∈ Rn and generalized ve-
locitiesq̇m∈Rn. The wheeled mobile platform should
move without slippage of its wheels. It is equiva-
lent to an assumption that the momentary velocity at
the contact point between each wheel and the motion
plane is equal to zero. This assumption implies the
existence ofl (l < n) independent nonholonomic con-
straints expressed in Pfaffian form

A(qm)q̇m = 0, (1)

whereA(qm) is a full rank matrix of(l ×n) size. Since
due to (1) the platform velocity is in a null space of
A(qm), it is always possible to find a vector of special
auxiliary velocitiesη ∈ Rm, m= n− l , such that

q̇m = G(qm)η, (2)

whereG is an n×m full rank matrix satisfying the
relationshipAG= 0. We will call the equation (2) the
kinematics of the nonholonomic mobile platform.

2.2 Nonholonomic Constraints for
Manipulator

A rigid manipulator can be a holonomic or a non-
holonomic system – it depends on construction of its
drives. In (Nakamura et al., 2001; Chung, 2004) the
authors have presented a new nonholonomic mechan-
ical gear, which could transmit velocities from the
inputs to many passive joints, see Figures 2-3. The
prototype of 4-link manipulator with such gears has
been developed in last 1990th years. Similar non-
holonomic 3-link manipulator is under construction at
Poznań University of Technology, Poland (Michałek

and Kozłowski, 2004). The nonholonomic constraints
in the gear appear by assumption on rolling contact
without slippage between balls of gear and wheels in
the robot joints.

OW
1

OW2

IW

Figure 2: Schematic of the nonholonomic gear.

u

w1,1

w2,1

rO1

rI

OW2

OW1

R
IW

 

rO2

aO

aI

q1

Figure 3: Nonholonomic gear seen from above.

The basic components of the gear presented in
Figure 2 are a ball and three wheels – an input wheel
IW and two output wheels OW1 and OW2. The veloc-
ity constraints of the ball are only due to point contact
with the wheels. The input wheel IW is mounted in
the first joint, the output wheels are mounted in the
next joint. The wheel IW rotates around the fixed
axis αI with an angular velocityu2, which plays the
role of a control input. The rotating input wheel IW
makes the ball rotate. The wheel OW1 rotates around
an axisαO, which makes with the axis of the input
wheel a joint angleθ1. The angular velocitẏθ1 = u1
is the second control input for the manipulator with
nonholonomic gears.

Nonholonomic constraints (the kinematics) ofn-
pendulum have the form

θ̇1 = u1, (3)

θ̇i = ai sinθi−1

i−2

∏
j=1

cosθ ju2, i ∈ {2, . . . ,n}, (4)
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with positive coefficientsai depending on gear ratios.
Hypothetical manipulator with 3 links and nonholo-
nomic gears has been presented in Figure 4.

θ1

IW

ρ

θ2

θ3

Figure 4: Schematic of 3-link nonholonomic manipulator.

It is worth to emphasize that only two inputsu1
andu2 are able to control many joints of manipulator
equipped with gears designed by Nakamura, Chung
and Sørdalen.

3 DESCRIPTION OF
NONHOLONOMIC SYSTEM
RELATIVE TO A GIVEN PATH

For nonholonomic systems whose workspace is pla-
nar, it is possible to describe state variables relative to
global inertial frame as well as to a given path (Mazur,
2004), see Figure 5.

r

X0

0Y

xn
r2

θ
2

M

θ
ω

v

M’

s

P

x

y

r1

dr
ds

ds
dr

l
1

dr
ds

Figure 5: Illustration of path following problem for the non-
holonomic platform.

The pathP is characterized by a curvaturec(s),
which is the inversion of the radius of the circle tan-
gent to the path at a point characterized by the param-
eters. Consider a moving point M and the associated
Frenet frame defined on the curveP by the normal

and tangent unit vectorsxn and dr
ds. The point M is

the mass center of a mobile platform and M’ is the
orthogonal projection of the point M on the pathP.

The point M’ exists and is uniquely defined if
the following conditions are satisfied (Fradkov et al.,
1999):

• The curvaturec(s) is not bigger than 1/rmin > 0.

• If the distance between the pathP and the point M
is smaller thanrmin, there is a unique point onP
denoted by M’.

The coordinates of the point M relative to the Frenet
frame are(0, l) and relative to the basic frameX0Y0 are
equal to(x,y), wherel is the distance between M and
M’. A curvilinear abscissa of M’ is equal tos, where
s is a distance along the path from some arbitrarily
chosen point.

If we want to express the position of the point M
not in coordinates(x,y) relative to inertial frame, but
relative to the given pathP, we should use some geo-
metric relationships, (Mazur, 2004),

l̇ = (−sinθr cosθr)

(

ẋ
ẏ

)

, (5)

ṡ=
(cosθr sinθr)

1− c(s)l

(

ẋ
ẏ

)

, (6)

where ẋ and ẏ are defined by nonholonomic con-
straints for the system (wheeled mobile platform or
nonholonomic manipulator) andθr is a desired orien-
tation at the point M’ on the path.

3.1 Path Following with Desired
Orientation

3.1.1 Nonholonomic Mobile Platform

Posture of the mobile platform is defined not only by
the position of the mass center, but by the orientation,
too. For this reason, it is necessary to define the ori-
entation tracking error equal tõθ = θ−θr . Moreover,
at the point M’ the desired orientation of the platform
fulfills a condition, (Samson, 1995),

θ̇r = c(s)ṡ. (7)

Then the coordinates

ξ = (l , θ̃,s)T (8)

i.e. the Frenet coordinates(l ,s) and orientation track-
ing error θ̃, constitute path following errors for non-
holonomic mobile platform. It is worth to mention
that Frenet parametrization is valid only locally, near
the desired path.
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As we mentioned earlier, out of Frenet coordinates
it is enough to consider onlyl andθ̃. Due to expres-
sions (5) and (7), Frenet variables for mobile platform
of (2,0) class described by nonholonomic constraints




ẋ
ẏ
θ̇



=





cosθ 0
sinθ 0

0 1





(

v
ω

)

= G(qm)η (9)

can be defined as follows
{

l̇ = vsinθ̃,
˙̃θ = θ̇− θ̇r = ω− vcosθ̃ c(s)

1−c(s)l = w,
(10)

wherew is a new control input for the second equa-
tion.

For the system (10) we can use many control
laws, e.g. algorithm introduced in (Samson and Ait-
Abderrahim, 1991),

{

v = const

w =−k2lv sinθ̃
θ̃ − k3θ̃, k2,k3 > 0,

(11)

which is asymptotically stable. It can be shown using
the following Lyapunov-like function

V(l , θ̃) = k2
l2

2
+

θ̃2

2
(12)

and Barbalat lemma.
Path following with a desired orientation is very

important for mobile systems, especially for mobile
manipulators. It comes from the fact that it would
be impossible to unload a payload if the platform had
wrong orientation, i.e. it would be in a right place but
back-oriented.

3.1.2 Nonholonomic Manipulator

For a nonholonomic manipulator it is possible to fol-
low along the desired path with prescribed orienta-
tion. However, this issue has a drawback. Namely,
nonholonomic manipulator has only two control in-
puts, therefore it is impossible to have the mentioned
three parameters(l ,s, θ̃) under control. In such a case
many authors decide to regulate only two tracking er-
rors(l , θ̃) to zero and they omit the differential equa-
tion for ṡ, because it does not matter at which point
s of the desired path the mobile platform enters the
desired curveP(s), see (Fradkov et al., 1999) for de-
tails. Such a case of the path following problem we
will call the asymptotic path following.

The Frenet parametrization can be evoked once
again in the problem of path following for the pla-
nar manipulator with nonholonomic gears moving on
the XZ surface.The role of the point M in Figure 5
plays a point at the end of a gripper. The orientation

of the end-effectorθm is an rotation angle of the frame
associated with the gripper around –Yb axis, which is
located in the base of the manipulator. It means that
the orientation of the end-effector in the planar non-
holonomicn-pendulum is then equal to

θm =
n

∑
i=1

θi .

In the considered planar nonholonomic manipulator
lying in XZ-plane, relationships between velocity of
the working point M expressed in Cartesian and curvi-
linear coordinates have the form

l̇m = (−sinθrm cosθrm)

(

ẋ
ż

)

, (13)

ṡ =
(cosθrm sinθrm)

1− c(s)lm

(

ẋ
ż

)

, (14)

wherelm denotes distance between the point M and
the pathΠ(s), andθrm is the orientation of the Frenet
frame in the point M’. Subscripts were introduced to
distinguish Frenet variables for both subsystems of
the(nh,nh) mobile manipulator.

Coordinates of the end-effector in then-pendulum
relative to its base are equal to







x= ∑n
i=1 l i cos

(

∑i
j=1 θ j

)

,

z= ∑n
i=1 l i sin

(

∑i
j=1θ j

)

.
(15)

Substituting time derivatives of variables (15), we ob-
tain the following equations

l̇m =
n

∑
i=1

cos

(

θrm−
i

∑
j=1

θ j

)

l i
i

∑
k=1

θ̇k, (16)

˙̃θm = θ̇m− c(s)ṡ=
n

∑
i=1

θ̇i −
c(s)

1− c(s)lm
·

·
n

∑
i=1

sin

(

θrm−
i

∑
j=1

θ j

)

l i
i

∑
k=1

θ̇k. (17)

Using the kinematics of the nonholonomic manipula-
tor given by (3)-(4), the equations (16) and (17) can
be expressed in the matrix form as follows

ξ̇m =

(

l̇m
˙̃θm

)

= H(qr ,ξm)







θ̇1
...

θ̇n






=

= H(qr ,ξm)G2(qr)u= Kl (qr ,ξm)u. (18)

Matrix Kl (qr ,ξm) fulfills the regularity condition (i.e.
it is invertible) if some configurations, which imply
the matrix singularity, are excluded from a set of pos-
sibly achieved poses of the nonholonomic manipula-
tor.
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For nonholonomic 3-pendulum matrixKl (qr ,ξm)
has the form

Kl (qr ,ξm) =

[

Kl11 Kl12
Kl21 Kl22

]

,

with elements defined below

Kl11 =
3

∑
i=1

l i cos(θrm−
i

∑
j=1

θi),

Kl12 = a2s1

3

∑
i=2

l i cos(θrm−
i

∑
j=1

θi)+

+a3s2c1l3 cos(θrm−
3

∑
j=1

θi),

Kl21 = 1− c(s)
1− c(s)lm

3

∑
i=1

l i sin(θrm−
i

∑
j=1

θi),

Kl22 = a2s1[1−
c(s)

1− c(s)lm

3

∑
i=2

l i sin(θrm−
i

∑
j=1

θi)]

+a3s2c1[1−
c(s)

1− c(s)lm
l3sin(θrm−

3

∑
j=1

θi)].

Note that Frenet transformation is valid only locally,
i.e. lm(0) < rmin, wherermin is an inversion of max-
imal curvaturecmax of the manipulator pathΠ(s),
therefore nominators of all fractions are well defined.
In turn, the nonholonomic planar 3-pendulum cannot
achieve angles equal toθ1,θ2 = 0,±π. Moreover,
singularities inKl matrix appear for sin(θrm − θ1) =
sin(θrm−θ1−θ2) = sin(θrm−θ1−θ2−θ3) = 0.

For the regular matrixKl , the following control
signals guaranteeing a convergence of tracking errors
to zero for pure kinematic constraints can be proposed

ur =−K−1
l (qr ,ξm)Λξm, Λ = ΛT > 0. (19)

It is easy to observe that the system (18) with closed-
loop of the feedback signal (19) has a form

ξ̇m+Λξm = 0,

i.e. it is asymptotically stable.

3.2 Path Following without Desired
Orientation

The manipulator with gears designed by Nakamura,
Chung and Sørdalen has two control inputs. It means
that only two parameters can be regulated during the
path following process. If we mean that the orien-
tation of the end-effector of such manipulator is not
very important, it is possible to control other Frenet
parameters, e.g.lm – distance error from the desired
path and curvilinear lengthsof the path.

In such a case the following differential equations

l̇m =
n

∑
i=1

cos

(

θrm−
i

∑
j=1

θ j

)

l i
i

∑
k=1

θ̇k,

ṡ =
1

1− c(s)lm
·

n

∑
i=1

sin

(

θrm−
i

∑
j=1

θ j

)

l i
i

∑
k=1

θ̇k

have to be considered. Similarly to (16) and (17), us-
ing the kinematics of the nonholonomic manipulator
(3)–(4), these equations can be expressed in the ma-
trix form as follows

(

l̇m
ṡ

)

= H(qr ,ξm)







θ̇1
...

θ̇n






= H(qr ,ξm)G2(qr)u

= Ks(qr ,ξm)u. (20)

Matrix Ks(qr ,ξm) fulfills the regularity condition (i.e.
it is invertible) if some configurations, which imply
the matrix singularity, are excluded from a set of pos-
sibly achieved poses of the nonholonomic manipula-
tor.

For nonholonomic 3-pendulum matrixKs(qr ,ξm)
has the form

Ks(qr ,ξm) =

[

Ks11 Ks12
Ks21 Ks22

]

,

with elements defined below

Ks11 =
3

∑
i=1

l i cos(θrm−
i

∑
j=1

θi),

Ks12 = a2s1

3

∑
i=2

l i cos(θrm−
i

∑
j=1

θi)+

+a3s2c1l3cos(θrm−
3

∑
j=1

θi),

Ks21 =
c(s)

1− c(s)lm

3

∑
i=1

l i sin(θrm−
i

∑
j=1

θi),

Ks22 =
a2s1c(s)

1− c(s)lm

3

∑
i=2

l i sin(θrm−
i

∑
j=1

θi)

+
a3s2c1c(s)
1− c(s)lm

l3sin(θrm−
3

∑
j=1

θi).

Singular configurations of nonholonomic 3-pendulum
for the matrixKs are equal to configurations

sin(θ1) = sin(θ1−θ2) = sin(θ1−θ2−θ3) = 0.

If the following control law is applied

ur =−K−1
s (qr ,ξm)v, (21)
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wherev ∈ R2 is a new input to the system (20), then
we obtain the decoupled and linearized control system
of the form

(

l̇m
ṡ

)

=

(

v1
v2

)

. (22)

Now it is possible to control each variable separately.
For instance, if we want to move along the desired
path, not only to converge to this path, it seems to be
a good idea to preserve ˙s 6= 0. Possible choice of the
control algorithm for the decoupled system (22) is

v1 =−Λlm, v2 = const, Λ > 0.

Such control algorithm guarantees the motion along
the geometrical curve with constant velocity and, si-
multaneously, the convergence of the distance track-
ing errorlm to 0.

4 SIMULATIONS

As an object of a simulation study we have chosen a
planar vertical 3-pendulum with nonholonomic gears
mounted on a unicycle.
The desired path for the manipulator (a circle ) was
selected as

Π1(s) = 0.25cos4s+1 [m],

Π2(s) = −0.25sin4s+0.6 [m],

and the desired path for the mobile platform was a
straight line

P(s) : x(s) =

√
2

2
s [m], y(s) =

√
2

2
[m].

The initial configuration of the manipulator was equal
to (θ1,θ2,θ3)(0)= (0,0.6732,−π/3) and initial pos-
ture of the platform was selected as(x,y,θ)(0) =
(0,2,3π/4).

Tracking of the desired path for the mobile plat-
form has been presented in Figures 6–8. Parameters
of the Samson & Ait-Abderrahim algorithm were se-
lected asv= 1, k2 = 0.1 andk3 = 1.

Tracking of the desired path with prescribed orien-
tation for the nonholonomic manipulator 3R has been
presented in Figures 9–11.
Tracking of the desired path without preserved orien-
tation for the same manipulator has been presented in
Figures 12–13.

5 CONCLUSIONS

In the paper the problem of defining the path for dou-
bly nonholonomic mobile manipulators has been con-
sidered. We have proposed a new approach to the path
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Figure 6: Path tracking for the mobile platform – XY plot.
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Figure 7: Path tracking for the mobile platform – distance
error l .
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Figure 8: Path tracking for the mobile platform – orientation
error θ̃.
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Figure 9: Path tracking for the 3-pendulum: an error ofx
coordinate.
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Figure 10: Path tracking for the 3-pendulum: an error ofz
coordinate.
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Figure 11: Path tracking for the 3-pendulum: an error of
orientationθ̃.
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Figure 12: Path tracking for the 3-pendulum – XZ plot.

as a geometric curve defined with the orientation or
not. Path following problem with prescibed orienta-
tion is very important for mobile systems, especially
for mobile manipulators – it results from the fact that
it is impossible to realize a task, namely unload a pay-
load if the platform has wrong orientation during the
regulation process.

In turn, for nonholonomic manipulator the desired
path need not be defined with orientation. In such a
case a new approach to the path following problem
has been presented in the paper. A new control algo-
rithm, guaranteeing not only asymptotic convergence
to the desired path but simultaneously the motion
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0.12

TIME   [s]

Figure 13: Path tracking for the 3-pendulum: a distance
error lm.

along the path with nonzero velocity, has been intro-
duced. It is possible to define another kinematic con-
trol algorithms with specific properties using Frenet
parametrization.
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TRANSFER
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Abstract: We present a framework for online imitation of human motion by the humanoid robot HRP-2. We introduce a
representation of human motion, the Humanoid-Normalized model, and a Center of Mass (CoM) anticipation
model to prepare the robot in case the human lifts his/her foot. Our proposed motion representation codifies
operational space and geometric information. Whole body robot motion is computed using a task-based prior-
itized inverse kinematics solver. By setting the human motion model as the target, and giving the maintenance
of robot CoM a high priority, we can achieve a large range of motion imitation. We present two scenarios
of motion imitation, first where the humanoid mimics a dancing motion of the human, and second where it
balances on one foot. Our results show that we can effectively transfer a large range of motion from the human
to the humanoid. We also evaluate the tracking errors between the original and imitated motion, and consider
the restrictions on the range of transferable human motions using this approach.

1 INTRODUCTION

Since the inception of humanoid robots several ap-
proaches have been developed, aiming at enabling au-
tonomous and intelligent behavior of the robot. The
general goal behind this idea is to develop humanoids
that, in the natural environment of the humans and
being among humans, can exhibit complex behavior.
The humanoid and the human share a common an-
thropomorphic structure, and recent studies have ex-
ploited this to directly transfer motion from humans to
humanoids. However, several obstacles imped the di-
rect transfer of motion like technological incompati-
bility of the humanoid robot, fragility, slow (relative
to human) motion speed, as well as a limited range of
motion.

There are several ways to approach the motion
transfer problem. In computer graphics, studies have
looked at “motion retargeting”, where human motion
is transferred from one virtual actor to another (Mul-
ton et al., 2008)(Chois and Ko, 2000). Machine learn-
ing approaches have also been developed to gener-
ate humanoid motion by observing and learning from
a human teacher (Schaal et al., 2003) (Shon et al.,
2005) (Takano et al., 2007). Another method is to
optimize the recorded human motion while consid-
ering humanoid kinematics and dynamics (Suleiman

Figure 1: Picture of a human performer extending a hand-
shake and the humanoid robot HRP-2 imitating the gesture.
HRP-2 is a 30 Dof, 58 kg, 1.54 m tall humanoid robot man-
ufactured by Kawada Industries, Japan. The human motion
was tracked using reflective motion markers and transferred
in real-time to the humanoid.

et al., 2008) (Ruchanurucks et al., 2006). For our
purpose we broadly classify motion imitation studies
into offline and online methods. Offline methods have
the advantage of having ample processing time and
hence the human motion can be modified to fit the
humanoid’s limitations. While this allows for gen-
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Figure 2: Organization of the algorithm to enable real-time
motion transfer from the human performer to the humanoid
robot.

eration of smooth and optimized motion of the hu-
manoid, these solutions can rarely be applied to on-
line motion transfer, often due to computational de-
lays during the optimization stage. Thus, online trans-
fer of human motion to a humanoid robot provides a
very different set of challenges compared to its offline
counterpart, and has been the focus of recent research
(Dariush et al., 2008a) (Dariush et al., 2008b) (Ya-
mane and Hodgins, 2009).

We explore this aspect of real-time human-
humanoid motion transfer by developing a framework
that allows us to transfer a large range of human mo-
tions to the humanoid, including balancing on one
foot. The challenges in this task include reliably
recording human motion, morphing the human data
such that it can be applied on a humanoid of a differ-
ent size and joint structure, and, generating the result-
ing humanoid motion in real-time while maintaining
balance.

1.1 Literature Review

1.1.1 Offline Motion Transfer

First we examine the work by Nakaoka et. al in
2005 (Nakaoka et al., 2005a), that enabled the hu-
manoid robot HRP2 to execute the famous and vi-
sually striking, traditional Aizu-Bandaisan Japanese
dance. Upper body motion for the HRP1s robot was
generated using motion capture markers on human
dancers and inverse kinematics. The leg motion of the
dancers was analyzed and extracted as motion prim-
itives (Nakaoka et al., 2005b). The upper and lower
body motions were then coupled and modified such

that the robot motion satisfied the dynamic stability
criteria, the Zero Moment Point (ZMP) (Vukobra-
tovic and Stepanenko, 1972). This method was imple-
mented offline and required several runs of the analyt-
ical process to reach a viable solution. However, this
method is not be easily applicable to a range of mo-
tions due to the extensive tuning and re-calculation re-
quired. As a more general framework, Ude et. al pro-
posed to solve a large scale optimization problem to
generate joint trajectories for a DB robot (Ude et al.,
2004). Joint angle trajectories of human motion were
computed by embedding a scalable kinematic struc-
ture to the human body motion. This was also solved
as an offline process because of the optimization com-
putational load. Robot balance was not taken into
consideration.

In the study by Ruchanurucks et al. (Ruchanu-
rucks et al., 2006), a non-linear optimization process
was solved subject to joint limits, autocollision, ve-
locity limits and force limits constraints. To increase
the convergence speed they parametrized the motion
by B-splines. In Suleiman et. al (Suleiman et al.,
2008), first the joint motion data was scaled into the
humanoid robot’s joints. Then, an optimization prob-
lem was solved to fit this motion to the robot structure
and its physical limits, keeping in mind the analyti-
cal gradient of the dynamic model. Among other ap-
proaches, studies have also used machine learning al-
gorithms to imitate human motion (Shon et al., 2005).
The idea here was to generate a low dimensional la-
tent space to map a model variable from the robot
motion to human motion, and vice-versa. In order
to generate the final stable motion, extensive training
was required using pairs of human and robot motion.

In most of these studies the humanoid is con-
strained to maintain both its feet on the ground. Even
in the approaches that allowed feet motion, for exam-
ple (Suleiman et al., 2008) and (Ruchanurucks et al.,
2006), the timing of the foot lift-off has to be prede-
fined which results in a rigid range of motion.

1.1.2 Online Methods

In the context of online transfer of human motion to
humanoid robots or even virtual avatars in animation,
the means used to capture human motion plays a very
important role. One way is the use of motion capture
technology. These systems represent human motion
by directly tracking the position of infra-red markers
attached to the human body or attaching a skeleton
to these markers. However, some recent studies have
also implemented markerless tracking where human
motion is reconstructed by using video cameras.

First, we consider the study by Dariush et al. (Dar-
iush et al., 2008b), where the authors developed a
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methodology to retarget human motion data to the hu-
manoid robot ASIMO. Human motion was captured
using a markerless pose tracking system. Here upper
body motion was considered by mapping the carte-
sian positions of the waist, wrists, elbows, shoulder
and neck. The corresponding joint motion on the
humanoid was calculated using inverse kinematics,
while respecting the individual joint limits. In this
case, a seperate balance controller was used to move
the legs in order to compensate for the retargeted mo-
tion of the upper body. In a later study, the authors
used a learning approach to pre-generate knowledge
about a number of human postures (Dariush et al.,
2008a). During the actual motion retargeting, head
and torso motion was monitored and the template
closest from the ones learned was assigned. The arms
were analyzed as 3D blobs and their position esti-
mated. From this data the 3D features for head, shoul-
der, waist, elbows and wrists were localized. Using
inverse kinematics and the balance controller, the mo-
tion was then played on the humanoid robot.

Using a different approach, Yamane et al. (Ya-
mane and Hodgins, 2009), simultaneously tracked
motion capture data using a balance controller and a
tracking controller. Tha balance controller was a lin-
ear quadratic regulator designed for an inverted pen-
dulum model. The tracking controller computed joint
torques to minimize the difference from the desired
human capture data while considering full-body dy-
namics. The resulting motion was retargeted on the
humanoid in simulation.

1.2 Our Contribution

We present an alternative way to transfer human
motion data to our humanoid robot HRP2.

• Taking inspiration from computer animation
studies we extended the idea of the normalized
skeleton (Multon et al., 2008) and developed a
“Humanoid-Normalized model” on which filtered
motion capture data can be retargeted online. To
do this we first devise a method to reliably record
human motion by using Kalman filters to fill gaps
(due to occlusions) in capture data. Rather than
directly using cartesian positions like in (Dariush
et al., 2008a) (Dariush et al., 2008b), or joint angles
(Yamane and Hodgins, 2009), we also encode the
orientation of the postures by attaching virtual planes
to sets of human motion marker points. These virtual
planes define the orientation of the important joints in
the human, like the head, chest, arms and waist. We
propose a Humanoid-Normalized model that consists
of a combination of the positions of the extremities

and the normals to the virtual planes. The motion of
this model is used to drive the humanoid robot via a
task based inverse kinematics solver.

• In order to achieve single foot support phases
we also introduce the original idea of an anticipation
model, motivated by results in human neuroscience.
This model serves the purpose of preparing the
humanoid to stand on one foot by taking into ac-
count previous motion of the human head, and the
humanoid’s Center of Mass (CoM). Figure 2 shows
the organization of the overall algorithm.

We evaluate the results from our experiments and
compare them to those reported in literature. In the
following sections we describe in detail 1) The cap-
ture of human motion capture data, 2) Application to
the Humanoid-Normalized model, 3) Generating hu-
manoid motion using inverse kinematics 4) The CoM
Anticipation model 5) Experiments on our humanoid
robot, HRP2 and finally 6) Discussion of our results
as well as future perspectives.

2 SEAMLESS HUMAN MOTION
CAPTURE

Human motion was recorded in a tracking hall
equipped with 10 infra-red tracking cameras (Mo-
tionAnalysis, CA, USA). The system is capable of
tracking the position of markers within a 5x5 m space
within an accuracy of 1mm, at a data rate of 100 Hz.
The human to be tracked wore 41 reflective mark-
ers firmly attached to their body using velcro straps,
or tape (see Figure 1 and 3). In some cases there
was the possibility of loss of marker data due to self-
occlusions. This is very detrimental to the imitation
algorithm since the humanoid model depends on con-
tinous human motion data. To solve this, we imple-
mented a linear Kalman filter that estimates the posi-
tion of markers that are lost for short durations of time
(less than 0.5 seconds). If a marker is lost for periods
longer than 0.5 seconds, we assume the model to be
unrecoverable and initiate an emergency stop. The la-
tency between capture of marker data and the kalman
filtered data is about 30 ms. This filtered data is then
applied to the Humanoid-Normalized model.
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Figure 3: Human→Humanoid Normalized Model→Humanoid. Motion capture position data from the human is transferred
to the normalized model and associated with the planes and humanoid joints. The motion of these planes and joints drives the
humanoid motion.

3 HUMANOID-NORMALIZED
MODEL

3.1 Why a Normalized Model?

Multon et al. (Multon et al., 2008) proposed the use
of a normalized skeleton, which acts as an intermedi-
ate entity to map motion between two different dig-
ital actors. The generation and adaptation of motion
was done by assuming that there exists planes formed
by the arms and legs. The normalized skeleton was
represented by normalized segments, limbs of vari-
able lengths and the spine. Humans come in dif-
ferent sizes and shapes, and most adults are bigger
than our humanoid HRP2. HRP2 also has two addi-
tional DoF’s in its chest (pitch and yaw) and this re-
quires special treatment unlike that for the humanoid
ASIMO, used in (Dariush et al., 2008a), where the
torso is one single joint. There is thus a need to extract
the relevant characteristics of human motion, and de-
fine it in a form that is suitable for application on hu-
manoids. We extended the idea presented by Multon
and colleagues by defining planes for not only the
arms, but also the head, chest and waist. The planes
are attached to the human body in such a way that they
can be directly used to define geometric tasks in the
prioritized inverse kinematics solver. A combination
of the orientation of these planes, and the position of
the extremities (head and wrists) form the Humanoid-
Normalized model (henceforth HN Model).

3.2 Components of
Humanoid-normalized Model

The physical model of the upper body was built from
the cartesian positions of 22 markers on the human

Figure 3. Before the model is computed we scale the
marker positions according to a modified version of a
standard scaling algorithm (Boulic et al., 2009). First,
we start with the head. Three markers on the head
were used to form the head virtual plane. The center
of these markers were considered in the HN model.
The normal to the plane defined by these markers was
computed. In the HN model we represent the orienta-
tion of the head as the orthogonal to this normal vec-
tor. For the head, the plane normal is computed as,

Nhead =V0×V1 (1)
where,

V0 =
p0− p1

||p0− p1||

V1 =
p0− p2

||p0− p2||
p0, p1, p2 are the markers associated to the head vir-
tual plane.

Similarly, chest and waist virtual planes were con-
structed using the relevant markers such that their nor-
mals were approximately in the sagittal direction (see
Figure 3 for illustration of markers used). Virtual
planes for the arms were constructed using markers
on the shoulder, elbow and wrist. Instead of using
the positions of all these markers, the arm posture is
represented by the normal to this plane and the wrist
position. We chose this representation because of the
difficulty to directly map the cartesian position of all
these markers to the robot structure. In addition to up-
per body characteristics, we also included the position
of the feet in the HN model.

Thus, overall the Humanoid-Normalized model is
expressed by the following set of geometric proper-
ties:

[Ph,Vh,Nc,Vw,Plh,Nla,Prh,Nra,Pl f ,Pr f ] (2)
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where Ph is a point representing the position of the
head, Vh is a vector representing the orientation of the
head, Nc is a vector representing the normal of the
chest plane, Vw is a vector representing the orientation
of the waist, Plh is a point representing the position of
the left hand, Nla is a vector representing the normal
to the left arm plane, Prh is a point representing the
position of the right hand, Nra is a vector representing
the normal to the right arm plane, Pl f is a point rep-
resenting the position of the left foot, Pr f is a point
representing the position of the right foot.

4 HUMANOID INVERSE
KINEMATICS

The HN model explained in the previous section al-
lows us to retarget human motion into a form suit-
able for transfer onto the humanoid. To generate mo-
tion of the humanoid we used a task-based inverse
kinematics solver (Nakamura, 1991).

4.1 Prioritized Inverse Kinematics

Forward kinematics expresses the relationship be-
tween the variation of the joint parameters δq and
the corresponding displacement δx in the operational
space (Nakamura, 1991). This is given by,

δx = Jδq (3)

where J is the m×n jacobian matrix, m being the di-
mension of the task, and, n is the number of degrees
of freedom. The inverse kinematics model determines
the joint variation that produces an expected displace-
ment, which is obtained by solving the system in Eq.
3. However, for the humanoid robot we have m < n,
thus this linear system is under-constrained. In this
case, all the solutions of the system can be written as:

δq = J#
δq+(I− J#J)z (4)

where J# = JT (JJT )−1 is the pseudo inverse of J, I
is the n×n identity matrix, (I−J#J) is the null-space
projector of J, and z is an n-dimensional arbitrary vec-
tor. The first term on the right side of equation 4 is a
generic solution and z in the second term can be used
to satisfy additional constraints without modifying δx.

The generic expressions for solving n tasks with
descending order of priorities are (Siciliano and Slo-
tine, 1991):

N0 = I
Ĵi = JiNi−1

Ni = I− Ĵ#
i Ĵi

δqi+1 = Ĵ#
i+1(δxi+1− Ji+1δqi)

where Ni is the projector associated with the ith task,
Ji is the jacobian of the ith task, I is the n×n identity
matrix. The update δqi is iteratively computed for all
tasks.

4.2 Whole-body Motion Generation

The position for each joint is generated from a prior-
itized stack of tasks (Yoshida et al., 2006), which is
solved using the inverse kinematics formulation ex-
pressed above. Each property of the HN model repre-
sentation is used as the target input for the tasks. Our
task stack was defined as (in decreasing priority):

1. Homogenous transformation task for each feet,
i.e. both position and orientation are fixed,

2. Position task for Center of Mass (CoM) projection
(X and Y positions),

3. Position task for the head,

4. Homogenous transformation task for the left
wrist,

5. Homogenous transformation task for the right
wrist,

6. Orientation vector task for the chest,

7. Orientation vector task for the waist,

8. Orientation vector task for the head.

We use four kinds of tasks: position task, orienta-
tion vector task, homogenous transformation task and
a CoM task. As examples, we define in more detail
the task construction for the head and the arms. The
CoM task is detailed in the next section. The position
task of the head fh(θ) is defined as,

fh(θ) = Pt
h−Ph(θ)

where Pt
h is the target of the task given by the position

of the head in the HN model representation. Ph(θ)
is the position of the humanoid head expressed as a
function of the robot dof’s θ.

For the orientation vector task of the head fh(θ)
we have

fh(θ) =V t
h ×Vh(θ) (5)

where V t
h is the target head direction, which is given

by the head orientation vector in the HN model. And
Vh(θ) is the corresponding vector of the humanoid
head, as a function of the robot dof’s θ. The orien-
tation vector tasks for the chest and waist are defined
in a similar way.

For each arm a homogeneous transformation task
is constructed for the wrist joint. The target trans-
formation is constructed from two properties, wrists

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

26



Figure 4: Scenario 1. (a) Snapshot of human dancing and its imitation by HRP2 (b) Roll, pitch and yaw angles of the head
joint during the dancing motion. Solid black line indicates the angles of the HN model, this was the target the humanoid had
to follow. Red circles indicate the corresponding angular value on HRP2 (c) Chest angles of the HN model (solid black line)
and the corresponding angles on the humanoid (dashed red line).

position and the normal to the HN model’s arm plane.
The target rotation matrix in the homogenous trans-
formation is computed as,

Rt = [Narm×V Narm V ] (6)

where Narm is the normal of the left or right arm plane,
and V is a unit vector connecting the elbow and wrist
markers. It should be noted that the Narm is parallel to
the axes of the humanoid elbow joint.

5 COM ANTICIPATION MODEL

The CoM of a humanoid robot is a vital indicator to
its stability. In order to remain statically stable, the
projection of CoM on the floor should remain within
the support polygon defined by the two feet of the hu-
manoid. If the human performer were to lift his/her
foot, the CoM of the humanoid robot would have to
be shifted in advance towards the other foot in order
to maintain balance. In order to know when this shift
is required, we take inspiration from results in human
neuroscience research. Studies have reported strate-
gies by which motion of the CoM in humans can be
related to foot placement and hip orientation (Patla
et al., 1999), (Vallis and McFadyen, 2005).

To manipulate the projection of the humanoid
CoM on the floor we constrain it to track a target. The
target position is computed depending on the current
stance of the HN model, i.e. Double Support (DS)

or Single Support (SS). The transition of stance from
single to double support is detected using the position
and velocity of the feet. When either of these mea-
sures exceed a pre-determined threshold a change of
stance is said to have occured. For the motion of the
CoM the target is computed as:

CoMi =

{
CoMi−1 +α(Vhead ·Vf eet)Vf eet if DS

p f oot +βVhead if SS
(7)

where,
CoMi = CoM X and Y positions at time step i,
Vhead = HN Model head 2D velocity vector,
Vf eet = Unity vector across robot’s feet,
p f oot =Humanoid support foot X and Y positions,
α, β are constants.

6 IMPLEMENTATION OF
ONLINE HUMAN-HUMANOID
MOTION TRANSFER

Our framework was implemented using the software
achitecture Genom, (Fleury et al., 1997). Mainly, we
have four modules to establish communication from
the motion capture system to the HRP2 robot inter-
face. First, we have a motion capture server whose
function is to send motion data to the network via
UDP protocol. These data are filtered as described
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Figure 5: Scenario 2. (a) Picture of humanoid imitating the human lifting his foot. (b) Sideways displacement of the HN
model head (solid black line), and the vertical height of the humanoid’s lifting foot (dashed red line). Also shown is the Y
displacement of the humanoid’s CoM (dash-dot blue line). Zoom inset shows a magnified view of the anticipation phase. The
anticipation occurs between the ’Balance point’ and the time when the humanoid lifts its foot.

in section 2. A second Genom module reads the
seamless motion data and computes the robot mo-
tion. This module implements the HN-normalized
model, the CoM anticipation model and the priori-
tized inverse kinematics solver. Finally, via a plugin
we send robot motion data from the motion gener-
ation Genom-module to the HRP2 interface control
panel.

We present two scenarios that illustrate the
capabilities of our algorithm. In the first scenario
we assume the robot’s feet to be fixed and imitate
the motion of a human performer executing a slow
dance with the upper body, including bending of the
knees and ankles. In the second scenario, the robot
is allowed to lift-off with one of its feet and balance
on the other foot. This was chosen to illustrate the
anticipation model which prepares the humanoid
for balancing on one foot. The parameters used for
the CoM anticipation model were, α = 0.12, β =
0.01. All computations were run on an Intel Core 2
CPU 6400 @2.13GHz, with 2GB of RAM memory.
At each solution step we required ∼30 ms to build
the Humanoid-Normalized model and to solve the
stack of tasks using a damped inverse kinematics
solver. The video of the results can be accessed at
http://homepages.laas.fr/manu/videos/motionImitation.mp4

6.1 Dancing

The human performer was asked to perform a simple
dance without stepping or sliding his feet. Figure 4-a

shows the posture of the human and the humanoid in
the middle of the dance. The motion computed by the
algorithm was smooth, without joint position or ve-
locity limit violations, and was quasi-statically stable.
Figure 4-b & c show the roll, pitch and yaw angles of
the head and chest of the HN model and those of the
humanoid robot. Despite the low priority given to the
head orientation task, we see that the yaw and pitch
angles were matched very closely, while roll angle of
the humanoid was much lesser than the HN model.
This was because the yaw and pitch axis are directly
available on HRP2 (independent of the other joints),
however, the humanoid does not have a roll axis for
the head joint. The roll variation seen in Figure 4-b
was due to the movement of the whole body. Chest
roll of the HN model was not considered, but to ac-
count for the movement of the rest of the body we
see an induced roll component on HRP2. The pitch
and yaw angles of the humanoid’s chest followed the
HN model less closely due to the lower priority of this
task. Since the arms and the head are connected to the
chest, and their respective tasks have a higher priority,
the chest joint has a reduced degree of mobility.

6.2 Foot Lift

In this scenario the human performer shifted his
weight onto one leg and maintained his balance for
a few seconds before slowly returning to rest on both
feet. Figure 5-a shows the human and the humanoid
balancing on one foot (SS stance). The motion of the
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Table 1: Mean RMS error between HN model and hu-
manoid. Values in brackets denote the mean RMS error in
X,Y and Z positions for wrist positions, and roll (R), pitch
(P) and yaw (Y) for head, chest and waist orientations.

Property Mean RMS Mean RMS
position (m) orientation (deg)

CoM ∼ 0 -
Head ∼ 0 4.09

(R: 11.8 P: 0.22 Y: 0.26)
Left wrist 0.02 -

(X: 0.013 Y: 0.02 Z: 0.3)
Right wrist 0.05 -

(X:0.05 Y:0.017 Z: 0.08)
Chest - 4.2

(R: 1.1 P: 6.7 Y: 4.8)
Waist - 6.4

(R: 1.1 P: 4.62 Y: 0.52)

head in the HN model, and the vertical position of
the foot of the humanoid is plotted in Figure 5-b. We
observe that the head shifts towards the support foot
(right foot) before the lifting the other foot (Figure
5-b). The sideways displacement of the head reaches
the Y position of the support foot about 1s before foot
lift. Before reaching this point, the CoM projection
was derived according to Eq. 7 (DS stance). Once
the head reaches the support foot, the CoM is main-
tained at this position (referred to as “Balance Point”
in Figure 5-b). After this point, the behavior of the
CoM is dictated by a different relation (SS stance in
Eq. 7). It should be noted that for slow head motion,
the projection of the CoM and the head position co-
incide (a small offset can be seen in the zoom inset
in Figure 5-b)).

7 DISCUSSION

Among studies that have looked at human-humanoid
motion retargeting it is generally difficult to define a
single metric reflecting the quality of motion trans-
fer. This can be because of several reasons. The
physical structure of humanoids can vary quite sig-
nificantly (size, number of DoFs, range of motion
etc). Moreover, defining a mathematical term to the
rather abstract idea of “good” motion imitation is not
clear. Dariush and colleagues, formulated a measure
for “tracking error” to express the effectiveness of
their algorithm. We employ a similar strategy and ad-
ditionally investigate the limitations of our approach
vis-à-vis dynamic stability of the humanoid.

7.1 Quality of Motion Imitation

Quality of motion imitation was quantified by mea-
suring the root mean square error between the target
(HN model) and the humanoid robot. Table 1 lists
the relevant parameters and the errors. The position
of the CoM and head were tracked almost prefectly.
This was because both these tasks had a very high
priority. Comparitively, head orientation which had
a lower priority had a mean error of 4 deg. But it
should be noted that most of this error was because of
the roll angle (HRP2 does not have a head roll axis).
The right wrist position error was slightly larger that
the left wrist. This can be attributed to the fact that
left wrist task came before the right wrist task in the
priority list. Thus, once the left wrist position and
orientation was fixed, it became more difficult for the
right wrist to reach exactly its target transformation.
Comparing across studies, Dariush et al. 2008b, re-
ported an error of about 0.02 m in tracking the wrist
position while assigning them to a “medium priority
group”. In our case the head was the highest prior-
ity, and hence a low error, while the hands were low
priority, hence the larger error. Chest and waist orien-
tation were lower in the priority list and hence show
larger errors in orientation than the other joints. Over-
all, these results show that we were able to retarget a
large part of the motion of the human onto the hu-
manoid.

7.2 Limitations

We analysed the limitations of our imitation sys-
tem, and those of our humanoid, by setting up the
following test. We attached the marker set on the
performer and he was asked to move his right hand
in an up-and-down motion at different speeds. After
transferring the motion to the humanoid, we observed
the shift of the Zero Moment Point (ZMP) of the hu-
manoid for the different human hand speeds. For the
up and down motion, we detect the maximum and
minimum values of the ZMP components, and check
if it is inside the supporting polygon. We found that
the humanoid became unstable when the hand speed
was higher than 1 m/s (Figure 6). This example illus-
trates the limitations of using inverse kinematics with-
out considering, simultaneously, the dynamic stability
of the humanoid. To truly imitate both the kinematics
and dynamics of the human motion, it would be im-
portant to take both of these into account during the
modeling stage itself. For example, using a dynami-
cal model (exact or simplified) at the motion planning
stage could be a useful in this regard.

Kanehiro et al. (Kanehiro et al., 2008b), devised a
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Figure 6: (a) Illustration of the hand up and down motion on
the simulated HRP2, (b)Plot of ZMP of the humanoid robot
vs. human hand velocities. Illustrated is the point at which
the humanoid becomes unstable because of excessive hand
speeds.

way to optimize quasi-static humanoid motion, such
that it can be performed faster, but also within the dy-
namic limits of the humanoid. We recorded the online
dancing motion of the humanoid, and optimized it of-
fline to see how much faster the same motion could
be played. We found that our original 60 seconds
of dancing motion could be optimized to 31 seconds
while respecting the kinematic and dynamic limits of
the humanoid HRP2. Thus, offline optimization could
serve as a benchmark in judging how effective and ro-
bust online motion retargeting algorithms really are.

Finally, one limitation of our formulation of the
HN model is that it cannot guarantee self-collison
avoidance on the humanoid. This could be included at
the inverse kinematics stage by defining self-collison
avoidance as a constraint (Dariush et al., 2008a) (Ka-
noun, 2009) (Kanehiro et al., 2008a).

8 SUMMARY AND FUTURE
PERSPECTIVES

In this study we have presented an online method
by which a humanoid robot can imitate human mo-
tion. The evaluation of the results show that the mo-

tion generated by the humanoid closely resembles the
original human motion. The proposed CoM antici-
pation model allows the humanoid to balance itself
on one foot taking the cue from the human. This
model inspired from neuroscience research opens up
new windows towards incorporating biological prin-
ciples in humanoid motion control (Berthoz, 2000),
(Sreenivasa et al., 2009). The use of the Humanoid-
Normalized model allows standardization across an-
thropomorphic figures irrespective of proportions (for
example marionettes). To further improve imitation it
could be interesting to consider the exact dynamics of
the humanoid, as well as self-collison avoidance, in
the motion planning algorithm. At the present state of
this work, we can say that our humanoid robot HRP-
2, is capable of mimicking Tai-chi like movements,
but not yet quite at the level of Karate.
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Abstract: We present a novel method to obtain the basic frequency of an unknown periodic signal with an arbitrary
waveform. The method originates from nonlinear dynamical systems for frequency extraction, which are
based on adaptive frequency oscillators in a feedback loop.While using several adaptive frequency oscillators
in a loop results in extraction of separate frequency components, our method extracts the basic frequency of
the input signal without any additional logical operations. The proposed method uses a whole Fourier series
representation in the feedback loop. In this way it can extract the frequency and the phase of an unknown
periodic signal, in real-time, and without any additional signal processing or preprocessing. The method also
determines the Fourier series coefficients and can be used for dynamic Fourier series implementation. It can
be used for the control of rhythmic robotic tasks, where onlythe extraction of the fundamental frequency is
crucial. This is demonstrated on a highly nonlinear and dynamic task of playing the robotic yo-yo.

1 INTRODUCTION

Controlling rhythmic robotic tasks that require syn-
chronization with the actuated device or interac-
tion with the external environment is a difficult
task, and requires complex sensory systems and ad-
vanced knowledge (Petrič et al., 2009). For example,
such rhythmic tasks include handshaking (Kasuga
and Hashimoto, 2005), locomotion (Ijspeert, 2008),
drumming (Degallier et al., 2008), or playing with dif-
ferent toys, like the yo-yo(̌Zlajpah, 2006) or the gyro-
scopic device called Powerball (Gams et al., 2007).
Controlling these tasks with robots requires both ac-
curate trajectory generation and frequency tuning.

Determining the fundamental frequency of a task
is a complex problem and can be achieved in differ-
ent ways, e.g. with signal processing methods, such
as FFT, or with the use of nonlinear oscillators (Mat-
suoka et al., 2005). Furthermore, trajectory genera-
tion and modulation are still difficult tasks in robotics.
One possible approach to trajectory generation and
the modulation is the imitation (Schaal, 1999), which
can be preformed in several different ways, using
encoding methods like splines (Ude et al., 2000) or
dynamic movement primitives (DMP) (Schaal et al.,
2007).

Not many approaches that combine both frequency
extraction and waveform learning exist. One of them
is the use of a two-layered imitation system based on
nonlinear dynamical systems (Gams et al., 2009). In
their work, the authors explained that the imitation
system can be used for extracting the frequency of
the input signal, learning its waveform, and imitating
the waveform at the extracted or any other frequency.
Similar, but with less properties for trajectory genera-
tion and modulation can be achieved by using only the
first layer of this system for both frequency extraction
and waveform learning (Righetti et al., 2006). The de-
scribed systems are based on adaptive frequency os-
cillators in a feedback loop. Such an approach can
determine several frequency components of an input
signal. Despite favorable properties of these systems,
there is a considerable drawback in determining the
basic or fundamental frequency of the input signal.

For complex periodic signals with several fre-
quency components, the first layer of the imitation
system, referred to as the canonical dynamical sys-
tem, has to include a high number of oscillators in the
feedback loop. Using this system for movement imi-
tation requires determining the basic frequency. This
is accomplished by a logical algorithm that follows
the feedback loop. With a high number of oscilla-
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tors, and when several of the oscillators tune to the
same frequency, this can become extremely complex.
A high number of oscillators is practically necessary
and cannot be avoided.

The contribution of this paper is the novel design
of the canonical dynamical system for the two-layered
imitation system. The proposed approach does not re-
quire a logic algorithm to determine the fundamental
frequency of the input signal, as in the original ap-
proach (Gams et al., 2009). We use a single adaptive
phase oscillator in a feedback loop. The oscillator is
followed by a complete Fourier series approximation,
with a built-in algorithm to determine the Fourier co-
efficients. The combination of an adaptive phase os-
cillator and the adaptive Fourier series allows us to
extract the fundamental frequency of the input signal
and use it to control rhythmic robotic tasks.

With this approach we essentially implemented a
real-time, adaptive Fourier series analysis. Our sys-
tem is able to calculate the Fourier coefficients of an
unknown periodic signal in real-time and is computa-
tionally inexpensive. The usefulness of this system is
presented on the case of playing the yo-yo. Control-
ling the yo-yo has already been a subject of several
studies (̌Zlajpah, 2006; Jin et al., 2009), which mostly
rely on complex, specially designed controllers based
on the models of the device. The task of playing
yo-yo is highly non-linear and requires on-line fre-
quency adaptation. The proposed approach simplifies
the synchronization between the upward jerk of the
robot and the movement of the yo-yo by determining
the frequency of the up-down motion from a measur-
able periodic quantity.

The paper is organised as follows. In section 2,
we give a brief description of the original two-layered
imitation system with an emphasis on the first layer -
the canonical dynamical system. In section 3 we de-
scribe the novel approach using the Fourier series in
the feedback loop. In section 4 we evaluate the pro-
posed approach in simulation, and on a real-world ex-
periment of playing the yo-yo. Conclusions and sum-
mary are in section 5.

2 TWO-LAYERED IMITATION
SYSTEM

The two-layered imitation system was presented in
detail in (Gams et al., 2009). In their work the au-
thors explained that the system can be used for ex-
tracting the frequency spectrum of the input signal,
learning the waveform of one period, and imitating
the desired waveform at an arbitrary frequency. The
system structure is presented in Figure 1. The first

layer, i.e. the canonical dynamical system, is used
for frequency extraction. It is based on a set of adap-
tive frequency oscillators in a feedback loop. The sec-
ond layer is called the output dynamical system and is
used for learning and repeating the desired waveform.
The latter is based on dynamic movement primitives
- DMPs, e.g. (Schaal et al., 2007).

Canonic
dynamic
system

Output
dynamic
system

yin
Ω
φ x

w
φl r

Figure 1: Two-layered structure of the imitation system.
The inputyin is a measured quantity and the output is the
desired trajectoryx of the robot. The inputφl is the ad-
ditional phase lag andr is the amplitude of the trajectory.
The system can work in parallel for an arbitrary number of
dimensions.

The first layer of the system has two major tasks.
It has to extract the fundamental frequencyΩ of the
input signal and it has to exhibit stable limit cycle be-
havior in order to provide the phase signalΦ. The
basis of the canonical dynamical system is a set of
adaptive phase oscillator with applied learning rule as
introduced in (Buchli and Ijspeert, 2004). In order
to accurately determine the frequency, it is combined
with a feedback structure (Buchli et al., 2008) (see
Figure 2). The feedback structure of M adaptive fre-
quency oscillators is governed by

φ̇i = ωi−K ·e·sinφi , (1)

ω̇i =−K ·e·sinφi , (2)

e= yin− ŷ, (3)

ŷ=
M

∑
i=1

αi cosφi , (4)

α̇i = η ·e·cosφi , (5)

where K is the coupling strength,φi , i = 1...M is the
phase of separate oscillators,yin is the input signal, M
is the number of oscillators,αi is the amplitude as-
sociated with the i-th oscillator, andη is the learning
constant.

As shown in Figure 2, each of the oscillators in
the feedback structure receives the same input, i.e. the
difference between the input signal and the weighted
sum of separate frequency components. Such a feed-
back structure preforms a kind of Fourier analysis.
The number of extracted frequencies depends on how
many oscillators are used. As only the fundamental
frequency is of interest, the feedback structure is fol-
lowed by a logic algorithm. Determining the correct
frequency and the phase is crucial, because they are
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Figure 2: Feedback structure of M nonlinear adaptive fre-
quency oscillators. Note the logic algorithm that follows the
feedback loop.

eyin

Ω
φ

ŷ
αn,βn

Figure 3: Feedback structure of nonlinear adaptive fre-
quency oscillator combined with dynamic Fourier series.
Note that no logic algorithm needed.

the basis for the output dynamic system and the de-
sired behavior of the actuated device.

One possible approach is to choose the first non-
zero frequency as was presented in (Gams et al.,
2009). However, it has a drawback that when more
than one oscillators converge to, or oscillate, around
the same frequency, the logic algorithm switches be-
tween the oscillators, and consequently the phase will
not be smooth, leading to oscillations in the output
trajectory.

3 CANONICAL DYNAMICAL
SYSTEM BASED ON FOURIER
SERIES

In this section a novel architecture for canonical dy-
namical system is presented. As the basis of the
canonical dynamical system we use a single nonlin-
ear phase oscillator with applied learning rule (Buchli
and Ijspeert, 2004). This is combined with a feed-
back structure based on an adaptive Fourier series in
order to accurately determine the frequency. A feed-
back structure with an adaptive frequency oscillator
combined with an adaptive Fourier series is shown in
Figure 3. The feedback structure of an adaptive fre-
quency phase oscillator is governed by

φ̇ = Ω−K ·e·sinφ, (6)

Ω̇ =−K ·e·sinφ, (7)

e= yin− ŷ, (8)

where K is the coupling strength,φ is the phase of the
oscillator,e is the input into the oscillator andyin is
the input signal. If we compare Eqs. (1, 2) and Eqs.
(6, 7), we can see that the frequencyΩ and the phase
φ are now clearly defined. The feedback loop ˆy is now
represented by the Fourier series

ŷ= α0+

M

∑
i=1

(αi cos(iφ)+βi sin(iφ)), (9)

and not by the sum of separate frequency components
as in Eq. 4. M is the size of the Fourier series andα0
is the amplitude associated with the first segment of
the series, it is governed by

α̇0 = η ·e, (10)

hereη is a learning constant. The amplitudes asso-
ciated with the other terms of the Fourier series are
determined by

α̇i = ηcos(iφ) ·e, (11)

β̇i = ηsin(iφ) ·e, (12)

wherei = 1...M. As shown in Figure 3, the oscillator
of the feedback structure receives the difference be-
tween the input signal and the Fourier series. Since
a negative feedback loop is used, the difference ap-
proaches zero when the Fourier series representation
approaches the input signal. Such a feedback struc-
ture preforms an adaptive Fourier analysis, where the
phase difference between the harmonics can only be
0, π/2, π or 3π/2. This is not the case in the origi-
nal approach (Righetti and Ijspeert, 2006), where the
phase difference can be arbitrary.

The proposed approach has the ability to adapt to
the basic frequency of the input signal. The number of
harmonic frequency components it can accurately ex-
tract depends on how many terms of the Fourier series
are used. Since in this structure only one oscillator is
used and the harmonics are encoded in the Fourier
series, the basic frequency and phase are clearly de-
fined. This is an important improvement, especially
for the usefulness of the imitation system when per-
forming rhythmic tasks.

The new architecture of the canonical dynamic
system can be used as an imitation system by itself,
as it is able to learn arbitrary periodic signals. Af-
ter convergence,e reaches zero (with an accuracy that
depends on the number of elements of the Fourier se-
ries). Oncee is zero, the periodic signal stays encoded
in the Fourier series. The learning process is embed-
ded and is done in real-time. There is no need for any
external optimization process or learning algorithm.
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Adding the output dynamical system enables us to
synchronise the motion of the robot to a measurable
periodic quantity of the task we would like to preform.
The measured signal is now encoded into the Fourier
series and the desired robot trajectory is encoded in
the output dynamic system. Sice adaptation of the
frequency and the learning of the desired trajectory
can be done simultaneously, all of the system time-
delays can be automatically included. Furthermore,
when a predefined motion pattern for the trajectory
is used, the system time-delays can be adjusted with
a phase lag parameterφl . This enables us to either
predefine the desired motion or to teach the robot how
to preform the desired rhythmic task online.

The output dynamical system also ensures greater
robustness against perturbations and smooth modula-
tion. Specially greater robustness to perturbation is
crucial when performing fast, dynamic tasks.

4 EVALUATION

In the following section we evaluate of the proposed
imitation system with the new canonical dynamical
layer. In the Section 4.1 the numerical results from
the original and the novel architectures are presented.
In Section 4.2 a real-world experiment of playing the
yo-yo with the use of the proposed imitation system
is shown.

4.1 Simulation

In this numerical experiment the proposed architec-
ture for the canonical dynamical system learns an ar-
bitrary signal. The populating of the frequency spec-
trum is done without any signal processing, as the
whole process of frequency extraction and adaptation
of the waveform is completely embedded in the dy-
namics of the adaptive frequency oscillator combined
with the adaptive Fourier series. Unless stated other-
wise, we use the following parameters:µ= 2,K = 20,
M = 10.

Frequency adaptation results from time- and
shape-varying signals are illustrated in Figure 4. The
input signal itself is of three parts: a periodic pulse
signal, a sinusoid, and a sawtooth wave signal. Tran-
sition between the signal parts is instant for both fre-
quency and waveform. We can see that after the
change of the input signal, the output frequency sta-
bilises very quickly.

A single adaptive frequency oscillator in a feed-
back loop is enough, because the harmonics of the
input signal are encoded with the Fourier series in
the feedback loop. As can be seen from the bottom
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Figure 4: Typical convergence of an adaptive frequency os-
cillator combined with an adaptive Fourier series, driven by
a periodic signal with different waveforms and frequencies.
Frequency adaptation is presented in the top plot and the
comparison between the input signaly and the approxima-
tion ŷ in the bottom plot.
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Figure 5: Comparison between the pool of the adaptive os-
cillators and our proposed approach. First plot shows evolu-
tion of frequency distribution using a pool of 10 oscillators.
Middle plot shows the extracted frequency using an adap-
tive frequency oscillator combined with Fourier seres. The
comparison of approximated signals is presented in the bot-
tom plot. The thin solid line presents the input signal, the
solid line presents our new proposed approach and the dot-
ted line presents the pool of adaptive oscillators.

plots in Figure 4, the input signal and the feedback
signal are very well matched. The approximation er-
ror depends only onM. A comparison with the orig-
inal approach as proposed in (Buchli et al., 2008) is
given in Figure 5. In their approach, if there are not
enough oscillators to encode the input signal, the sys-
tem will only learn the frequency components with
more power. Thus, the output signal will only be an
approximation.
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Mitsubishi PA-10

Force sensor

Gripper

Camera

Line

Yo-yo

Figure 6: Experimental setup.
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dynamic
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Ω
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w
φl r

hd h̃

Figure 7: Proposed two-layered structure of the control sys-
tem for controlling the peak height of the yo-yo. The input
is either the forceyf or the visual feedbackyv.

However, if there are more oscillators than the fre-
quency components to learn, either some of them will
not converge to any frequency or the same frequency
components will be coded by several oscillators, as
shown in the top plot in Figure 5, where a pool of ten
oscillators was used. In this particular experiment,
five of the oscillators converge to the basic frequency
of the signal.

Choosing the right oscillator from that pool is a
very difficult task and requires a complex logic algo-
rithm. On the other hand, using our new approach,
where the feedback is encoded with a Fourier series,
the oscillator converges to the basic frequency of the
input signal. Therefore, the basic frequency and the
phase are clearly defined. Furthermore, the approx-
imation and the convergence of the feedback signal
is quicker, as it is shown in the bottom plots in Fig-
ure 5. Even after 350 s, the original architecture from
(Righetti and Ijspeert, 2006) did not produce as good
an approximation as it was after 20 s when using our
new proposed canonical dynamical system.

4.2 Application to Robotic Yo-yo

To illustrate the proposed approach we implemented
it on a real robot playing yo-yo.

Playing yo-yo with a robot can be achieved in dif-
ferent ways, depending on what one can measure. It
can be the length of the unwound string, which can
be effectively measured by a vison system. As de-
scribed in (̌Zlajpah, 2006), using vison is also one of
the ways humans do it, even though approaches us-
ing only the measured force were described (Jin et al.,

2009). With our proposed system, playing yo-yo can
be accomplished either with force feedback or with
visual feedback. Furthermore, the proposed system is
able to synchronise even if the input signal is changed
from one measurable quantity to another during the
experiment.

We preformed the experiment on a Mitsubishi PA-
10 robot as presented in Figure 6. A force sensor
(JR3), was attached to the end effector to measure the
impact force of the yoyo, and a USB camera was used
to measure the length of the unwound string.
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Figure 8: Pre-defined hand motion pattern for playing yo-
yo.
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Figure 9: Robot trajectoryx in the top plot, heighth of the
yo-yo in the second plot, extracted frequency in the third
plot and signal adaptation ˆy in the bottom plot. At 52 s
the input signal is switched form force feedback to visual
feedback. Yo-yo parameters in this case are: axle radius
ra = 0.01 m and massm= 0.2564 kg.

The two layered imitation system with the novel
canonical dynamical system was implemented in
Matlab/Simulik. The control scheme is presented
in Figure 7. As we can see, the imitation system,
based on a nonlinear oscillator combined with dy-

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

36



0 s 0.32 s 0.64 s 0.96 s 1.28 s 1.6 s 1.92 s 2.24 s

t1 s t1+0.32 s t1+0.64 s t1+0.96 s t1+1.28 s t1+1.6 s t1+1.92 s t1+2.24 s

t2 s t2+0.32 s t2+0.64 s t2+0.96 s t2+1.28 s t2+1.6 s t2+1.92 s t2+2.24 s

Figure 10: Image sequence of a robotic yoyo. Top sequence present the decent of the yoyo from the gripper. In the middle
sequence a behavior of the system after switching from forcefeedback to vision feedback is shown (t1 = 54 s) and in bottom
sequence the behavior in steady state is presented (t2 = 81 s).

namic Fourier series, provides the desired trajectory
for the robot with a yo-yo attached at the top. The mo-
tion of the robot was constrained to up-down motion
using inverse kinematics. The length of the string or
the force from the top of the robot can be used as the
input into the system. Since a measurable force dif-
ference appears only as a spike, when the yo-yo hits
the end of the string, we modify the signal in a way
that it carries more energy. In our particular case, we
use the measured spike to create a short pulse.

To preform the task, we first determine the wave-
form of the required motion pattern. We chose the
motion pattern described in (Žlajpah, 2006), which
satisfies the required criteria for playing the yo-yo.
The hand motion pattern encoded into the output dy-
namic system (dashed line), and the desired hand mo-
tion pattern (solid line) are presented in Figure8.

The frequency of the task depends on the param-
eters of the yo-yo itself, and on how high the yo-yo
rolls up along the string. The height can be influ-
enced by the amplitude of the hand motion, which can
be easily modified using the amplitude parameterr of
the motion, see Figure 7. PI controller was used to

control the peak height of the yo-yo. The controller is
given by

u(t) = kpe(t)+ ki

∫
e(t)dt, (13)

wherekp = 2, andki = 0.4 were determined empiri-
cally. Figure 9 shows the results of frequency adapta-
tion and yo-yo height during the experiment.

As we can see, the frequency of the imitated mo-
tion quickly adapted to the motion of the yo-yo and
stable motion was achieved. At approximately 52 s
the input into the imitation system was switched from
force feedback to visual feedback. At that point some
oscillation in the frequency and the approximation of
the input signal can be observed because they have to
adapt to the new waveform of the input signal. Fur-
thermore, form the middle sequence in Figure 10 we
can see that the amplitude of hand motion is higher
after switching from the force feedback to the vision
feedback. Despite the change, the imitation system
still manages to extract the correct frequency and the
robot motion returns to steady-state oscillations. Note
that in the bottom sequence in Figure 10 the hand am-
plitude is smaller than immediately after the switch.
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As far as we know, this is the first system which
has the capability of playing the yo-yo by force feed-
back or by vision feedback, without changing the sys-
tem parameters. Furthermore, switching from one to
another measured quantity can even be done during
the experiment. This shows that the proposed system
is adaptable and robust.

5 CONCLUSIONS

We presented a new architecture for the canonical dy-
namical system which is a part of a two layered imi-
tation system, but can be used as an imitation system
by itself. The dynamical system which, is used to ex-
tract the frequency, is composed of a nonlinear phase
oscillator combined with a Fourier series. This sys-
tem essentially implements an adaptive Fourier series
of the input signal. It can extract the frequency, phase
and the Fourier series coefficients of an unknown pe-
riodic signal. This is done in real-time without any
additional processing of the input signal. Integrating
this system into the imitation system based on dy-
namic motion primitives enables simple and compu-
tationally inexpensive control of rhythmic tasks with
at least one measurable periodic quantity.

Furthermore, we presented the use of the imita-
tion system to preform a rhythmic task that requires
synchronization with the controlled device. For play-
ing the yo-yo, we have shown that the information
on how high the yo-yo rolls up along the string, or
the force feedback is enough to achieve stable perfor-
mance. The proposed approach enables to play yo-yo
by measuring either the force or the yo-yo position.
Furthermore we also showed that the system has the
capability of changing the measured quantity in a sin-
gle experiment without loosing the synchronization
between the robot and the yo-yo.
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Abstract: It is well known that for bilateral teleoperation, force feedback information is needed. In this paper, we propose
a control approach for bilateral teleoperation with uncertainties in the model of the slave robot and which does
not use force sensors for haptic feedback. The controller design is based on a cyclic switching algorithm. In
the first phase of the cyclic algorithm, we estimate the environmental force and in the second phase a tracking
controller ensures that the position of the slave robot is tracking the position of the master robot. A stability
analysis of the overall closed-loop system is presented andthe approach is illustrated by means of an example.

1 INTRODUCTION

In this paper, we consider the problem of bilateral
teleoperation in force-sensor-less robotic setups. It is
well-known that haptic robotic devices and teleopera-
tion systems exploit information regarding the exter-
nal forces (see (Lawrence, 1993) and (Hokayem and
Spong, 2006), e.g. for haptic feedback). The slave
robot interacts with the environment and its dynamics
are dependent on external forces induced by this inter-
action. These forces can be contact forces (interaction
forces between environmental objects and the robot)
or exogenous forces induced by the environment.

In bilateral teleoperation, knowledge on the un-
known environmental force applied on the slave robot
is typically needed to achieve coordinated teleoper-
ation. One option for obtaining such disturbance
information is to equip the slave robot with force-
sensors; for examples of such robotic devices, es-
pecially haptic devices, which use force sensors the
reader is referred to (Lawrence, 1993), (Yokokohji
and Yoshikawa, 1994). However, in many cases, the
most important external forces for multi-link robots
appear at the end-effector. Note that force sensing
at the end effector of the robot is often not feasible
since the external forces will typically interact with
the load, which the slave robot is e.g. positioning,
directly (and not with the robot end-effector). Be-
sides, in some cases, the position at which the external
forces are applied is a priori unknown and may be on
a robot link as opposed to on the end-effector. More-
over, the usage of force-sensors can be expensive and

increase the production costs of the robot which can
be undesirable especially in domestic applications.

For these reasons, a disturbance estimation
scheme for force-sensor-less robots can be intersting.
Disturbance observers (DOB) have been widely used
in different motion control applications ((White et al.,
1998), (Fujiyama et al., 2000), (Iwasaki et al., 1999))
for determining the disturbance forces, such as fric-
tion forces. However, the performance enhancement
of these DOB strategies may lead to smaller stabil-
ity margins for the motion control ((Komada et al.,
2000)); therefore a robust design with respect to the
environmental disturbances and model uncertainties
is needed. Previous results on robustly stable DOB
((Kempf and Kobayashi, 1999), (Eom et al., 2000),
(Güvenc and Güvenc, 2001), (Ryoo et al., 2004)) are
based on linear robust control techniques. Some non-
linear DOB have been developed for the estimation
of harmonic disturbance signals ((Chen et al., 2000),
(Liu and Peng, 2000)).

Various strategies have also been considered for
force-sensor-less control schemes estimating the ex-
ternal force. (Eom et al., 1998) proposes an adap-
tive disturbance observer scheme, and (Ohishi et al.,
1991) and (Ohishi et al., 1992) propose anH∞ esti-
mation algorithm. In (Alcocer et al., 2003), a control
strategy called ”force observer” is introduced. This
design uses an observer-type algorithm for the esti-
mation of the exogenous force. The drawback of this
approach is that it assumes perfect knowledge of the
model of the system.

In parallel with force estimation strategies, based
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on disturbance observers, another approach using sen-
sor fusion has been developed to diminish the noise
levels of the force sensors. In (Kröger et al., 2007),
force and acceleration sensors are used, while in (Gar-
cia et al., 2008), data from force sensors and posi-
tion encoders are fused. Sensor fusion provides better
qualitative results than obtained by employing more
expensive force sensors.

Here, we present a control approach for bilateral
teleoperation with an estimation strategy for exter-
nal forces acting on the slave robot with a load with
unknown mass. This method extends a result pre-
sented in (Lichiardopol et al., 2008), which consid-
ered human-robotic co-manipulation problem. The
proposed algorithm is robust for large uncertainties in
the mass of the load.

The paper is structured as follows. Section 2
presents the problem formulation and in Section 3 we
describe the control strategy we propose. In Section
4, we apply the algorithm to a 1-DOF master-slave
robotic setup. In the final section of the paper, the
conclusions and some perspectives on future work are
discussed.

2 PROBLEM STATEMENT

The problem that is tackled in this paper is that of
bilateral teleoperation in force sensor-less robotic se-
tups. We assume that the slave robot is generally car-
rying a load (e.g. tool or product) and that the ex-
ogenous forces act on the slave or on the load. For
1-DOF robotic setups, this assumption does not in-
duce any loss of generality. We consider the case in
which no force sensor is present to measure the ex-
ogenous force directly. Moreover, we consider the re-
alistic case in which the mass of the load is not known
exactly which further challenges the estimation of the
exogenous force. In order to solve this problem, we
propose the design of a force estimator which is ro-
bust to the uncertainties in the mass of the load. In
order to achieve the teleoperation, the position of the
slave robot must track the position of the master robot.
For the sake of simplicity, we have considered iden-
tical master and slave robots. The extension towards
different inertias for the master and slave robots is rel-
atively straightforward by introducing some scaling
factors for the forces applied on the master and slave
robots. In Figure 1, the block diagram of the teleop-
eration setup is presented with the blocksMasterand
Slaverepresenting the dynamics of the master and the
slave robot respectively and the blockC representing
the control algorithm for bilateral teleoperation. The
signalsFH andFE represent the human and the envi-

ronmental force respectively;xM andxS are the posi-
tions of the master and the slave robots,u is the con-
trol signal for the slave robot and̂FE is the signal that
makes transparent the environmental force acting on
the slave robotFE to the master cockpit. We adopt the
assumption that the only measurements available are
the position of the joint(s) and hence we aim to con-
struct an output-feedback control strategy.
The objective of this paper is to design the controller

+

+

C

+
+ Master

Slave
FE

FH xM

xS

u
FE

Figure 1: Problem Setup.

C such that the following goals are met:

• the position of the slave robot is tracking the po-
sition of the master robot;

• an accurate estimate of the environmental force is
transmitted to the master robot;

• the overall system is stable.

3 CONTROL DESIGN

Due to the uncertainties in the model of the slave
robot we can not estimate the unknown environmental
force and track the master robot position at the same
time (unknown inertia and only position measurement
available do not allow simultaneous force estimation
and position tracking). Therefore, we are proposing a
switching controller based on a cyclic algorithm. Dur-
ing one cycle of durationT, we will have two phases
as in Figure 2:

time

Phases of 
the algorithm

TT0

estimation
phase

tracking
phase

estimation
phase

tracking
phase

2TT+T00

Figure 2: Temporal division of the control strategy.

1. Estimation of the environmental force;

2. Position tracking.

During the first phase, which last for a period ofT0
(T0 < T), the controller will behave as a force estima-
tor. Here we are using the force observer introduced
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K1+K2s+

xS
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xM
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u

Memory

-1

phase I

phase I

phase II

phase II

Figure 3: Controller Design.

in (Lichiardopol et al., 2008) to estimate the exter-
nal force which will be used for the purpose of haptic
feedback and during the second phase we are keep-
ing the estimated force constant. In the second phase,
we are using a PD controller for the slave robot to
track the position of the master robot. In Figure 3, we
present the block diagram representation of the con-
troller where the controller blocks are represented by
their transfer functions in the Laplace domain (s∈C)
and the block calledMemorysaves the last estimate
of the environmental force at the end of the first phase
and provides the same constant output during the en-
tire second phase. The switches in Figure 3 are set on
positions corresponding to the first phase of the algo-
rithm.

In the following section, we study the stability for
the closed-loop system (including force estimation er-
ror dynamics and tracking error dynamics).

3.1 Description

For the purpose of stability analysis, we first formu-
late the model of the error dynamics. In order to ob-
tain the error dynamics, the dynamics of the master
and slaves robots are needed in both phases. During
the first phase (kT ≤ t < kT+T0, k ∈ N), the model
dynamics are:

{

mẍM = FH(t)+K0ẋS
mẍS= FE(t)−K0ẋS

, (1)

wherexM andxS are the position of the master and
the slave robots respectively,FH andFE are the human
and the environmental force, respectively,m is the un-
known inertia of the robot with the load (the mass is
assumed to be boundedm∈ [Mmin,Mmax]) and param-
eterK0 is a scalar that defines the force estimation al-
gorithm and is chosen such that the estimation of the
force has converged in the interval[kT,kT+T0].

In the second phase of the algorithm (kT+T0 ≤
t < (k+1)T, k∈N), the system behavior is described
by:
{

mẍM = FH(t)+ F̂E(KT +T0)
mẍS= FE(t)+K1(xM − xS)+K2(ẋM − ẋS)

, (2)

whereK1 andK2 define the PD controller that ensures
the tracking of the master robot position by the slave
robot (these parameters are chosen such that the poly-
nomialms2+K2s+K1 is Hurwitz∀m∈ [Mmin,Mmax])
andF̂E(KT+T0) is the estimation of the environmen-
tal force at the end of the first phase.

In the sequel, we assume that the exogenous
forces acting on the system (human forceFH and envi-
ronmental forceFE) and their derivatives are bounded.

3.2 Stability Analysis

Let us define the vectorε = [ex, ėx]
T = [xM(t) −

xS(t), ẋM(t)− ẋS(t)]T , which contains the position and
the velocity tracking errors, and the force estimation
erroreF = F̂E−FE. Then the force error dynamics are
described by:

ėF =−K0

m
eF − ḞE, (3)

during the first step of the algorithm (kT ≤ t < kT+
T0, k∈ N) and

ėF =−ḞE, (4)

during the second phase (kT+T0 ≤ t < (k+1)T, k∈
N).

The position error dynamics is represented by:

ε̇ =

(

0 1
0 0

)

ε +
(

0 0
1
m

1
m

)(

FH
FE

)

+

(

0
2
m

)

eF ,

(5)
for t ∈ [kT,kT+T0), with k∈ N and

ε̇ =

(

0 1
−K1

m −K2
m

)

ε +
(

0
1
m

)

FH +

(

0
1
m

)

eF ,

(6)
for t ∈ [kT+T0,(k+1)T), with k∈ N.

The goal of this section is to prove that the overall
system presented in Figure 1 is input-to-state stable
with respect to the inputsFH andFE. For this we are
going to use a result introduced in (Jiang et al., 1996)
that states that the series connection of two input-
to-state stable systems is also an input-to-state stable
system. In the sequel, this proof will be split into two
parts:

• Prove that the force error dynamics are stable with
respect to the inpuṫFE;

• Prove that the position error dynamics are stable
with respect to the inputsFH , FE andeF .

3.2.1 Input-to-state Stability of the Force
Estimation Error Dynamics

The stability analysis of the force error dynamics is
done by studying the discrete-time input-to-state sta-
bility (ISS) property of the system (3)-(4). For this we

BILATERAL TELEOPERATION FOR FORCE SENSORLESS 1-DOF ROBOTS

41



will now exploit an exact discretisation of the system
at the sampling instanceskT.

The solution of system (3) at timet = kT + T0,
with k∈ N, is:

eF(kT+T0) = e−
K0
m T0eF(kT)+

+
∫ T0

0 e−
K0
m (T0−τ)ḞE(kT+ τ)dτ.

(7)

The solution of system (4) at timet = (k+1)T, with
k∈ N, is:

eF((k+1)T) = eF(kT+T0)

−∫ T−T0
0 ḞE(kT+T0+ τ)dτ. (8)

Define the sampled force estimation error dynamics
ek := eF(kT), with k ∈ N. Combining relations (7)
and (8), one can obtain the discrete-time force esti-
mation error dynamics:

ek+1 = e−
K0
m T0ek+wk, (9)

with wk =
∫ T0

0 e−
K0
m (T0−τ)ḞE(kT + τ)dτ −

∫ T−T0
0 ḞE(kT + T0 + τ)dτ. The system (9) is

input-to-state stable with respect to the inputwk

because
∣

∣

∣e−
K0
m T0

∣

∣

∣ < 1, since the parametersK0, T0

and the inertiamare positive. Note thatwk is bounded
for any boundeḋFE(t) and boundedT0.

Now we exploit a result in (Nešić et al., 1999) that
says that if the discrete-time dynamics is ISS and the
intersample behavior is uniformly globally bounded
over T,then the corresponding sampled-data is ISS.
The fact that the intersample behavior is uniformly
globally bounded overT directly follows from (3),(4)
with ḞE bounded, since

e(t) =



















e−
K0
m (t−kT)eF (kT)

+
∫ t
kT e−

K0
m (t−τ)ḞE(τ)dτ

,kT ≤ t < kT+T0

eF (kT+T0)
−∫ t

kT+T0
ḞE(τ)dτ ,kT+T0 ≤ t < (k+1)T

.

(10)

3.2.2 Input-to-state Stability of the Tracking
Error Dynamics

Similarly to the study of the force estimation error dy-
namics, we evaluate the input-to-state stability prop-
erty of the tracking error dynamics with respect to the
inputsFH , FE andeF .

The solution of system (5) at timet = kT + T0,
with k∈ N, is:

ε(kT+T0) = eA1T0ε(kT)+
∫ T0

0 eA1(T0−τ)B11u(kT+ τ)dτ
+
∫ T0
0 eA1(T0−τ)B12eF (kT+ τ)dτ,

(11)

whereA1 =

(

0 1
0 0

)

, B11 =

(

0 0
1
m

1
m

)

, B12 =
(

0
2
m

)

andu(t) =

(

FH(t)
FE(t)

)

.

The solution of system (6) at timet = (k+ 1)T,
with k∈ N, is:

ε((k+1)T) = eA2(T−T0)ε(kT+T0)

+
∫ T−T0

0 eA2(T−T0−τ)B21FH(kT+T0+ τ)dτ
+
∫ T−T0

0 eA2(T−T0−τ)B22eF(kT+T0+ τ)dτ,
(12)

whereA2 =

(

0 1
−K1

m −K2
m

)

, B21=

(

0
1
m

)

andB22=
(

0
1
m

)

.

Let us define

ωk := eA2(T−T0)(
∫ T0

0 eA1(T0−τ)B11u(kT+ τ)dτ
+
∫ T0

0 eA1(T0−τ)B12eF(kT+ τ)dτ)
+
∫ T−T0

0 eA2(T−T0−τ)B21FH(kT+T0+ τ)dτ
+
∫ T−T0

0 eA2(T−T0−τ)B22eF(kT+T0+ τ)dτ
(13)

andεk = ε(kT), with k∈N. Combining relations (11)
and (12), we obtain the discrete-time system:

εk+1 := eA2(T−T0)eA1T0εk+ωk, (14)

where ωk is bounded for allk, since T, T0 are
bounded,FE, FH are bounded by assumption andeF
is bounded due to the fact that the force estimation er-
ror dynamics is ISS with respect tȯFE.

Next, we study the input-to-state stability prop-
erty of the system (14) with respect to the inputωk.
But before we carry on this step, we need to evalu-
ate the matrixQ= eA2(T−T0)eA1T0. Namely, input-to-
state stability of (14) implies, firstly, the global uni-
form asymptotic stability ofε = 0 when the inputωk
is zero and the boundness of the errorε for bounded
input.

For the evaluation of the matrixQ, two exponen-
tial matrices must be determined; as the matrixA1T0
depends only on known parameters, we can easily de-
termine its exponential:

E1 := eA1T0 =

(

1 T0
0 1

)

. (15)

In order to compute the exponential of matrixP =
A2(T −T0), we are using a procedure similar to the
one introduced in (Gielen et al., 2008), which em-
ploys the Cayley-Hamilton theorem, which says that
if p(λ ) = det(λ In − A), with In the n× n identity
matrix, is the characteristic polynomial of a matrix
A ∈ Rn×n then p(A) = 0. This means that given the
matrix P, for any i ≥ 2, there exists a set of coeffi-
cientsai ,bi ∈ R such that theith power ofP can be
expressed in terms of its first two powers:

Pi = aiI2+biP. (16)
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Let us now exploit (16) to determine the exponential
of the matrixP:

eP =
∞

∑
i=0

Pi

i!
=

∞

∑
i=0

1
i!
(ai I2+biP), (17)

or

eP =

(

∞

∑
i=0

ai

i!

)

I2+

(

∞

∑
i=0

bi

i!

)

P. (18)

Using the expression ofA2, we can decomposeP as
follows: P=U + 1

mL, where

U =

(

0 T −T0
0 0

)

(19)

and

L =

(

0 0
−K1(T −T0) −K2(T −T0)

)

. (20)

Consequently, the expression for the exponential ma-
trix becomes:

eP =

(

∞

∑
i=0

ai

i!

)

I2+

(

∞

∑
i=0

bi

i!

)

U +
1
m

(

∞

∑
i=0

bi

i!

)

L.

(21)
Let us now define the following scalars:

α = min
m∈[Mmin,Mmax]

(

∞

∑
i=0

ai

i!

)

, (22)

α = max
m∈[Mmin,Mmax]

(

∞

∑
i=0

ai

i!

)

, (23)

β = min
m∈[Mmin,Mmax]

(

∞

∑
i=0

bi

i!

)

, (24)

and

β = max
m∈[Mmin,Mmax]

(

∞

∑
i=0

bi

i!

)

. (25)

Given the fact thatm∈ [Mmin,Mmax], we can define
the scalarsγ = 1

Mmax
andγ = 1

Mmin
.

Then there always existζ1,ζ2,ζ3 ∈ [0,1] such that:
(

∞

∑
i=0

ai

i!

)

= ζ1α +(1− ζ1)α, (26)

(

∞

∑
i=0

bi

i!

)

= ζ2β +(1− ζ2)β (27)

and
1
m

= ζ3γ +(1− ζ3)γ . (28)

Introducing relations (26), (27) and (28) into expres-
sion (21) leads to:

eP = (ζ1α +(1− ζ1)α) I2+
(

ζ2β +(1− ζ2)β
)

U

+
(

ζ3γ +(1− ζ3)γ
)(

ζ2β +(1− ζ2)β
)

L,

(29)

for someζ1,ζ2,ζ3 ∈ [0,1].
Let us define the matricesΓ1 = 3αE1, Γ2 = 3αE1,
Γ3 = 3βUE1, Γ4 = 3βUE1, Γ5 = 3βγLE1, Γ6 =

3βγLE1, Γ7 = 3β γLE1 and Γ8 = 3β γLE1, and the

scalarsρ1 =
ζ1
3 , ρ2 =

1−ζ1
3 , ρ3 =

ζ2
3 , ρ4 =

1−ζ2
3 , ρ5 =

ζ2ζ3
3 , ρ6 =

ζ2(1−ζ3)
3 , ρ7 =

(1−ζ2)ζ3
3 , ρ8 =

(1−ζ2)(1−ζ3)
3 .

This means that the expression of matrixQ is equiva-
lent to:

Q=
8

∑
i=1

ρiΓi , (30)

with ∑8
i=1ρi = 1.

Thus we have now found the generators for a
convex set that overapproximates the matrixQ, with
the uncertain parameterm. Notice that∑∞

i=0
ai
i! and

∑∞
i=0

bi
i! are infinite sums and will in practice be ap-

proximated by finite sums of lengthN. Next, we pro-
vide an explicit upper bound on the 2-norm of the ap-
proximation error induced by such truncation.

Theorem 1. Consider an integer N∈ N and a real
positive scalarϑ such that

• µ =
√

λmax
ϑ < 1, where

λmax= max
m∈[Mmin,Mmax]

{

eig(PTP)
}

, (31)

• ∀i ≥ N,
√

ϑ i < i!.

Then:
∥

∥

∥

∥

∥

∞

∑
i=N

Pi

i!

∥

∥

∥

∥

∥

2

≤ µN

1− µ
. (32)

Proof.
∥

∥

∥∑∞
i=N

Pi

i!

∥

∥

∥

2
≤ ∑∞

i=N

∥

∥

∥

Pi

i!

∥

∥

∥

2

≤ ∑∞
i=N

‖Pi‖2
i! ≤ ∑∞

i=N

√
(λmax)

i

i! ,
(33)

where the inequality
∥

∥Ai
∥

∥

2
2 ≤ ‖A‖2

2 × . . .× ‖A‖2
2 =

max(eig((ATA))i has been used. Using the property
that ∀a ∈ R+, ∃N ∈ N such that∀i ≥ N,

√
ai < i!,

inequality (33) becomes:
∥

∥

∥

∥

∥

∞

∑
i=N

Pi

i!

∥

∥

∥

∥

∥

2

≤
∞

∑
i=N

√

(λmax)
i

i!
≤

∞

∑
i=N

µ i . (34)

Let us now employ the known result of convergence
of geometric series which states that∀a ∈ [0,1),

limn→∞ ∑n
i=0ai = limn→∞

1−an+1

1−a = 1
1−a.

∥

∥

∥

∥

∥

∞

∑
i=N

Pi

i!

∥

∥

∥

∥

∥

2

≤ µN

1− µ
. (35)

Using Theorem 1, we can chooseN such that the
approximation error is small (even as low as the ma-
chine accuracy).
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In the next theorem , we provide a LMI-based sta-
bility conditions for the discrete-time tracking error
dynamics to be ISS with respect to the inputωk.

Theorem 2. Consider the discrete-time system (14).
If there exists a matrixΩ = ΩT > 0 and scalarς ∈
(0,1), such that the following linear matrix inequali-
ties are satisfied:

Γi
TΩΓi −Ω ≤−ςΩ, i ∈ {1, . . . ,8} (36)

whereΓi are defined above, then the system (14) is
ISS with respect to the inputωk.

Proof. Using the Schur complement, relations (36)
can be written as:
(

−Ω Γi
TΩ

ΩΓi −Ω

)

≤−ςΩ, i ∈ {1, . . . ,8}. (37)

Multiplying every inequality (37) withρi and sum-
ming them up, we obtain:

(

−Ω∑8
i=1 ρi ∑8

i=1 ρiΓi
TΩ

Ω∑8
i=1 ρiΓi −Ω∑8

i=1 ρi

)

≤−ςΩ∑8
i=1 ρi ,

(38)

which according to equation (30) is:
(

−Ω QTΩ
ΩQ −Ω

)

≤−ςΩ, (39)

or
QT ΩQ−Ω ≤−ςΩ. (40)

Let the candidate Lyapunov function beVk =
(εk)

T Ωεk. We compute△Vk =Vk+1−Vk:

△Vk = (εk)
TQTΩQεk− (εk)

TΩεk

+2(εk)
TQTΩωk+(ωk)

TΩωk,
(41)

which according to (40) gives:

△Vk ≤−ς(εk)
TΩεk+2(εk)

TQTΩωk+(ωk)
TΩωk

(42)
After some straightforward computations, we can
show that:

‖ε‖2 ≥
2
ς

√

λmax

λmin
sup
k∈N

(ωk)⇒△V ≤−ς
2
‖ε‖2

2, (43)

whereλmax andλmin are the largest and the smallest
eigenvalues of matrixΩ, respectively.

(43) implies that system (14) is input-to-state sta-
ble with respect to the inputωk; see (Jiang and Wang,
2001) for sufficient condition for the ISS of discrete-
time systems.

Remark 1. For the sake of simplicity, Theorem 2 is
based on a common quadratic ISS Lyapunov func-
tion V= εT Ωε. Alternatively, a parameter-dependent
Lyapunov function approach could straight-forwardly
be exploited to formulate less conservative stability
conditions.

The LMIs (36) are defined for the non-truncatedΓi ,
but in practice we evaluate the vertex matrices using a
truncation afterN iterations as provided by Theorem
1. The errors can be as low as the machine accuracy,
just as the errors obtained from the numerical solver
of the LMIs. Moreover, we can gain some robustness
for these evaluation errors if the scalarς is chosen
greater thanες > 0.

The last part of the study of the ISS property of
the tracking error dynamics is to analyze the inter-
sample behavior. Using Theorem 2, we can prove that
the error dynamics are ISS on the sampling instance
t = kT, with k ∈ N. Given the choice of the param-
etersK1 andK2 such that the system (6) is Hurwitz
for all m∈ [Mmin,Mmax], we can conclude that during
the second phase (t ∈ [kT+T0,(k+ 1)T)) the track-
ing error dynamics are bounded. In order to prove
the stability of the overall continuous-time system, we
need to show that the position error dynamics are also
bounded fort ∈ (kT,kT+T0).

The solution of system (5), fort ∈ (kT,kT+T0)
is:

ε(kT+ t) =

(

1 t
0 1

)

ε(kT)

+
∫ t
0

(

1 t − τ
0 1

)

B11u(kT+ τ)dτ

+
∫ t

0

(

1 t − τ
0 1

)

B12eF(kT+ τ)dτ.

(44)

As the human force and the environmen-
tal force are bounded, we can defineF =
maxt∈(kT,kT+T0) (|FH(t)|+ |FE(t)|). In the previous
section, we have proven that the force estimation er-
ror dynamics are ISS and consequently are bounded;
therefore there existsEF = maxt∈(kT,kT+T0) (|eF(t)|).
Considering the three terms from relation (44), we
can conclude that the first one is bounded due to the
boundness of the discrete-time error dynamics, the
second term:

∣

∣

∣

∣

∫ t

0

(

1 t − τ
0 1

)

B11u(kT+ τ)dτ
∣

∣

∣

∣

≤
∣

∣

∣

∣

F
m

(

T2
0
2
T0

)∣

∣

∣

∣

,

(45)
and the third:
∣

∣

∣

∣

∫ t

0

(

1 t − τ
0 1

)

B12eF (kT+ τ)dτ
∣

∣

∣

∣

≤
∣

∣

∣

∣

2EF

m

(

T2
0
2
T0

)∣

∣

∣

∣

.

(46)
Therefore, we can conclude that the position error dy-
namics are also bounded fort ∈ (kT,kT+T0). Sim-
ilarly, to the force estimation error dynamics, we can
employ the result from (Nešić et al., 1999) to prove
that the tracking error dynamics is ISS because the
discrete-time tracking error dynamics is ISS and the
intersample behavior is uniformly globally bounded.
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Since the force estimation error dynamics (eF ) is
ISS with respect to the inpuṫFE and the tracking error
dynamics (ε) is ISS with respect to the inputsFH , FE
andeF , we use the result introduced by (Jiang et al.,
1996) concerning the series connection of ISS sys-
tems to conclude that the closed-loop system from
Figure 1 with the controllerC with the block diagram
representation from Figure 3 is ISS with respect to the
inputsFH , FE andḞE.

Remark 2. By studying the ISS property of the sys-
tem, one can observe that the steady-state force esti-
mation and tracking errors can be influenced by tun-
ing parameters T , T0, K0, K1 and K2. The algorithm
provides a deeper insight into these relations. If we
consider the converging manifold that bounds the er-
ror signal we can determine these parameters in ac-
cordance with the desired convergence rate.

Remark 3. In case the environmental force FE is con-
stant, i.e. ḞE = 0, the force estimation dynamics are
globally exponentially stable and the tracking error
dynamics is ISS with respect to the inputs FH and FE.
this means that ”perfect” haptic feedback is provided
and that bounded tracking error remain; therefore the
closed loop is stable.

Remark 4. The exact ”tracking” regulation with re-
spect to what the human has in mind is up to the hu-
man (since the human is in charge of the ultimate po-
sitioning).

4 ILLUSTRATIVE EXAMPLE

In this section, we will apply the control design pro-
posed in the previous section to a master-slave tele-
operation setup consisting of two 1-DOF robots. The
inertia of the robots is considered to be in the range
m∈ [0.1,10]kg.

The ”human” controller has been emulated by a
linear transfer function:

H(s) =
Kd(Tds+1)

TPLs+1
=

500(1+ s)
0.1s+1

, (47)

with saturation at±100N. Here we use real human
parameters, since the human movement is lower than
6Hz. Also to comply with the human sensing range,
which is between 0Hz and 40− 400Hz depending
on the amplitude of the input signal, we have cho-
sen the parameters are the cycle period of the con-
troller T = 0.01s and the duration of the first stage
T0 = T/2= 0.005s. The force estimator acting in the
first phase of the algorithm is defined by parameter
K0 = 105. The tracking PD controller which is active
during the second phase has the parametersK1 = 200

andK2 = 1.
In Figure 4, we simulated the position tracking of the
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Figure 4: Position tracking.

algorithm when the ”human” is performing a move-
ment from 0m to 0.25m on the master robot and a si-
nusoidal external force with amplitude 0.5N and fre-
quency 1Hz is disturbing the slave robot. The dotted
line is the position of the master and the solid line si
the position of the slave.
One can observe that because no disturbance rejec-
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Figure 5: Position tracking.

tion controller is implemented, the external force is
stopping the position signal to settle at 0.25m. In Fig-
ure 5, a zoomed in version of the Figure 4 that em-
phasizes this aspect is presented.

5 CONCLUSIONS AND
PERSPECTIVES

In this paper, we have introduced a new control al-
gorithm for bilateral teleoperation of 1-DOF robots
in force-sensorless setups using a switching strategy
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between a force estimating controller and a tracking
controller. This switching algorithm guarantees both
the estimation of the environmental force acting upon
the slave robot (to be used in haptic feedback) in the
absence of force sensors and the convergence of the
tracking errors in the case of external perturbations.
We note that the ultimate position setting is the re-
sponsibility of the human, as he is in charge of the
position of the master robot. Finally, we remark that
the proposed algorithm is robust for unknown loads
to be carried by the slave robot.

Future perspectives of this work we will mainly
focus on an extension to multi-degree-of-freedom
robots and also to robots with nonlinear dynamics.
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Abstract: Grasping is one of the most important abilities needed for future service robots. Given the task of picking up
an object from betweem clutter, traditional robotics approaches would determine a suitable grasping point and
then use a movement planner to reach the goal. The planner would require precise and accurate information
about the environment and long computation times, both of which may not always be available. Therefore,
methods for executing grasps are required, which perform well with information gathered from only standard
stereo vision, and make only a few necessary assumptions about the task environment. We propose techniques
that reactively modify the robot’s learned motor primitives based on information derived from Early Cognitive
Vision descriptors. The proposed techniques employ non-parametric potential fields centered on the Early
Cognitive Vision descriptors to allow for curving hand trajectories around objects, and finger motions that
adapt to the object’s local geometry. The methods were tested on a real robot and found to allow for easier
imitation learning of human movements and give a considerable improvement to the robot’s performance in
grasping tasks.

1 INTRODUCTION

Consider the scenario wherein you want to have a hu-
manoid robot grasp an object in a cluttered space. The
first stage of most grasp planners determines a suit-
able grasp location on the object (Saxena et al., 2008;
Arimoto, 2008; Bicchi and Kumar, 2000). Having se-
lected a final location and orientation for the hand, the
robot must then determine how to execute the grasp
so as not to collide with the object or any of the sur-
rounding objects.

The traditional solution for this scenario involves
supplying the robot with a CAD model of the objects
and a laser scanner or other means (ERFID, previous
position, etc.) for obtaining their precise positions.
These tools give the robot ample knowledge to apply
a planning algorithm that determines a suitable path
to the goal. This process relies on precise sensor in-
formation and can be very time consuming given a

complex scene with numerous possible object colli-
sions to test for at each step. In contrast, humans can
perform successful grasps of objects in the periphery
of their vision, where visual information is limited.

Taking inspiration from human movements, we
propose a reactive method for robots grasping ob-
jects in cluttered environments using potential fields
based on only a small amount of visual information.
Specifically, we present methods for incorporating in-
formation derived from Early Cognitive Vision De-
scriptors (ECVD) (Pugeault, 2008) into the dynam-
ical system motor primitives (DMP) (Schaal et al.,
2003) framework. The Early Cognitive Vision sys-
tem (see Appendix and Figure 2) was chosen since it
makes only a few assumptions about the object being
grasped, while the motor primitives (see Appendix)
were chosen because they generalize well to new sit-
uations and can be learned through imitation (Ijspeert
et al., 2002). The two frameworks are also compatible
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Figure 1: The robot used in our experiments and an example
of a grasping task in a cluttered environment.

ej

vj

p

X

YZ

Figure 2: The green ECVD represent the object to be
grasped, while the surrounding ECVDs in the scene are
clutter. The coordinate frame of the third finger of the Bar-
rett hand (the lower finger in the image) and variables used
in section 2 are shown. Thex-y-z coordinate system is lo-
cated at the base of the finger, withzorthogonal to the palm,
and y in the direction of the finger. The marked ECVD
on the left signifies thej th descriptor, with its position at
v j = (v jx,v jy,v jz)

T , and edge direction ej = (ejx,ejy,ejz)
T

of unit length. The position of the finger tip is given by
p = (px, py, pz)

T .

with each other and thus straightforward to combine.
The ECVDs were used to elegantly augment the

DMPs for grasping tasks, resulting in the robot being
able to avoid obstacles, curve its reaching trajectories
around the object to grasp, and adapting the fingers to
the local geometry of the object.

2 METHODS FOR REACTIVE
GRASPING

The methods proposed in this section were inspired
by human movements. Human grasping movements
can be modeled as two linked components, trans-
portation and finger posture, synchronized by a shared
timer or canonical system (Chieffi and Gentilucci,
1993; Oztop and Kawato, 2009). Transportation
refers to the actions of the arm in moving the hand,
while the finger posture aspect relates to the preshap-
ing and closing of the fingers (Jeannerod, 1997).

Humans perform the reaching/transportation com-
ponent in a task-specific combination of retina and
hand coordinates (Graziano, 2006), which allows for
easier specification of object trajectories in a manipu-
lation task than joint coordinates would and results in
a reduction in dimensionality. These movements also
have curved trajectories that are needed for avoiding
obstacles and reaching around objects, which mainly
occurs in a planar subspace (Wank et al., 2004).

Similar to the transportation component, the main
purpose of the finger posture component is to pre-
shape the hand by extending the fingers sufficiently
for them to pass around the object upon approach, and
then close on the object simultaneously for a good
grasp. Over-extending the fingers is undesirable as
it makes collisions with the environment more likely
and is therefore usually restricted to situations that
present large uncertainties about the object (Oztop
et al., 2004; Chieffi and Gentilucci, 1993).

Curved reaching trajectories and preshaping of the
hand were incorporated into the robot via a potential
field, as described in Sections 2.1 and 2.2. Subse-
quently, a higher level controller is proposed in Sec-
tion 2.3, which allows the grasping movements to be
interpolated better to new target grasp locations.

2.1 DMP based Attractor Field

The first step towards specifying the grasping move-
ments is to define an attractor field as a DMP that en-
codes the desired movements given no obstacles. The
principal features that need to be defined for these
DMPs are 1) the goal positions, and 2) the generic
shape of the trajectories to reach the goal.

Determining the goal posture of the hand using
the ECV descriptors has been previously investigated
in. (Detry et al., 2009). In this work, possible grasp
locations were hypothesized from the geometry and
color features of the ECVDs, and used to create a ker-
nel density estimate of suitable grasps, which is then
refined by attempting grasps to test them.

However, this grasp synthesizer only gives the
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desired location and orientation of the hand, but
leaves finger placement to a secondary finger con-
troller, e.g., (Hsiao et al., 2009; Steffen et al., 2007).
Using the ECVDs, the goal position of each fin-
ger is approximated by first estimating a contact
plane for the object in the finger coordinate system
shown in Figure 2. To make it a local approxima-
tion, the influence of theith ECVD is weighted by
wi = exp(−σ−2

x v2
ix −σ−2

y v2
iy −σ−2

z v2
iz), whereσx, σy,

and σz are length scale constants, and vi is the po-
sition of the ECVD in the finger reference frame.
The hand orientation was chosen such that theZ di-
rection of the finger is parallel to the approximated
contact plane, which reduces the problem to de-
scribing the plane as a line in the 2DX-Y space.
The X-Y gradient of the plane is approximated by
φ = (∑N

i=1wi)
−1 ∑N

i=1wi arctan(eiy/eix), where N is
the number of vision descriptors, and ei is the direc-
tion of the ith edge. The desiredY position of the
fingertip is then given by

p̃y =
∑N

i=1(wiviy − tan(φ)wivix)

∑N
i=1wi

,

which can be easily converted to a joint parameter us-
ing the inverse kinematics of the hand.

Having determined the goals of both transporta-
tion and finger-posture components, the next step is
to define the trajectories used to reach these goals.
Many of the beneficial traits of human movements,
as described earlier, can be transferred to the robot
through imitation learning. Learning by imitation in-
volves a human demonstrating a motion and the robot
then mimicking the movement. Details for imitation
learning with DMPs can be found in (Ijspeert et al.,
2002).

We can now combine the goals and imitation
learned trajectories to specify the DMPs and thus the
attractor fields.

2.2 ECVD based Detractor Fields

Having specified the rudimentary grasping move-
ments, a detractor field is employed to refine the mo-
tions in order to include obstacle avoidance for the
transportation and ensure that the finger tips do not
collide with the object during the hand’s approach.

The detractor field will be based on ECVDs,
which can be envisioned as small line segments of
an object’s edges localized in 3D, as shown in Fig-
ure 2 for a scene as shown in Figure 1. The detractive
potential fields for ECVDs are characterized by two
main features; i.e., the detractive forces of multiple
ECVDs describing a single line do not superimpose,
and the field does not stop DMPs from reaching their

ultimate goals. The system therefore uses a Nadaraya-
Watson model (Bishop, 2006) of the form

u = −s(x)
∑N

i=1 r ici

∑N
j=1 r j

,

to generate a suitable detractor field, wherer i is a
weight assigned to theith ECVD, s is the strength of
the overall field,x is the state of the DMPs’ canoni-
cal system, andci is the detracting force for a single
descriptor.

The weight of an ECVD for collision avoidance is
given by r i = exp(−(vi − p)Th(vi − p)), where vi is
the position of theith ECVD in the local coordinate
system, h is a vector of positive length scale hyper-
parameters, and p is the finger tip position, as shown
in Figure 2. The detractor therefore puts more impor-
tance on ECVDs in the vicinity of the finger.

The strength factor ensures that the detractor
forces always tend to zero at the end of a movement
and thus it can not obstruct the attractor from achiev-
ing its goal at the end. Therefore, the strength of the
detractors is coupled to the canonical system of the
DMP; i.e.,s(x) = (∑M

j=1 ψ j)
−1 ∑M

i=1 ψiwix, wherex is
the value of the canonical system,ψ are its basis func-
tions, andw specify the varying strength of the field
during the trajectory.

The transportation and finger-posture movements
react differently to edges and thus employ different
types of basis functionsci for their respective poten-
tial fields. For the fingers, the individual potential
fields are logistic sigmoid functions about the edge of
each ECVD of the formρ(1+exp(diσ−2

c ))−1, where
di =

∥

∥(p−vi)−ei(p−vi)
Tei

∥

∥ is the distance from
the finger to the edge,ρ ≥ 0 is a scaling parameter,
andσc ≥ 0 is a length parameter. Differentiating the
potential field results in a force term of

ci = ρ
exp

(

diσ−2
c

)

(

1+exp
(

diσ−2
c

))

2
.

As the logistic sigmoid is monotonically increasing,
the detractor always forces the fingers open further
to move their tips around the ECVDs and thus ensure
that they always approach the object from the outside.

The hand uses instead the Gaussian basis func-
tions of the formρexp(−0.5dT

i diσ−2
d ), where di =

(q− vi)− ei(q− vi)
Tei is the distance from the end

effector position, q, to the edge, andρ ≥ 0 andσd ≥ 0
are scale and length parameters respectively. Differ-
entiating the potential with respect to di gives a force
term in theY direction of

ci =
[

ρdiσ−2
d exp(−0.5dT

i diσ−2
d )

]

Y ,

which can be interpreted as a radial force from the
edge with an exponentially decaying magnitude.
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The detractor fields, of both the grasping and
reaching components, have now been defined, and
can be superimposed into the DMP framework as

ÿ =
(

αz(βzτ−2(g−y)− τ−1ẏ)+aτ−2 f (x)
)

− τ−2u,

which then represents the entire ECVD and MP based
potential field.

2.3 High Level DMP Controller for
Grasping

Having defined the potential field for a single grasping
motion, we interpolate the movements to new target
grasps. Having a motion representation that can be in-
terpolated to new targets is crucial for imitation learn-
ing. Given such a representation, the number of ex-
ample trajectories required from the demonstrator can
be greatly increased, making learning easier. While
DMPs can interpolate to arbitrary goal positions, they
have two drawbacks for grasping tasks; i.e., 1) the
approach direction to the grasp can not be arbitrarily
defined, and 2) the amplitude of the trajectory is un-
neccessarily sensitive to changes in the start position
y0 and the goal positong if y0 ≈ g during training,
which can cause the robot to reach the limits of its
workspace.

These difficulties can be overcome by including a
supervisory controller that modifies the hyperparam-
eters of the DMPs appropriately. The supervisor can
maintain the correct approach direction by using a
task-specific coordinate system. Due to the transla-
tion invariance of DMPs, only a rotation, R∈ SO(3),
between the two coordinate systems needs to be de-
termined. The majority of the motions will lie in a
plane defined by the start and goal locations, and the
final approach direction.

The first new in-plane axis xp is set to be along
the approach direction of the grasp; i.e., xp = −a as
shown in Figure 3. As a result, the approach direc-
tion is easily defined and only requires that theYp and
Zp primitives reach their goal before theXp primi-
tive. The second axis, yp, must be orthogonal to xp
and also in the plane, as shown in Figure 3. It is set
to yp = b−1((g− s)− xp(g− s)Txp), whereb−1 is a
normalization term, and s and g are the motion’s 3D
start and goal positions respectively. The third vec-
tor, zp, is orthogonal to the plane, and is derived by
completing the right-handed coordinate system, i.e.,
zp = xp × yp. The DMPs can now be specified by
the supervisor in theXp-Yp-Zp coordinate system, and
mapped to theXw-Yw-Zw world reference frame by
multiplying by RT = [xp,yp,zp]

T .
The second problem relates to the scaling of mo-

tions with ranges greater thany0−g, which both com-

Zw

Xw

Yw

pY
pX

s

a

g

Figure 3: The above diagram shows the the change in co-
ordinate systems for the transportation DMPs. The axes
Xw-Yw-Zw are the world coordinate system, whileXp-Yp-Zp
is the planar right handed coordinate system in which the
DMP is specified. The trajectory of the DMP is shown by
thepink line, starting at thegreen point, and ending at the
red point. Note thatXp is parallel to the approach direc-
tion of the hand, which is shown by theblack arrow a. The
planar axisYp is perpendicular toXp, and pointing from the
motor primitive’s starting location s towards the goal g.
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Figure 4: This is a demonstration of the effects of augment-
ing the amplitude variablea of DMPs. The black lines rep-
resent boundaries. Thegreen plot shows the trained trajec-
tory of the DMP going to 0.05, and is the same for all am-
plitude values. Now consider the scenario wherein the goal
is placed at 0.1, but the workspace is limited to±0.75 (top
boundary). Thedashed red line is the standard generaliza-
tion to a larger goal, while thered plot uses the new ampli-
tude. Notice how the new amplitude restricts the range of
the trajectory to the workspace. In a different scenario, we
move the goal to−0.05, but require the goal to be reached
from above (lower right boundary), e.g., a finger placed on a
surface. Thedashed blue line is the standard generalization
to a negative goal, and theblue trajectory uses the new am-
plitude. Note that the trajectory is not flip in the case of the
new amplitude and thus stays within the restricted region.
Both of the new trajectories were generated withη = 0.25,
and maintain shapes close to that of the training trajectory.
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INTERPOLATION OFREACHING AROUND AN

OBJECT
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Figure 5: The plot shows workspace trajectories, wherein
the x and y values are governed by two DMPs sharing a
canonical system. Thered lines indicate the desired ap-
proach direction while thegreen semicircle indicates the
goal positions along them. Theblue lines show the trajec-
tories for the different goals. They make use of the higher
level controller of Subsection 2.3, withη = 0.25. The ap-
proach direction DMP was trained on an amplitude of one.

ponents require to move around the outside of ob-
jects. In the standard forma = g− y0 (Ijspeert et al.,
2003), which can lead to motions that easily exceed
the robot’s workspace ifg ≈ y0 during the training,
but not during the motion reproduction. The supervi-
sor can control these trajectories by scaling the shap-
ing force (see Appendix), and thus we propose the
amplitude term

a = ‖η(g−y0)+ (1−η)(gT −y0T)‖ ,

where gT and y0T are the goal and start positions
of the training data respectively, andη ∈ [0,1] is
a weighting hyperparameter. The resulting trajec-
tory amplitude is in the convex hull of the training
amplitude and the standard interpolation value (a =
g− y0) (Ijspeert et al., 2003) and thus only affects
how conservative the generalization to new points is,
as can be seen in Figure 4. By taking the absolute
value of the amplitude, the approach direction is not
reversed, giving a result similar to the use of a con-
stant amplitude proposed by Park et al. (Park et al.,
2008), which corresponds to the special case ofη = 0.

Example interpolations of a transportation trajec-
tory can be seen in Figure 5.

3 GRASPING EXPERIMENTS

The methods described in Section 2 were imple-
mented and evaluated on a real robot platform. The

robot consists of a Videre stereo camera mounted on
a pan-tilt unit, a Barrett hand, and a Mitsubishi PA10
arm. The robot was given the task of grasping an ob-
ject amongst clutter using only an ECVD model of
the object. The results of these trials were then com-
pared to trials of the same grasps using other stan-
dard robotics methods for comparison. We hypothe-
size that our method will result in significantly more
successful grasps than the other methods.

3.1 Grasping Experiment Procedure

Before the robot can perform a grasping task, its mo-
tions must be initialized. Determining the finger goal
state and specifying the detractor fields introduces
several new hyperparameters that have simple geo-
metrical interpretations. For instance, h= 2[w l l ]T,
wherew and l are the width and length of the fin-
ger respectively. To reflect the human tendency to-
wards more precise movements during the last 30%
of a motion (Jeannerod, 2009), the strength function,
s(x), was set to give the highest strengths during the
first 70% of the motion for the transportation, and the
last 30% for the finger posture.

A VICONTM motion tracking system was used to
record the movements of a human test subject dur-
ing a grasping task, which used a different object to
the one used by the robot. As the reaching trajecto-
ries are encoded in task space rather than joint space,
the correspondence problem was not an issue for the
imitation learning. Similarly, the DMPs of the fin-
gers are homogeneous, which circumvents the corre-
spondence problem of mapping the five human fin-
gers onto the three fingers of the robot. The imita-
tion learning was performed using locally weighted
regression in the theXp-Yp-Zp coordinate system, as
proposed by Ijspeert et al. (Ijspeert et al., 2002).

Having defined the basic motions, the robot was
then given the task of grasping an object without hit-
ting surrounding obstacles (see Figure 1). Each trial
begins with an estimate of the pose of the object rela-
tive to the robot (Detry et al., 2008) and sets its grasp
location accordingly. The model’s ECVD are then
projected into the scene, and the robot attempts to
perform the grasp and lift the object 15cm so that it
is clear of the stand. The trial is a success if the robot
can detect the object in its hand at this point. If the
hand collides with an obstacle or knocks the object
down, the trial is marked as a failure. Grasps were
varied to include different approach directions and lo-
cations around the object. The experiment consisted
of 45 trials.

Two alternative approaches were compared with
our proposed method. The first represents a stan-
dard robotics approach of specifying a trajectory by
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Figure 6: The occurrences of successes and collision types
for the different methods are shown. The first column
presents the results for the traditional robotics method of
specifying trajectories by via points. The second column
corresponds to using standard DMPs, while the final col-
umn incorporates the ECVD based potential field and su-
pervisory DMP controller. The occurrences are given as the
percentage of trials. Trials that collided multiple times,are
classified by their first collision.

straight lines between via points and uses fully ex-
tended fingers with no preshaping of the hand. The
other approach is to use standard DMPs learned from
the same human demonstrated movements as our pro-
posed methods, but without the proposed detractor
field and supervisory controller. The same grasp lo-
cations were proposed to the different methods, and
obstacles were placed in similar positions for the the
different trials to allow for a fair comparison between
the methods.

3.2 Experimental Results

From the three tested methods, the proposed method
acquired the highest success rate, as can be seen in
Figure 6. The task was not trivial, and all of the meth-
ods encountered both successes and problems during
the trials.

The standard DMP method encountered the most
problems (success rate of only 7%) a majority of
which were caused by collisions with the object. This
high failure rate can be attributed to the method not
specifically incorporating a desired approach direc-
tion. In successful trials, the approach direction was
close to that of the initial imitation learning. There-
fore the proposed DMP supervisor improved the gen-
eralization of the movement to new target grasps, and
the system would benefit from it even in uncluttered
environments. Similarly, the open-loop preshaping of
the hand helped avoid obstacles, but occasionally pre-
vented the hand from being sufficiently open to accept
the object. The proposed detractor field successfully

overcame this problem for the ECVD DMPs.
The via points method encountered no collisions

with the object, and would have worked well in an
uncluttered environment. The method still encoun-
tered collisions with the obstacles for 73% of the tri-
als, but this is more reflective of the difficulty of the
task rather than the via point method. The method
can therefore be considered as a good approach if it
were combined with a suitable path planning method
for obstacle avoidance. However, the path planner
would need additional information and assumptions
about the scene and possibly even extra hardware to
acquire it.

The proposed method had a success rate of 93%,
with no occurrences of collisions with obstacles. The
trials that did fail were the result of the object falling
down while the fingers were closing and thus do not
indicate problems with the approach used to reach-
ing the grasp location. The method does have certain
restrictions though. The magnitude of the detractor
fields needs to be calibrated based on the density of
ECVDs for common objects, but some obstacles en-
countered may present lower densities. As the current
set of ECVD relies on object edges, smooth objects
can lead to noisy or very sparse descriptors, and there-
fore not create a suitable basis for obstacle avoidance.
As the number of descriptor types increases (e.g., cor-
ner and plane descriptors), this will become less of a
problem. Occluded obstacles will also need to rely
on additional information (e.g., force feedback) to be
avoided, although this is a source of error for all vi-
sion based planners.

Given a few restrictions, the results still show that
our hypothesis was correct and the proposed methods
represent a suitable basis for avoiding obstacles with-
out relying on a complicated path planner and using
only a small amount of vision information compared
to standard robot systems.

4 CONCLUSIONS

The proposed methods augment dynamical system
motor primitives to incorporate Early Cognitive Vi-
sion descriptors by using a potential field. These
methods represent important tools that a robot needs
to reactively execute grasps of an object in a cluttered
environment without relying on a complex planner.
The techniques allow for preshaping the fingers to
match the shape and size of the object and curving
the trajectory of the hand around objects(Wank et al.,
2004). These modifications were tested on a real
robot, and it was discovered that the methods were
not only successful at performing the task, but also
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allowed for easier imitation learning, better interpola-
tion of the learned trajectories, and significantly better
chances of a success of a grasp in cluttered environ-
ments than standard motor primitives. Although the
experiments were performed within a grasping task
scenario, the proposed methods can be beneficial for
other manipulation tasks, such as pressing buttons and
pushing objects.
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APPENDIX

Dynamical Systems Motor Primitives

The dynamical systems motor primitives (DMPs) pro-
posed by Ijspeert et al. (Ijspeert et al., 2003) were in-
spired by the simple, but highly adaptive, motions that
animals employ, and combine to obtain more complex
motions. The primitives are implemented as a passive
dynamical system with an external force, and repre-
sented as

ÿ = αz(βzτ−2(g−y)− τ−1ẏ)+aτ−2 f (x), (1)

whereαz andβz are constants,τ controls the duration
of the primitive,a is an amplitude,f (x) is a nonlinear
function, andg is the goal for the state variabley.

By selectingαz andβz appropriately, and setting
a = 0, the system reduces to ¨y = αz(βzτ2(g−y)− τẏ)
and becomes a critically damped global attractor. It
can be visualized as a spring and damper system that
ensures statey will always end at the goal valueg.

The function f (x) is a shaping function based on
the state,x∈ [0,1], of the canonical system that syn-
chronizes the DMPs ˙x = −αxτx, whereαx is a time
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constant. The function takes the form

f (x) =
∑M

j=1ψ j (x)wjx

∑M
i=1 ψi (x)

,

whereM is the number of basis functions,ψ(x) are
Gaussian basis functions, andw are weights acquired
through locally weighted regression (Ijspeert et al.,
2003). This function has the effect of introducing a
non-linearity that can affect the spring-damper system
to output any arbitrary trajectory specified by the user.
Due to the dependence off (x) onx, the shaping term
decays to zero withx, so that the spring and damper
beneficial properties of the attractor are maintained.

The resulting primitives can encode arbitrary tra-
jectories, and still ensure that the goal state is always
achieved. The trajectories can also be scaled in time
and space by setting theτ andg variables appropri-
ately and thus generalize to a range of situations.

Early Cognitive Vision System

The entire prehensile process effectively occurs be-
fore the hand has even touched the object and thus
the vision system plays a very important role (Bard
et al., 1991; Iberall, 1987). Our system uses the Early
Cognitive Vision methods of Pugeault et al. (Pugeault,
2008; Hartley and Zisserman, 2000), which makes a
minimal number of assumptions about the object, and
has been successfully implemented to determine good
grasp locations (Detry et al., 2009). A principal idea
of this vision system is to store additional low level
information and perform perceptual grouping on it to
later aid the higher level stereo matching and 3D con-
structions.

The methods extract local features of a scene,
which it localizes and orientates in space (Krueger
et al., 2004). Each descriptor is a symbolic rep-
resentation for an edge in 3D. The resulting fea-
tures are called early cognitive vision descriptors
(ECVD) (Pugeault, 2008), and can be used in generat-
ing models of objects for pose estimation (Detry et al.,
2008), and for symbolically describing 3D scenes. By
using a large amount of small ECVDs, any arbitrary
object can be represented.

When performing a grasping task, the robot uses
a hierarchical Markov model of the object’s ECVD
geometry (Detry et al., 2008) to determine its pose,
which can then be used to superimpose the ECVDs
of the model back into the scene. The grasping tech-
niques can therefore use geometric information of a
partially occluded object.
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Abstract: This paper addresses the remote tracking control of a mobile robot subject to a bilateral time-delay. The delay
affects the system since the controller and the robot are linked via a delay inducing communication channel,
such as the Internet, and consequently, the performance and stability of the system are compromised. Based on
the notion of anticipating synchronization, a state estimator which stabilizes the system when it is affected by
a bilateral time-delay is proposed. A stability analysis including the system, tracking controller and estimator
is provided, and the applicability of the proposed delay compensation strategy is demonstrated by means of
experiments between multi-robot platforms located in Eindhoven, The Netherlands and Tokyo, Japan.

1 INTRODUCTION

In the increasingly fast and diverse technological
developments of the last decades the duties and tasks
conferred to control systems have become much more
complex and decisive. Requirements now encompass
flexibility, robustness, ubiquity, transparency and
balancing tradeoffs, among others.

Specifically, the study of systems embedded with
time-delays and the control methodologies that can
be applied to them has become significatively im-
portant as a way to undertake remote, dangerous or
distributed tasks. As a matter of fact, the remote
control, or the control of a system subject to a bilateral
time-delay, is part of the underlying problem in two
of control engineering’s fundamental topics, namely
teleoperation strategies and Networked Control Sys-
tems (NCS). The problem remains a central issue even
though there are many more considerations in addi-
tion to this problem when considering teleoperated
systems and NCS. Examples of aspects to consider
would be transparency and force reflection in teleop-
eration (Niemeyer et al., 2008); and varying trans-
mission delays and sampling/transmission intervals,
packet loss, communication constraints and quantiza-

tion effects in NCS (Heemels et al., 2010).
Several techniques have been proposed so far in

order to cope with bilateral time-delay in this setting,
e.g. the use of the scattering transformation, wave
variables formulation, and queuing methodologies to
name a few. A detailed description of such techniques
and many others, together with further references, can
be found in (Hokayem and Spong, 2006) and (Tip-
suwan and Chow, 2003).

In this work, a control strategy which allows the
remote control of a unicycle-type mobile robot is
proposed. The bilateral time-delay is compensated
by means of a state estimator inspired on a predictor
based on synchronization presented in (Oguchi and
Nijmeijer, 2005a) and (Oguchi and Nijmeijer, 2005b).
The main idea behind the state estimator is to re-
produce the system’s behavior without time-delay in
order to drive an anticipating controller. The problem
presents various challenges since the system is non-
linear and subject to a non-holonomic constraint. Ad-
ditionally, the difficulties faced when implementing
the ideas proposed in an experimental setting using
the Internet as the communication channel should be
taken into account and are also discussed in depth. In
(Kojima et al., 2010) a similar state estimator has been
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applied to a mobile robot subject to a communication
delay, and the necessary conditions for the estimator’s
convergence have been derived. In this paper an alter-
native approach is taken in order to prove the stability
of the whole system, including the mobile robot, the
tracking controller and the state estimator.

The paper is organized as follows. Section 2
recalls the tracking control of a delay-free mobile
robot. In Section 3, a control scheme intended to
control a mobile robot subject to a bilateral time-
delay is proposed together with its corresponding
stability analysis. Section 4 provides an overview of
the experimental platform used to validate the control
strategies proposed, explains how the most critical
implementation issues were addressed, and presents
the experimental results. Conclusions and ideas for
future work are provided in Section 5.

2 CONTROL OF A UNICYCLE

The tracking control of a unicycle-type mobile robot
is presented in this section. To begin with, consider
the posture kinematic model of a unicycle,

ẋ(t) = v(t)cosθ(t),
ẏ(t) = v(t)sinθ(t), (1)

θ̇(t) = ω(t),

in which x(t) and y(t) denote the robot’s position in
the global coordinate frame X-Y , θ(t) defines its ori-
entation w.r.t to the X axis, and v(t) and ω(t) de-
scribe the robots’ translational and rotational veloci-
ties respectively, regarded as its control inputs. The
system’s state is defined as q(t) = [x(t) y(t) θ(t)]T

and the non-slip condition on the unicycle’s wheels
impose a non-holonomic constraint (Brockett, 1983).

The control objective for the robot is to track the
reference trajectory generated by the exosystem,

ẋr(t) = vr(t)cosθr(t),
ẏr(t) = vr(t)sinθr(t), (2)

θ̇r(t) = ωr(t),

with state qr(t) = [xr(t) yr(t) θr(t)]T . The exosys-
tem’s reference velocities vr(t) and ωr(t) are defined
in terms of its Cartesian velocities ẋr(t), ẏr(t) and
accelerations ẍr(t), ÿr(t), i.e.,

vr(t) =
√

ẋ2
r (t)+ ẏ2

r (t),

ωr(t) =
ẋr(t)ÿr(t)− ẍr(t)ẏr(t)

ẋ2
r (t)+ ẏ2

r (t)
.

(3)

The difference between the exosystem’s and the
system’s states may be expressed w.r.t the system’s
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Figure 1: Mobile robot, reference exosystem, and error co-
ordinates.

local coordinate frame X ′–Y ′ in order to define the
error coordinates qe(t) = [xe(t) ye(t) θe(t)]T , as
proposed by (Kanayama et al., 1990) and shown in
Figure (1). These coordinates are given by the clock-
wise rotation of the position differences between qr(t)
and q(t), resulting in,xe(t)

ye(t)
θe(t)

=

 cosθ(t) sinθ(t) 0
−sinθ(t) cosθ(t) 0

0 0 1


xr(t)− x(t)

yr(t)− y(t)
θr(t)−θ(t)

 .
(4)

Differentiating (4) w.r.t. time yields the following
error dynamics,

ẋe(t) = ω(t)ye(t)+ vr(t)cosθe(t)− v(t),
ẏe(t) =−ω(t)xe(t)+ vr(t)sinθe(t), (5)

θ̇e(t) = ωr(t)−ω(t).

A tracking controller which results in closed-loop
error dynamics which have a cascaded structure has
been proposed in (Jakubiak et al., 2002), (Panteley
et al., 1998), and is given by,

v(t) = vr(t)+ c2xe(t)− c3ωr(t)ye(t),
ω(t) = ωr(t)+ c1 sinθe(t),

(6)

with c1, c2 > 0 and c3 >−1 ensuring stability.

3 BILATERAL TIME-DELAY
COMPENSATION

In this section, a state estimator with a predictor-like
structure similar to the one proposed in (Kojima et al.,
2010) is applied to a unicycle-type mobile robot sub-
ject to a bilateral time-delay. The origin of this type
of predictor can be traced back to the appearance of
the notion of anticipating synchronization in coupled
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Figure 2: Bilateral time-delay compensation scheme block
diagram representation.

chaotic systems, which was first observed by (Voss,
2000). After the same behavior was observed in cer-
tain physical systems such as specific electronic cir-
cuits and lasers, it was studied for more general sys-
tems in (Oguchi and Nijmeijer, 2006). As a result
of this generalization, a state predictor based on syn-
chronization for nonlinear systems with input time-
delay was proposed in (Oguchi and Nijmeijer, 2005a).
The same concept, which can be seen as a state esti-
mator with a predictor-like structure, is proposed for
a mobile robot subject to a bilateral time-delay in the
block diagram in Figure 2.

3.1 Controller Structure

When considering a bilateral time-delay the system’s
output is also delayed. In this case the mobile robot is
subject to a forward τ f and backward τb time-delay,
as denoted in (Hokayem and Spong, 2006). Given
the mobile robot (1) subject to a bilateral time-delay,
the robot’s posture kinematic model after the forward
delay is given by,

ẋ(t) = v(t− τ f )cosθ(t),
ẏ(t) = v(t− τ f )sinθ(t), (7)

θ̇(t) = ω(t− τ f ).

From the controller’s side point of view, the robot’s
kinematic model is also affected by the backward
time-delay τb, resulting in the following model,

ẋ(t− τb) = v(t− τ f − τb)cosθ(t− τb),

ẏ(t− τb) = v(t− τ f − τb)sinθ(t− τb), (8)

θ̇(t− τb) = ω(t− τ f − τb).

To improve the robot’s performance when subject
to the time-delay, the dynamics of the estimator, with
state z(t) = [z1(t) z2(t) z3(t)]T , are proposed as,

ż1(t) = v(t)cosz3(t)+νx(t),
ż2(t) = v(t)sinz3(t)+νy(t), (9)
ż3(t) = ω(t)+νθ(t),

with ν(t) = [νx(t) νy(t) νθ(t)]T defining a correcting
term relating the estimator’s and the system’s states.

The correcting term ν(t) is intended to bring the
estimator’s and the system’s states closer, since the
robot’s initial conditions are assumed to be unknown.
There is complete freedom in the design of this term,
with the simplest choice being,

νx(t) =−Kx(z1(t− τ̃ f − τ̃b)− x(t− τ̃b)),

νy(t) =−Ky(z2(t− τ̃ f − τ̃b)− y(t− τ̃b)), (10)
νθ(t) =−Kx(z3(t− τ̃ f − τ̃b)−θ(t− τ̃b)),

where τ̃ f and τ̃b model the robot’s forward and back-
ward delays. Hereinafter the forward and backward
time-delays are assumed to be equal and constant, i.e.
τb = τ f = τ, and modeled perfectly, i.e. τ̃ f = τ̃b = τ.
The feasibility of this assumption will be discussed
before the experimental results are presented.

In order to ease the computations in the stability
analysis, a different correcting term will be proposed.
Two new sets of error coordinates are defined, namely
ze(t) and pe(t). The first coordinates relate the esti-
mator’s state with the reference trajectory, i.e.

z1e(t)
z2e(t)
z3e(t)

=

 cosz3(t) sinz3(t) 0
−sinz3(t) cosz3(t) 0

0 0 1


xr(t)− z1(t)

yr(t)− z2(t)
θr(t)− z3(t)

 .
(11)

while the second set relates the delayed estimator’s
state with the current system’s state, i.e.,

p1e(t)
p2e(t)
p3e(t)

=

p11 p12 0
p21 p22 0
0 0 1


x(t− τ)− z1(t−2τ)

y(t− τ)− z2(t−2τ)

θ(t− τ)− z3(t−2τ)

 ,
(12)

where p11 = p22 = cosz3(t− 2τ) and p12 = −p21 =
sinz3(t−2τ).

Given the error coordinates (11) and (12), the
following correcting term is proposed,

νx(t) =−Kx p1e(t)cosz3(t)+Ky p2e(t)sinz3(t),
νy(t) =−Kx p1e(t)sinz3(t)−Ky p2e(t)cosz3(t),
νθ(t) =−Kθ sin p3e(t).

(13)

Since the control scheme of Figure 2 uses the
state estimator’s output as the controller’s input, a new
control law is proposed based on the tracking control
(6),

v(t) = vr(t)+ c2z1e(t)− c3ωr(t)z2e(t),
ω(t) = ωr(t)+ c1 sinz3e(t).

(14)
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Remark 1. Due to the input time-delay, the system’s
control action is given by the delayed controller, i.e.,

v(t− τ) = vr(t− τ)+ c2z1e(t− τ)− c3ωr(t− τ)z2e(t− τ),

ω(t− τ) = ωr(t− τ)+ c1 sinz3e(t− τ).

The resulting control action provides an idea of how
the system will behave. Intuitively, the robot will track
the reference trajectory after a time τ. This will be
examined in detail during the stability analysis.
Remark 2. Although the stability analysis is unique
for each control law, the delay compensation scheme
is controller independent, so in this sense the gener-
ality of the scheme holds. Consider for example a
controller which accounts for actuator saturation and
collision avoidance such as in (Kostic et al., 2009).

3.2 Stability Analysis

In order to describe the system’s performance it
becomes necessary to establish stability criteria. The
system’s control objectives are defined as follows,
• q(t)→ qr(t − τ), the system converges to a de-

layed version of the reference trajectory;

• z(t)→ q(t + τ), the state estimator anticipates the
system;

• z(t)→ qr(t), the state estimator converges to the
reference trajectory.
Considering the control objectives and Remark 1,

the following proposition is formulated.
Proposition 1. Given the unicycle-type mobile robot
(7) subject to a bilateral delay 2τ, the state estimator
(9)-(13), and the control law (14), the robot will track
a delayed version qr(t−τ) of the reference trajectory.

In accordance to Proposition 1 it follows that
proving that the equilibrium point (ze(t), pe(t)) = 0
is stable satisfies the control objectives.

The error coordinates (11)-(12) are grouped and
differentiated w.r.t time, and the tracking control
law (14) is substituted in them. Given ξ1 =
[z1e z2e p1e p2e ]

T and ξ2 = [z3e p3e ]
T , the result-

ing closed-loop error dynamics are rearranged in the
following cascaded form,

ξ̇1(t) = A0(t, t−2τ)ξ1(t)+A1ξ1(t−2τ) (15)
+g(t, t−2τ,ξ1(t),ξ2(t),ξ1(t−2τ),ξ2(t−2τ)),

ξ̇2(t) = f2(t,ξ2(t),ξ2(t−2τ)), (16)

where,

A0(t, t−2τ) =


−c2 f12 Kx 0
f21 0 0 Ky

0 0 0 f34

0 0 f43 0

 ,

A1 =


0 0 0 0
0 0 0 0
0 0 Kx 0
0 0 0 Ky

 ,

g(t, t−2τ,ξ1(t),ξ2(t),ξ1(t−2τ),ξ2(t−2τ)) =
g11 g12

g21 g22

0 g32

0 g42

ξ2(t)+


0 0
0 0

h31 h32

h41 h42

ξ2(t−2τ),

f2(t,ξ2(t),ξ2(t−2τ)) =

[−c1 sinz3e(t)+Kθ sin p3e(t)
Kθ sin p3e(t−2τ)

]
,

with,

f12 = (1+ c3)ωr(t),
f21 =−ωr(t),
f34 =− f43 = ωr(t−2τ),

g11 = c1z2e(t)
∫ 1

0
cos(sz3e(t))ds+ vr(t)

∫ 1

0
sin(sz3e(t))ds,

g21 = (vr(t)− c1z1e(t))
∫ 1

0
cos(sz3e(t))ds,

g12 =−Kθz2e(t)
∫ 1

0
cos(sp3e(t))ds,

g22 = Kθz1e(t)
∫ 1

0
cos(sp3e(t))ds,

g32 = (vr(t−2τ)+ c2z1e(t−2τ)− c3ωr(t−2τ)z2e(t−2τ))

·
∫ 1

0
sin(sp3e(t))ds,

g42 = (vr(t−2τ)+ c2z1e(t−2τ)− c3ωr(t−2τ)z2e(t−2τ))

·
∫ 1

0
cos(sp3e(t))ds,

h31 = c1 p2e(t)
∫ 1

0
cos(sz3e(t−2τ))ds,

h41 =−c1 p1e(t)
∫ 1

0
cos(sz3e(t−2τ))ds,

h32 =−Kθ p2e(t)
∫ 1

0
cos(sp3e(t−2τ))ds,

h42 = Kθ p1e(t)
∫ 1

0
cos(sp3e(t−2τ))ds.

The definition of a persistently exciting (PE) signal
is required in order to establish the stability of the
cascaded system (15)-(16).

Definition 1. A continuous function ω : R+ → R
is said to be persistently exciting (PE) if ω(t) is
bounded, Lipschitz, and constants δc > 0 and ε > 0
exist such that,

∀t ≥ 0, ∃s : t−δc ≤ s≤ t such that |‖ω(s)| ≥ ε.
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It is assumed that the desired rotational velocity
ωr, i = 1,2 is PE. Consequently, the time varying
term ωr(t − 2τ), in the matrix function A0(t, t − 2τ)
may be renamed as ω̄r(t), resulting in a matrix Ā0(t).
Note that the matrix function, although time-varying,
will always have entries in the same positions. From
a practical viewpoint the matrix’s entry values will
change with time, but not its structure.

The following theorem establishes the local
stability of the equilibrium point (ze(t), pe(t)) = 0,
and hence the fulfillment of the control objectives.

Theorem 1. Consider a unicycle-type mobile robot
subject to a bilateral time-delay 2τ with a posture
kinematic model given by (7). Suppose that the
robot’s reference trajectory is generated by an exosys-
tem with dynamics (2). The estimator (9) together
with the correcting term (13) are used to generate
the system’s control input (14), which is applied to
the robot after a delay τ. Suppose that the reference
rotational velocity ωr(t) is PE, that the controller
gains satisfy c1 > 0, c2 > 0, and c3 > −1, and that
the correcting term gains satisfy Kx,Ky,Kθ < 0. If

• subsystem ξ̇1(t) = Ā0(t)ξ1(t) + A1ξ1(t − 2τ) in
(15) is at least locally exponentially stable (LES);

• function g in (15) is bounded;
• system (16) is LES;

then the equilibrium point (ze(t), pe(t)) = 0 of the
closed-loop error dynamics (15)-(16) is LES.

Proof. For the sake of brevity only a sketch of the
proof will be provided.

The theorem is derived from the results for
cascaded systems presented in (Panteley and Lorı́a,
1998), which have been successfully applied to the
tracking control of a mobile robot in (Jakubiak et al.,
2002) and to the mutual synchronization of two robots
in (van den Broek et al., 2009).

3.2.1 Stability of ξ1(t) = 0

Subsystem ξ̇1(t) in (15) is a linear time-varying
(LTV) system which can be separated as follows,[

ż1e(t)
ż2e(t)

]
=

[ −c2 (1+ c3)ωr(t)
−ωr(t) 0

][
z1e(t)
z2e(t)

]
+

[
Kx 0
0 Ky

][
p1e(t)
p2e(t)

]
, (17)

[
ṗ1e(t)
ṗ2e(t)

]
=

[
0 ω̄r(t)

−ω̄r(t) 0

][
p1e(t)
p2e(t)

]
+

[
Kx 0
0 Ky

][
p1e(t−2τ)

p2e(t−2τ)

]
. (18)

Note that the output of system (18) perturbs
system (17) in a similar way as in the cascaded struc-
ture (15)-(16). Nevertheless, the coupling term in (17)
will vanish if (18) converges to zero. The reason for
this is that the coupling term does not depend on z1e(t)
or z2e(t), which is not the case of the coupling term in
(15)-(16), which includes ξ1 and ξ2. Consequently,
the stability of ξ̇1(t) = Ā0(t)ξ1(t)+A1ξ1(t− 2τ) can
be established by proving the stability of (17) and (18)
separately.

The time-delay in (18) is approximated by a Tay-
lor series expansion and the stability of the subsystem
is established using the resulting characteristic poly-
nomials, which require that Kx,Ky < 0.

Knowing that the coupling term vanishes, the
stability of the first term in (17) has already been
studied in (van den Broek, 2008) and (van den Broek
et al., 2009), and can be established by a well-known
result in the adaptive control field for LTV systems.
The requirement is that that ωr(t) be PE and that the
controller gains satisfy c2 > 0 and c3 >−1.

3.2.2 Assumption on g

The approach taken here is to express the indetermi-
nate forms in gi j,∫ 1

0
cos(sx)ds =

{
sin(x)

x for x 6= 0
1 for x = 0

,

∫ 1

0
sin(sx)ds =

{
1−cos(x)

x for x 6= 0
0 for x = 0

,

as,

limx→0
sin(x)

x = 1, limx→0
1−cos(x)

x = 0. (19)

by applying L’Hopital’s rule. Using (19) and the prop-
erties of vector norms, and given that the Frobenius
norm and the 2-norm are consistent, it is possible to
obtain explicit expressions for the bounds on gi j.

3.2.3 Local Exponential Stability of ξ2(t) = 0

Consider subsystem ξ̇2(t) = f2(t,ξ2(t),ξ2(t − 2τ)).
Clearly, ṗ3e(t) = Kθ sin p3e(t − 2τ) can be linearized
and will be exponentially stable provided Kθ < 0. On
the other hand, ż3e(t) = −c1 sinz3e(t)+Kθ sin p3e(t)
can also be linearized. As with ξ̇1(t), ż3e(t) is
perturbed through a coupling term that will vanish
as ṗ3e(t) converges to zero. Requiring that c1 >
0 will ensure exponential stability of the remaining
linearized dynamics. This completes the proof.
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4 EXPERIMENTAL RESULTS

Two equivalent multi-robot platforms exist at the
Eindhoven University of Technology (TU/e) and at
the Tokyo Metropolitan University (TMU). The bilat-
eral time-delay compensation scheme is implemented
in them, meaning that a mobile robot located at TU/e
can be controlled from TMU and viceversa.

4.1 Experimental Platform Description

The experimental platforms’ design objectives
encompass cost, reliability and flexibility. The
hardware and software choices together with the
implementation of the setup at TU/e are discussed
in greater detail in (van den Broek, 2008) (cf. Fig.
3). The setup has already been used to implement
cooperation, coordination, collision avoidance and
servo vision algorithms. The platform at TMU has
similar characteristics, only differing from the one at
TU/e in its size and vision calibration algorithm.

i
i

“fig˙setup˙temp” — 2009/9/16 — 10:26 — page 1 — #1 i
i

i
i

i
i

Figure 3: Experimental setup at TU/e.

Mobile Robot. The unicycle selected is the e-puck,
(Mondada et al., 2009), whose wheels are driven
by stepper motors that receive velocity control com-
mands over a BlueTooth connection.

Vision. Each robot is fitted with a fiducial marker of
7 by 7 cm, collected by an industrial FireWire cam-
era, interpreted in the program reacTIVision (reac-
TIVision, 2009), and calibrated by means of a global
transformation (TU/e) or a grid (TMU).

Driving Area. The driving area is of 175×128 cm
for TU/e and 100×50 cm for TMU, and is determined
based on the required accuracy, the camera lens, and
the height at which the camera is positioned.

Software. The e-puck robots and reacTIVision’s
data stream can be managed in C, Python, or Mat-
lab script. In this work, the controller implementa-
tion and signal processing is carried out in Python,
(Python, 2009).

Bandwidth and Sampling Rate. Using vision as
the localization technique diminishes the system’s
bandwidth and results in a sampling rate of 25Hz.

4.2 Data Exchange over the Internet

Due to its widespread availability and low cost, the
Internet is chosen as the communication channel to
exchange data between TU/e and TMU.

Data Exchange. A Virtual Private Network (VPN)
is established between TU/e and TMU in order to
implement a reliable and secure data exchange.

Socket Configuration. Data is exchanged between
TU/e and TMU as soon as it becomes available
using non-blocking Transmission Control Protocol
(TCP) sockets running the Internet Protocol (IP). The
system’s low bandwidth allows the use of the TCP,
which guarantees reliable and orderly data delivery.

Data Payload. The variables exchanged amount to
the current time instant and control signals from the
control side to the system, and to the position and ori-
entation values from the system side to the controller.

4.3 Implementation Issues

One of the main implementation issues of the
proposed time-delay compensation strategy is the
accurate modeling and characterization of the
time-delay induced by the communication chan-
nel. The use of predictor-like schemes is often
discouraged because of their sensitivity to delay
model mismatches, (Hokayem and Spong, 2006),
specially when considering nonlinear systems and a
communication channel such as the Internet. To this
end, three methods that ease the implementation of
the proposed compensation strategy are suggested.
Their objective it to bring τ̃ as close as possible to
τ in practice.

Delay Measurement. The round trip delay between
TU/e and TMU (and viceversa) has been measured
during different times of the day, for a variable
amount of time, and for a total time of around 60min.
The mean delay value is approximately 265ms for
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Figure 4: Time-delay compensation scheme block diagram
representation without time-delay models.

both cases (267.4917ms TU/e-TMU, 269.5307ms
TMU-TU/e). Occurrences of delays greater than
300ms where of 0.27% for TU/e-TMU and 0.34%
for TMU-TU/e. Thus, the round trip delay can be
modeled with enough accuracy even if the Internet is
considered as the communication channel.

Time-stamping. Outgoing and incoming data on
the controller side can be time-stamped in order to
estimate the round trip delay for each pair of control
signals and sensor data, setting the estimator’s delay
model accordingly.

Signal Bouncing. The estimator’s output may be
sent together with the control signals to the mobile
robot, and then sent back to the controller without
being modified. By using the communication chan-
nel itself to delay the estimator’s output, modeling the
time-delay is no longer necessary (cf. Figure 4).

4.4 Experiments

In the first experiment a mobile robot at TMU is
controlled from TU/e. The reference trajectory is a
lemniscate with center at [0.5m,0.25m], a length and
width of 0.2m, and a velocity multiplier of 0.2m/s.
The scenario repeats in the second experiment, where
a sinusoid with origin at [0.1m,0.25m], an amplitude
of 0.15m, an angular frequency of 0.3rad/s, and a ve-
locity multiplier of 0.01m/s constitutes the reference.

The system’s initial condition is q(0) =
[0.3235m 0.1882m 0.2851rad]T for the first ex-
periment and q(0) = [0.0225m 0.1821m 0.3916rad]T

for the second one. In both cases the estimator’s
initial condition is set to z(0) = [0 0 0]T , the controller
gains to c1 = 1.0, c2 = c3 = 2.0 and the correcting
term gains to Kx = Ky = Kθ = −0.6. The sampling
rate is 25Hz and the experiments’ duration is 60sec
and 120sec respectively. The round trip delay is
modeled as 265ms based on measurements, although
the estimator’s output is in fact delayed 280ms since
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Figure 5: Reference, robot and predictor behavior in the X-
Y plane for two different trajectories.
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Figure 6: Practical convergence of the correcting terms.

only delay models which are multiples of 0.04 are
allowed due to the setup’s sampling time, meaning
data is displaced 7 locations within the storage buffer.

The experimental results are shown in Figure 5
and 6 for both experiments. The first plots show the
reference (black), robot (gray) and predictor (light
gray) trajectories in the X-Y plane, with their initial
and final position marked with a cross and a circle
respectively. The plots in Figure 6 show the evolution
of the correcting terms νx(t), νy(t), and νθ(t) and how
they practically converge to zero even in the presence
of a delay model mismatch and considering a time-
varying communication channel. The behavior of the
proposed delay compensation strategy is consistent
with the stability analysis presented and the tracking
performance of the robot can be ensured even under a
bilateral time-delay.
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5 DISCUSSION

A compensation strategy to account for the negative
effects of a bilateral time-delay affecting a unicycle-
type mobile robot has been proposed. Several tech-
niques to accurately reproduce the time-delay in the
estimator have been presented, since this is required
and often a cause of concern in predictor-like control
strategies. Experiments show that the delay compen-
sation strategy is robust to small delay model mis-
matches and delay variations using the Internet as a
communication channel.

Future work includes a robustness analysis of
the delay compensation scheme and a comparison
with other predictor-like strategies. Additionally,
techniques to synchronize as precisely as possible
the controller and system sides are being studied in
order to obtain a more accurate measurement of the
system’s performance. Integrating the concept of
remote control of mobile robots with notions related
to the long distance synchronization of robotic net-
works and extending the concepts of the estimator to a
more general setting (other mechanical systems) also
remain topics to be addressed in the future.
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TAV, México, who was recently honored because of
his 60th birthday. Additionally, the authors acknowl-
edge the help of Hisashi Katsumata in conducting ex-
periments. This work has been supported by CONA-
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Abstract: We analyze performance of different strategies for coordinated control of mobile robots. By considering an 
environment of a distribution center, the robots should transport goods from place A to place B while 
maintaining the desired formation and avoiding collisions. We evaluate performance of two collision 
avoidance strategies, namely a high-level and low-level collision avoidance approach, each using different 
feedback information and update rate.  As performance measure we take into account the time to 
accomplish the transportation task and the tracking errors of the robots. Evaluation is done in several 
experiments with seven mobile robots. 

1 INTRODUCTION 

A group of mobile robots can be used to realize 
spatially distributed transportation tasks in a 
distribution center. When several robots are 
employed in a shared environment, then motion 
coordination and cooperation between these robots 
can be introduced in order to increase robustness in 
the execution of their tasks.  

Transportation in a distribution center is typically 
carried out by means of conveyors. Unfortunately, a 
failure in a single conveyor can disable a part of the 
transportation. To increase robustness of 
transportation, one can introduce redundant 
conveyers. This solution requires extra investments 
and occupies additional space. An appealing 
alternative is to substitute conveyers with mobile 
robots (Giuzzo, 2008). Unlike conveyers, the robots 
can dynamically alter their trajectories to avoid 
obstacles and complete assigned tasks. In addition, if 
one robot fails, its task can be delegated to another 
one. While engaging a number of mobile robots 
simultaneously, efficient robot coordination and 
cooperation control strategies are required to achieve 
high throughput in transportation of goods without 
collisions. 

In the distribution center, planning and 
scheduling tasks are normally done in a centralized 
way. A high-level planning system decides which 

customers orders must be executed, together with 
the decision on how the tasks must be accomplished, 
see e.g. (van den Berg, 1999) and (Gu, et al., 2007). 
Whereas this centralized approach can provide the 
optimal throughput in the absence of uncertainties, it 
can show quite some weaknesses in exceptional 
situations, such as when unexpected obstacles 
appear or when unknown disturbances start affecting 
the robots. In such situations, re-planning must be 
accomplished with time limitations that often lead to 
transportation plans that are not optimal in terms of 
the throughput. A viable alternative to the 
centralized approach is to facilitate negotiations 
among the robots and the supervisor which assigns 
the tasks. Through negotiation, the robots and the 
supervisor can dynamically adapt the transportation 
plans such as to make them less sensitive to different 
types of failures. The result might not have the 
optimal throughput, but it will likely bring higher 
robustness in comparison with the centralized 
approach.  The high level coordination can be 
solved, for instance, using the holonic approach 
(Giret and Botti, 2004), (Moneva, et al., 2009). 
Another example of the high-level coordination is 
decentralized control of Automated Guided Vehicles 
for distribution centers (Farahvash and Boucher, 
2004), (Weyns, et al., 2005).  In both works, a multi 
agent system is proposed for transportation planning, 
distribution of tasks, and collision avoidance. 

At  the  layer  of  low-level  control of  individual 
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mobile robots, various techniques of robot 
coordination and cooperation can be used to realize 
the transportation, such as leader-follower, behavior 
based, virtual structure, etc, (Ren and Beard, 2004), 
(Mastellone, et al., 2008), (Sun et al., 2009), (van 
den Broek et al., 2009). In these approaches, the 
motion controllers achieve tracking of individual 
robot trajectories, on the one hand, and maintain the 
desired spatial formation between the robots, on 
another.  

To the best of our knowledge, little research is 
devoted to performance comparison between the 
high-level and low-level control techniques. Some 
research have been conducted on performance 
comparison of different high-level techniques, see 
e.g. (Vis, 2004), (Le-Anh and De Koster, 2006),  
(Gu, et al., 2010) and references therein. 
Furthermore, a quantitative evaluation of robustness 
of high-level control is still lacking, and no data are 
reported that illustrate how complicated it can be for 
the high-level control to find the optimal solution. 
Finally, there is scarce research on appropriate 
combination of high- and low-level control that can 
handle both effectiveness and robustness at the same 
time. 

The lack of information has motivated us to 
quantitatively compare performance of high-level 
and low-level control of a group of mobile robots 
that perform a task which resembles coordinated 
transportation of goods in a distribution center. An 
ideal situation is simulated as a basis for 
comparison. We evaluate performance using 
relevant indicators, such as time to accomplish the 
task and errors in tracking the desired robot 
trajectories. 

Two main contributions of this paper are: (i) 
suboptimal solutions for motion coordination of 
mobile robots, namely pure high-level and pure low-
level coordination and (ii) experimental performance 
evaluation of these two strategies for completing 
transportation tasks in distribution center like 
environments. 

This paper is organized as follows. In Section 2 
we present necessary mathematical models and 
tools. Section 3 explains strategies to coordinate the 
motion of the mobile robots. Section 4 reports on 
experimental results and highlights the main 
findings of our performance analysis. Conclusions 
and discussion on future work are given in Section 
5. 

 
 

2 PRELIMINARIES 

2.1 Unicycle Mobile Robots 

We consider a group of m mobile robots that are 
described by the non-holonomic kinematic model of 
a unicycle, as depicted in Figure 1: 

 

cos
sin . (1) 

 

Here,   and  are the forward and steering 
velocities, respectively,    and     are the Cartesian 
coordinates of the robot midpoint Oi in the world 
coordinate frame Oxy,  is the heading angle 
relative to the x-axis of the world frame, and 
∈ 1,2,3, … , . The reference trajectory of each 

robot  is given in the frame Oxy:  
 

. (2)

The trajectories of all mobile robots constitute a 
time-varying formation. An example is shown in 
Figure 2, where a platoon-like formation is adopted. 
 

 

Figure 1: Configuration and error coordinates of a 
unicycle mobile robot. 

2.2 Trajectory Tracking Control 

To follow its own reference trajectory and to 
maintain the assigned formation, for each robot we 
propose the following control laws vi and ωi 

           cos   

1,
 , (3a) 

  (3b) 
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1,

 . 

 

where   ,   ,   are the tracking errors 
represented in the robot coordinate frame Oxiyi  
 

cos sin 0
sin cos 0
0 0 1

, (3c) 

 

, ,  are the design parameters that influence 
the performance of trajectory tracking, while  
, ,  are the design parameters that influence  

formation keeping. Furthermore, , ∈ , ,  is 
defined as follows: 
 

sgn | |
sgn | |

 . (3d) 

The control laws (3a,b) guarantee globally 
asymptotic tracking of  and represent a non-
saturated version of the controller proposed in 
(Kostić, et al., 2009) and (Kostić, et al., 2010).  

 

Figure 2: An example of a convoy-like, time-varying 
formation.  

2.3 Penalty Functions 

We introduce a set  of continuous, monotone and 
bounded penalty functions indexed by a constant 
parameter   (Kostić, et al., 2009): 

:   is continous,monotone , 
                     ,  if  ,   
          , ,     
                  if       ,   
                         ,   if    .  

(4)

An example of a function in  is  
 

, ,

1 Δ
sin

,    

, ,
(5)

 where Δγ =  -    and  = 2π / (  -  ).  

3 HIGH-LEVEL AND 
LOW-LEVEL COORDINATION 

To achieve transportation with high throughput and 
increase robustness to uncertainties, such as 
disturbances, all engaged robots have to cooperate. 
These robots have to coordinate their motions such 
as to avoid collisions and keep the sequence as 
assigned by the given formation.  

In this research, we investigate the performance 
of two coordination methods, namely high-level 
coordination and low-level coordination. The 
coordination takes care of collision avoidance and 
keeping the desired robot sequence. Both aspects are 
very relevant for realization of transportation tasks 
in a distribution center environment.  

3.1 High-level Coordination 

The high-level method of coordination is 
implemented at the level of generating the reference 
trajectory (2) for each robot. This method assumes 
that the robots move from waypoint to waypoint 
(nodes) on a network of fixed path segments (edges). 
This network enables us to define spatial reference 
trajectories.  

To accomplish a given transportation task, a 
timed desired trajectory along the desired path 
segments is generated by each robot. For collision 
avoidance it is needed to coordinate (predicted) 
intervals of appearance of the robots at intersecting 
segments. If these time intervals are well 
coordinated, then the absence of collisions is 
guaranteed as long as each robot accurately follows 
its own reference trajectory. In this case, the 
coupling gains ,  and  between robots in the 
control laws (3) have to be set to zero. Figure 3 
illustrates this coordination method in a situation 
where trajectories of three robots intersect at 
junction J1. 

The junction is represented by a group of 
intersecting path segments. Each segment brings a 
robot from one side of the junction to another. 
Therefore, the interval a robot occupies the junction 
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is marked by passing the beginning and ending 
waypoints of such a segment.  

 

Figure 3: High-level coordination for collision avoidance. 

At regular intervals, currently 1s, each robot 
broadcasts its occupation interval to other robots 
headed to J1. If overlap is detected, the robot of the 
highest priority will rebroadcast its occupation 
interval immediately to notify the other robots.  

The robot of lower priority will postpone its 
arrival time at the junction until the leaving time of 
the robot of higher priority. Each robot adjusts its 
speed immediately such as to reach the junction at 
the correct time. The necessary speed is calculated 
and all passing times at the waypoints between the 
robot and the junction are adapted accordingly.  

 Similarly, the passing times after the junction 
should be changed too. From the junction segment 
on, the passing times are only adapted when the 
robot would require to exceed its speed limits. Once 
both the entering and leaving waypoint passing 
times on the junction are known, the robot 
broadcasts its new non-overlapping occupation 
interval, and waits again for incoming occupation 
intervals.  

The priority of a robot is determined as the sum 
of the total time this robot has to wait for other ones, 
excluding those in front of it, and the expected time 
to enter the junction. This is similar to the first come 
first served priority scheme, which minimizes the 
queues in front of the junctions as well as the 
waiting times of the individual robots.  

3.2 Low-level Coordination 

The  low-level  coordination  is  implemented  at  the 

level of trajectory tracking control. To keep the 
correct robot sequence according to the desired 
spatial pattern, the coupling gain   , , and  
are set to positive non-zero values. With such gains, 
the control law (3) will be able to track the desired 
formation, e.g. as shown in Figure 2. Due to this 
coupling, the robots can recover their formation 
faster than their individual desired paths, thereby 
maintaining the desired sequence of robots better 
than without the coupling.  

To gain more robustness to uncertainties, the 
reference forward velocity ,   1,2,3, … , , of 
each robot is also adjusted using the penalty 
functions from the set  defined by (4). For each 
robot we determine the distance between its 
reference and actual position: 

 

Δ , . (6)

If  Δ ,   , then the desired forward velocity 
of each robot i is penalized as follows: 

, Δ ,   . (7) 

 

Here,  is a penalty function from the set (4) 
and ,  is the desired forward velocity. Using (7), 
if one robot is far from the assigned path, then the 
forward velocities of all robots are decreased in 
order to give the perturbed robot time to get back on 
its track. In this way, it will be easier to keep the 
correct sequence of the robots.     

To avoid collisions, we make use of an Artificial 
Potential Field (APF) (Latombe, 1991). The 
reference trajectories of the robots facing collisions 
are online adapted using the APF, mimicking the 
approach in (Kostić, et al., 2010). If  ,  
and , , i,j∈ {1,2,...,m}, are the Cartesian 
coordinates of the robots i and j, respectively, then 
an APF of robot i is: 

 

,
,

, , , (8)

where 

,
1
2       , 

(9) 

, ,

   
,
0, elsewhere.

 . 

 (10) 
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Here, Ko and Ka are the gains of the repulsive and 
attractive fields, respectively,  and  are positive 
real numbers that determine the size of the detection 
region for the repulsive function, robd is the robot 
diameter, and ds is the threshold of the detection 
region. When all obstacles are outside the detection 
region of robot i, its tracking controller tracks the 
trajectory . Inside the detection region, the 
low-level coordination modifies the trajectory as 
follows: 

• Determine the Cartesian velocities that move the 
robot in the direction of the steepest descent of Vi 
(away from the obstruction): 

,

,
  , , , . (11) 

• Update the reference trajectory such that 
collision avoidance is achieved at time-instant tk: 

, 

, 

   
atan , / , , if  0,

, if  0,
 

         , , , 

       . 

(12a) 
 

(12b) 
 
 

(12c) 
 

(12d) 
 

(12e) 

4 EXPERIMENTS AND 
PERFORMANCE ANALYSIS  

4.1 Scenario 

 

Figure 4: The experimental robot path. Symbols “o” and 
“◊” indicate the start and end positions of the robots, 
respectively. 

To mimic a realistic transportation task in a 
distribution center, experiments are conducted 

according to the following scenario: a convoy of 
seven robots delivers goods along a path depicted in 
Figure 4. At one segment of this path, the front part 
of the convoy intersects with the part at the back; 
consequently, robot coordination is needed to avoid 
collisions between the robots and to keep the correct 
robot sequence. The desired forward velocity of 
each robot is 0.08 [m/s]. 

For performance evaluation, we use the 
following indicators:  
 

1. The average of the travel times,    , that the 
robots consume to reach their target locations: 

 

∑ ,  . (13) 

2.  The normalized total tracking error of all robots: 
 

,  

∑ ∑ , ,   .(14) 

where tk is the moment of collecting data, l is the 
number of data points in the experiment, ,  and 

,  are the originally assigned robot reference, 
while xi and yi are the actual positions. 
 

3. The normalized total formation error. In the 
experiments we use a platoon-like formation, which 
has a spatial pattern described by a time-varying 
Euclidean distance between the neighboring robots. 
For seven robots, the pattern can be described for 
    1,2,3,4,5,6  and 1, as follows:  

 

 
Δ

, , , , . 

(15) 

 

We define the individual formation error by 

Δ Δ , (16)

where Δ   is the actual Euclidean distance 
between the robots i and j.  Thus, the normalized 
total formation error is given by: 

, ∑ ∑ 1∑   . (17)

 

For a total performance indicator, we take the 
summation of the three indicators proposed above 
with equal weight:  

 

∑ , ,  . (18)

4.2 Experimental Set-up 

Our  experimental  setup is depicted  in Figure 5. We 
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use mobile robots, model e-puck (Mondala and 
Bonani, 2007), a camera as a localization device for 
getting the position and orientation of all robots, and 
a PC. The PC generates robot trajectories, processes 
camera images to get the actual pose of the robots, 
and runs the collision avoidance algorithms and 
tracking control laws for all the robots. The PC 
sends the control velocities to the robots via a 
BlueTooth protocol. This way of implementation is 
chosen due to the limiting processing power of the 
onboard robot processors and due to the limited 
bandwidth of the BlueTooth communication. 

4.3 Experimental Results and Analysis 

In the experiments, we use the following design 
parameters: 
 

   0.4,   100,   0.5,  (19a)

   0.06, 10, 0.00001,  (19b)

     20,      10, 0.05,  (19c)

   0.03  m ,   0.14  m ,  (19d)

   0.05  m , 0.5  m ,  (19e)

   , 0.3,   , 1.  (19f)

The values of , ,  are chosen such that we 
have an accurate trajectory tracking. As for 
, , , the values will be zero if high-level 

coordination is active. When low-level coordination 
is active, the values are chosen such that we have 
strong coupling between the robots, especially in x 
and y direction. 
As a basis for comparison, we simulate the case 
where the coupling terms in the control law (3) are 
enabled and collisions are allowed. In this unrealistic 
case, all the robots can travel without perturbation 
from the start to the end position, while keeping the 
formation. To account for realistic imperfections of 
the vision system used in experiments, we add 
simulated noise, drawn from a normal distribution 
with zero mean and standard deviation of ±0.005 
[m] for x and y, and ±0.50 for θ , in accordance with 
the measurement noise of the real camera. The 
following results are obtained: 
 

    36.06  s , , 0.0024 m , (20a)
   , = 0.0019 m ,∑
36.06 43 -]. 

(20b)

 
 
 

 
 

 

Figure 5: The experimental set-up. 

The simulation results are used as a reference for 
comparison with data obtained from experiments. 
Tables 1a and 1b show statistics of all performance 
indicators obtained in ten repeated experiments, 
while Figure 6 shows a graphical representation of 
these statistics. 

ANALYSIS. From the second column of Table 1a 
and Figure 6, we can see that the high-level 
coordination achieves the shortest average travel 
time with respect to other strategies. Thanks to 
negotiations among the robots in the high-level 
coordination, collision avoidance is achieved time-
efficiently, which leads to short travel times.  

Table 1a: Mean value and standard deviation of  
    and ,  in ten repeated experiments. 

Strategies 
Indicators 

s  , m  
mean Std mean Std 

1HL 36.06 0 0.105 0.00088
2LL-1 38.939 1.920 0.907 0.4501 
3LL-2 38.110 1.184 0.737 0.3277 
4LL-3 38.633 1.024 0.885 0.2796 
5LL-4 40.204 2.277 1.228 0.3470 

1HL: high-level; 2LL-1: low level, no coupling between robots 
3LL-2: low-level, all robots are mutually coupled; 4LL-3: low-
level, each robot is coupled to the leader robot, i.e. the first robot 
of the convoy, not vice versa; 5LL-4: low-level, each robot is 
coupled to the robot in front of it, not vice versa. 

Two‐camera systems PC  E‐pucks 

width 

height 

length
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Moreover, the travel time is identical to the one 
achieved under the ideal condition (20a). The given 
experimental result suggests that the high-level 
control yields time-optimal transportation while 
taking care of collision avoidance. 

Table 1b: Mean value and standard deviation of  
,  in ten repeated experiments and Σperf . 

Strategies 
Indicators 

   , m  
Σperf mean std 

1HL 0.0782 0.00045 36.243200 
2LL-1 0.0934 0.04390 39.939400 
3LL-2 0.0853 0.02390 38.932299 
4LL-3 0.0862 0.00770 39.604199 
5LL-4 0.1170 0.05540 41.548999 

 

 

Figure 6: The mean values of   , , , ,  from 
different coordination strategies and Σperf . 

As for the low-level coordination, according to 
the second column of Table 1a and Figure 6, in all 
low-level coordination methods, the total travel time 
is longer than achieved using the high-level 
coordination. The online APF strategy does not 
utilize negotiations; a robot facing an imminent 
collision tries to move away from the obstacle. 
Time-optimality of such a collision avoidance 
algorithm is not guaranteed.  

In our experiments, the lowest tracking errors are 
achieved using the high-level coordination. With 
modest uncertainties, this strategy ensures that each 
robot follows its own collision-free reference 
trajectory. Consequently, the difference between the 
actual and the desired robot trajectories remains 
small, which results in small tracking errors. This is 
in line with the observation that the shortest travel 
time is characteristic for the high level strategy. In 

addition, the way the high-level strategy solves the 
collision avoidance is also useful for formation 
keeping, as depicted in Figure 6. 

When comparing the tracking errors, the low-
level coordination strategies, all yield larger tracking 
errors compared to the high-level coordination. As 
expected, the tracking errors with coupling are 
slightly larger than without coupling. Having the 
couplings, a robot adapts its movement to other 
perturbed robots. In this way, the tracking control 
can keep the formation but by doing so, it decrease 
its own tracking performance. Despite the poor 
tracking error performance, as shown in Figure 6, 
introducing correct coupling helps the robots keep 
the formation. 

If a decision needs to be made, a single measure 
is needed to base it on. Comparing the values of the 
total performance, we can observe that in our 
experiments, option LL-2 turns out to be the most 
suitable option for the low-level coordination 
method.  

Overall, it appears that the high-level control is 
the most promising solution according to the total 
performance measure. However, this solution may 
fail in case of perturbations. The high-level strategy 
requires all robots to be in the correct position for a 
successful collision-free execution. If one robot is 
not at the correct position at some time instant, 
collisions may occur and the correct robot 
sequencing cannot be guaranteed.  

The low-level coordination is inherently more 
robust to perturbations. Despite perturbations, the 
low-level coordination achieves collision avoidance 
and formation keeping. In the presence of 
perturbations, from the comparison of the indicators 
and considering the importance of formation, the 
fully coupled option (LL-2) seems to be the most 
appealing one. We show in Table 2 the minimum 
distances between the center points of all robots, 
measured from an experiment using the LL-2 
strategy. During the experiment robot 4 was 
manually displaced from the platoon. Since the 
diameter of the robot is 0.07 [m], any value below 
0.07 [m] implies a collision between robots. Table 2 
shows no distances below 0.08 [m], so no collisions 
occurred. 

Given experimental analysis brings us to the 
conclusion that it is not easy to find a single solution 
that scores best in terms of all performance 
indicators and is robust enough against uncertainties. 
There will be a set of solutions that are best, i.e. no 
better solutions exist in one performance indicator, 
without being worse in another. These solutions are 
called pareto-optimal solutions. One has to choose a 
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weighing between all indicators, as in the total 
performance indicator (18), to select the best one for 
a certain application. 
Table 2: Minimum distances between the centers of all 
robots. ,  denotes the distance between robots i and j. 

min   , [m] 

robot 1 2 3 4 5 6 7 
1 - 0.08 0.08 0.09 0.16 0.09 0.08 
2  - 0.08 0.17 0.23 0.19 0.14 
3   - 0.08 0.17 0.20 0.18 
4    - 0.08 0.09 0.17 
5     - 0.08 0.08 
6      - 0.08 

 
The problem remains to find those pareto-

optimal solutions. The high-level and low-level 
coordination strategies that we propose still can be 
improved and optimized in terms of all performance 
indicators, e.g. using larger safety distance for the 
high level method or having a smoother transition 
from normal to collision mode for the low level 
methods. Finding the true pareto-optimal solutions is 
probably not possible. However, from a set of 
solutions one can always remove the non pareto-
optimal solutions, and choose from the remaining, 
best, ones. 

5 CONCLUSIONS 

We have experimentally evaluated the performance 
of different strategies for coordinated control of 
mobile robots. We have proposed high-level and 
low-level coordination methods and presented 
experimental results that illustrate the superior 
performance of the high-level method in terms of 
time efficiency and accuracy of tracking the desired 
robot trajectories. A serious limitation of the high-
level coordination is the requirement for accurate 
tracking of the reference trajectories.  

Even though the performance of the low-level 
coordination method is worse than that of the high-
level coordination method, the low-level one is 
inherently more robust against uncertainties.  

Given the results of our analysis, it seems 
interesting to analyze performance of combinations 
of different strategies, e.g., of high-level and low-
level coordination methods. By combining more 
strategies, we may optimize more performance 
indicators and meet more requirements. 
Consequently, it needs to be investigated which 
combinations would lead to the pareto-optimal 
solutions. 
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Abstract: In this paper an innovative low pressure servo-valve is presented. The device was designed with the main
aim to be easily integrable into complex hydraulic/pneumatic actuation systems, and to operate at relatively
low pressure (< 50 ·105Pa). Characteristics like compactness, lightweight, high bandwidth, and autonomous
sensory capability, where considered during the design process in order to achieve a device that fulfills the
basic requirements for a wearable robotic system. Preliminary results about the prototype performances are
presented here, in particular its dynamic behavior was measured for different working conditions, and a non-
linear model identified using a recursive Hammerstein-Wiener parameter adaptation algorithm.

1 INTRODUCTION

State of the art robots that are actuated with a hy-
draulic system are generally thought to operate with
pressures greater than 200 · 105Pa (Hayward, 1994),
(Jacobsen et al., 1991). This is mainly due to the fact
that it is convenient to increase the force/weight ra-
tio of the actuation system by increasing its opera-
tional pressure (Yoshinada et al., 1992). If from one
side increasing the pressure brings advantages, from
the other could represent a limitation. At first the hy-
draulic components need to be designed to resist the
high forces generated by the fluid pressure; this re-
quires therefore to employ thick and heavy materials
for pipes and actuators. Secondly, the usage of high
pressure could also cause a dangerous situation for the
operators that are in the proximity of the robot. The
safety issue is even more critical if the robot, in our
case an exoskeleton, is strictly coupled with the hu-
man being (Pons, 2008). Any failure in the hydraulic
system could seriously harm the user.

One of the main goal of VI-Bot project, un-
der development at DFKI Bremen (Robotics Innova-
tion Center), is to design an intrinsically safe, wear-
able arm exoskeleton for Tele-Robotics applications
(Folgheraiter et al., 2008; Folgheraiter et al., 2009a;
Folgheraiter et al., 2009b; Folgheraiter et al., 2009c).

As requirements the haptic interface should: enable
the operator to control complex robotics systems in
an intuitive way, implement a multi-points haptic
feedback to increase the immersion into the work
scenario, be light weight and adaptable to different
users, and integrate different levels of safe mecha-
nisms. Furthermore, the kinematics architecture of
the system should be designed in order to constrain
as less as possible the natural arm movements and its
workspace.

To achieve these goals and at the same time to
reduce the complexity of the system (number of re-
quired DOF), it is necessary to keep the exoskele-
ton’s joints near to the human arm, “ideally over-
lap them with the human articulations” in order to
avoid parallel kinematic loops. It turns out that
the necessity to have a compact, light, highly dy-
namic actuation system here is crucial. The ad-
vantages of using hydraulically actuators to oper-
ate the exoskeleton’s joints, if directly compared
with classical DC motors, are represented by their
high force/weight ratio, the possibility to use the
axes of the actuator as rotational/prismatic axes
of the robotic system, and their back-drivability.
Furthermore with a proper hydraulic supply and
a precise fluid regulation, strength and high dy-
namic range can be achieved (Raibert et al., 2008),
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(Kazerooni et al., 2006),(Kahn, 1969).
In figure 1 is shown the actual version of our hap-

tic interface. In total there are 7 actuated joints: 5
located in the shoulder/upper-arm and 2 in the fore-
arm. An additional passive joint allows the wrist
supination-pronation. All active joints are hydraulic
actuated, valves, sensors and electronics are thought
to be mounted directly in proximity of the actuators,
this in order to reduce the amount of cables and pipes
needed. The hydraulic pump and the primary power
supply are located outside the exoskeleton to avoid
additional weight to the system.

Figure 1: The arm exoskeleton equipped with 8 hydraulic
rotative and linear actuators.

A central element within the hydraulic system is
represented by the proportional servo-valve. On the
market there are plenty of proportional (4/3) hydraulic
valves, the problem is that most of them are though to
work with high pressure and therefore do not fulfill
our needs. According to the authors knowledge, the
smallest, light weight and dynamically performing
valve on the market, is currently sold by MOOG Inc.
company (Inc., 2009). The device weights only 92g,
has an hysteresis for the flow characteristics < 3% ,
and a 90o phase-lag > 250Hz. Unfortunately the de-
vice is thought to work only with pressure in the range
of 160−250 ·105Pa and it is specifically designed for
Formula-1 applications.

Therefore we started to look at the pneumatic
components, that generally are light and designed for
low pressure (up to 10 · 105Pa). We adapted them to
work with liquids (oil), adding a precise actuation and
proper sensory features.

This document is organized as follows: next sec-
tion describes the experimental setup employed to
measure the repeatability and flow-position charac-
teristic of the valve, section 3 presents the dynamic
model of the driving system, section 4 introduces a
strategy to regulate position and velocity of the valve,
section 5 presents a first fully integrated prototype.
Finally section 6 draws the conclusions and future de-
velopments of this work.

2 EXPERIMENTAL SETUP AND
TESTING

In this section the testbed developed to evaluate the
performance of the servo valve and first experimental
results characterising the valve are presented.
The experimental setup (figure 2) consists of the core
parts of a commercial pneumatic valve (Numatics
Inc. series Micro-Air), a stepper motor, a gear pump
providing pressure supply between 0− 30 · 105Pa, a
flow-meter, a pressure sensor, and an electronic board
equipped with a STM32 µController.

Figure 2: CAD Model of the valve testbed.

The drive system of the valve is a 3.3 V DC step-
per motor from Nanotec working in fullstep mode,
i.e. 18 degree/step and with an holding torque of
1.6 ·10−3Nm. The rotor of the stepper motor is a lead
screw, driving a cylinder and thus converting the ro-
tational motor movement into a translation. The drive
is attached to the valve spool via a permanent magnet,
while the actual valve positions are determined using
an inductive sensor from Bahlluff Inc. by tracking a
steel target connected to the extended spool axis.
Control of the testbed and its components is per-
formed by a STM32 µController (series F103VE),
programmed with a special toolchain consisting of
Matlab/Simulink and Rapidstm32 Blockset, Real-
Time-Workshop and Keil Microvision µVision. The
scheme in Figure 3 sketches the general dependen-
cies of the testbed, were A and B are the connections
of the valve to the actuator chambers, Ps and T are the
pressure supply line respectively the tank lines of the
gear pump, while the red lines represent the commu-
nication between the µController and the experimen-
tal setup through sensors and actors.

The two main features characterising a hydraulic
valve are:
1. repeatability of the spool movement with respect

to a certain input to the drive system.
2. flow through the valve with respect to spool posi-

tion and the pressure drop over the valve.
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Figure 3: Scheme of experimental test setup.

Thus we focus on showing exemplary results of
these two features. Position control of the fluidic
valve is presented instead in section 4.

2.1 Performance of the Drive System

In the following, the ability of the valve’s drive system
to exactly position the spool over a long time intervall
is investigated. Therefore the repeatability of valve
movement is tested, by applying a special open loop
control sequence. In the adjustment phase the spool
is driven to the center position, while in the second
phase the stepper motor is governed to move the spool
70 steps out of the zero position in both directions,
which covers almost the whole working range of the
developed prototype. Experiments took place under
influence of pressure with Ps = 15 · 105Pa. Note that
in this experiment the connectors A and B are con-
nected in short circuit, while the speed of the motor is
adjusted to its maximum of 1000 steps per second.
Figure 4 shows the open loop response of the valve
prototype to the applied control sequence. The dura-
tion of the test was 20 minutes, while data was ac-
quired for a time interval of 20 seconds every five
minutes.

−60 −50 −40 −30 −20 −10 0 10 20 30 40 50 60 70
Steps

Figure 4: Position of spool while performing 70 steps out
of center in both directions (Ps = 15 ·105Pa).

As we can obtain from Figure 4 the position re-
sponse of the drive system to the reference signal is
matching for the whole experiment. Differences for
the travel of the spool, comparing the movement out
of the center in both directions, might be caused by
friction effects. The hysteresis is due to a backlash
of approximately 10 steps (i.e. 0.1mm) between the
spindle of the stepper motor and the thread of the
cylinder moving the spool, when the motor changes
its direction of rotation. This is due to a mechani-
cal behavior and can only be reduced through higher
precision in the manufacturing process of these two
elements, or via a proper control action. Alterna-
tively a special ball-screw could be used, which pro-
vides nearly zero backlash. Overall the valve shows
remarkable repeatability for an open loop control of
spool position under influence of pressure for a long
time intervall.

2.2 Flow Characteristic of Valve

In this section the resulting static flow characteristic
of the valve is presented.
To measure the flow for a fixed pressure drop over
the valve, the connectors A and B are again linked in
a short circuit, causing the valve to work against the
pressure in the tank line T. A flowmeter from Biotech
(series VZS-007-ALU) is connected to the pressure
supply line providing a resolution of 900 pulses/L at
a maximum flow of 5 L/min to the digital I/O of the
µController. Due to the fact that flow needs a certain
time to become constant, the valve is driven at a very
low speed of 1 step/2s through the overall working
period. Simultaneously the average flow is calculated
and sampled each second.
Fig.5 shows the static flow characteristic of the hy-
draulic valve for a constant pressure drop of ∆P =
29 ·105Pa.

Figure 5: Flow-characteristic of the valve with respect to
the spool position (∆P = 29 ·105Pa).

From Figure 5 we can determine that the valve has
a large deadband of approximatively 1.25 mm (be-
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tween 0.45 mm and 1.7 mm) where it is completely
closed. This is caused by the inner structure of the
valve, which is adapted from a pneumatic solenoid
valve and can neither be influenced nor changed at the
moment. Therefore this deadband has to be taken into
account in the position control structure presented in
section 4.
Having a closer look at the slopes of the flow charac-
teristic, an area of about 0.2mm can be attested, where
flow regulation should be possible. Driving the spool
to the extremes causes flow saturation (Ua ≤ 0.2mm
and 1.9mm ≤Ua), thus the overall working range of
the valve prototype can be defined to

0.15mm≤Ua ≤ 1.95mm,

whereas the amplitude of the flow depends on the
pressure drop over the valve.
The exemplary results shown in this section certify a
good repeatability to the drive system of the devel-
oped prototype. Furthermore the static flow charac-
teristic promises a possible flow regulation within the
defined working range.

3 DYNAMIC MODEL

In this section a non-linear dynamic model that takes
into account the electromechanical behavior of the
stepper motor, the mechanical behavior of the spool
and the static/dynamic effects of the frictions present
within the system, was identified using a recur-
sive Hammerstein-Wiener Parameter Adaptation Al-
gorithm (PAA). The linear part of the model can be
considered as an ARX structure, well known from the
Recursive Least Squares(RLS) Algorithm described
in (I. Landau, 2006). On the other hand, the in-
put and output non-linearities with order nl of a
Hammerstein-Wiener model have the form

η(u) =
nl

∑
k=2

βkuk (1)

η(ylin) =
nl

∑
k=2

γkyk
lin (2)

with ylin as the output of the linear part.

Static Input
non-linearity
      n(u)

Linear Dynamics
        G(z)

Static Output
non-linearity
      n(ylin)

u(t) y(t)ylin(t)

(3)
Figure 6: Block diagram of a non-linear Hammerstein-
Wiener model.

Using the equation for a Hammerstein-Wiener
models output (Guo, 2004), the structure of the PAA
becomes, with u(t) and y(t) being the real input and
output signals of the system:

θ̂(t +1) = θ(t)+F(t +1)φ(t)ε0(t +1) (4)
with the Adaptation Gain

F(t +1) = F(t)− F(t)φ(t)φ(t)T F(t)
1+φ(t)T F(t)φ(t)

(5)

and the Prediction Error

ε0(t +1) = y(t +1)− θ̂(t)T φ(t). (6)

θ̂ is the vector of computed parameters, with

θ̂(t)T = [â(t)T , b̂(t)T , β̂(t)T , γ̂(t)T ], (7)
where â(t)T = [â1(t)...âna(t)] are the pa-

rameters of polynomial A with order na,
b̂(t)T = [b̂1(t)...b̂nb(t)] the parameters of poly-
nomial B with order nb, β̂(t)T = [β̂1(t)...β̂nl(t)] the
parameters of the input non-linearity with order nl,
γ̂(t)T = [γ̂1(t)...γ̂nl(t)] the parameters of the output
non-linearity with order nl.

Furthermore φ(t) is the Predictor Regressor Vector

φ(t)T = [−y(t),u(t),u(t)2, ...,u(t)nl ,ylin(t)2, ...,ylin(t)nl ].
(8)

The output of the linear part ylin cannot be mea-
sured, nevertheless it can be calculated by multiplying
the parts of the predictor and the parameters vector
corresponding to the linear model:

ylin(t +1) = θ̂ [1 : na+nb+nl] (t)φ [1 : na+nb+nl]
(9)

Finally the model output ŷ is computed

ŷ(t +1) = θ̂(t +1)T φ(t) (10)
The measured signals used for identification are

the current absorbed by the stepper motor iM as input
signal, and position of the valvespool xS in terms of
mm as output. In order to characterize the dynamic
behavior of the valve we only considered the range
of spool positions where the flow can be effectively
regulated. As a first step the data was filtered using a
bandpass filter allowing frequencies between 0Hz and
60Hz, which does not affect the dynamic range of the
model. Different models were identified starting from
distinct initial values for the parameter vector, the best
data fitting reached an average of 87.49%. The out-
put of the obtained model can be seen in Figure 7,
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whereas the transfer function of the linear dynamic
part is given by:

G(z) =
−0.1675z−0.1039

z3−0.8512z2−0.1351z−0.03855
(11)

with the sample time 0.01s. The Bode diagram of
G(z) is shown in Figure 8. Finally the static input
non-linearity of the model was identified to:

η(u) = 0.59831∗u2−0.00047669∗u3, (12)

while the static output non-linearity of the model is
given by:

η(ylin) = 0.030651∗ y2
lin−0.042948∗ y3

lin (13)
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4 VALVE CONTROL

This section introduces a first approach to control the
developed fluidic valve.
Regarding the experiments shown in section 2, up to
now all movements of the spool have been performed

in open loop, i.e. no feedback of the spool position
was used. To facilitate precise position control of the
valve at a high bandwidth, the drive system is to be
controlled in closed loop, using the feedback of the
inductive sensor to track the desired trajectories given
by the µController. Therefore classical PID-control
in combination with a discretisation of stepper motor
motion is applied.
A basic requirement for position control is the ability
of the drive system to run at different speeds. Due to
the fact that the stepper motor is somehow a digital
drive, which can only have the states run or stop, a
discretising function is introduced to the control loop.
The idea is to vary the number of samples passing
between two step commands by defining a variable
delay factor τd , which causes a step command only
every τd ∗ Ts, with Ts as basic sampling time of the
system. Thus an increase of τd results in a slower
motion of the valve spool, because less steps are per-
formed by the drive system in a fixed time interval.
The value of τd is set by the control action u of the
PID-controller, tracking the desired spool position pd ,
as follows

τd = 15−|u|·500 , u≤ 0.03
1 , u > 0.03 (14)

Figure 9 shows the resulting scheme of the closed
loop control.

Figure 9: Scheme of discretised closed loop valve control.

Whereas pmeas represents the measured and pd the
desired spool position. The discretising function can
be found between the PID-controller and the valve
driver.
To reject noise from the position measurement, a
moving average low-pass filter is realised via software
in the µController. The following Figure 10 shows the
modulation of the valve speed through the discretising
function.

To verify the functionality of the control startegy,
the valve is governed to execute a velocity sweep.
Starting from τd = 100 the delay factor is decreased
by an amount of five every 5 ms until the maximum
speed at τd = 1 is reached. After changing the
direction of movement τd is reset to its starting value.
It is obvious that the speed of the valve is increased
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Figure 10: Speed modulated fluidic valve, blue: valve posi-
tion, green: velocity.

while the delay factor decreases and vice versa.
To test the overall performances of the developed
control scheme, sinusoidals with different frequencies
and step-like reference trajectories were supplied.
The PID’s parameters have been determined through
classical Ziegler-Nichols method, whereas the critical
controller gain and the critical oscillation period
were respectively identified as Kp,crit = 0.58 and
Tcrit = 0.032s. These results in the following con-
troller gains

Kp = 0.35 , Ki = 0.02 , Kd = 0.004 .

Figure 11 exemplary presents the tracking results of
the position control loop for step-like reference sig-
nals.

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
time (s)

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

(a)

(b)

Figure 11: Step-like reference tracking at (a) f=1Hz, (b)
f=3Hz, where the green line represents the reference.

As we can obtain from the figure, the controller
tracks step-like signals without overshoot up to an ac-
tual maximum frequency of f=3Hz. Due to the fact
that this test is performed in the maximum working
range, a better dynamic response can be expected for
smaller movements.
Finally Table 1 sums up the characteristic values for
a sinusoidal reference tracking, where f is the fre-
quency of the reference, epmax the maximum error in
position and ϕ the phase shift between the two sig-
nals.

Table 1: Chracteristic values for sinusoidal reference track-
ing.

f in [Hz] epmax in [V] ϕ in [deg]
0.5 0.028 0.81
1 0.032 1.8
3 0.11 3.24

5 THE VALVE PROTOTYPE

After the choice of the proper hardware and elec-
tronic components, a new valve was designed
and realized (figure 12) using rapid prototyping
technique. The final device has a volume of
LxWxH=(60mm)x(20mm)x(40mm), and the version
with aluminum parts will weight approximately 80g
including one position and two pressure sensors, an
amplifier board, the stepper motor, and the electri-
cal/hydraulic connectors.

Figure 12: Valve developed using rapid prototyping tec-
nique.

In this first prototype the PWM motor driver and
the control logic are located in a separated device,
nevertheless future versions may also include these
components on-board. This will reduce the amount
of required cables to only a single power and a data
line (e.g. a CAN-BUS). Compared with other state of
the art hydraulic valves (Inc., 2009), the one here pre-
sented is designed to work with relatively low pres-
sures both for hydraulic and pneumatics purposes, it
is extremely compact and light-weight, furthermore it
integrates two pressure sensors that are directly con-
nected to the two output lines A and B (see schema in
figure 2). This allows a fine tuning of the pressure in-
side the two actuator chambers, and therefore enables
a precise control of the generated torque.
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6 CONCLUSIONS AND FUTURE
DEVELOPMENTS

In this paper a new fluid servo-valve specifically de-
signed for wearable robotic systems is presented. The
work is motivated by the fact that, according to the
authors knowledge, no commercial valve exists for
precise low pressure hydraulic actuators control. As
general requirements, compactness, light-weight, and
high dynamics were considered during the design pro-
cess. A first series of experiments have been per-
formed to test repeatability, flow-position character-
istics and dynamic response. A model of the drive
system of the servo-valve was identified using a recur-
sive Hammerstein-Wiener parameter adaptation algo-
rithm. The combination of a linear and dynamic part
with a non linear static component let to reach a fit of
87%. Finally to test the overall functionality of the
valve and to measure its step response characteristics,
a proper control algorithm was implemented that al-
lows to regulate the position and the velocity of the
valve’s spool.

Further work have to be dedicated in order to iden-
tify the overall model that will explicitly define the
position-flow-pressure relationship. The backlash and
deadband problems need to be properly addressed. In
particular the employment of a ball-screw for the roto-
translation mechanism of the valve, instead of a nor-
mal lead screw , will improve the precision in con-
trolling the position. Furthermore, with a customized
design of the spool, will be possible to decrease the
switching time between the two opening positions,
and therefore to improve the dynamic behavior of the
servo-valve.
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Abstract: Autonomous learning of objects using visual information isimportant to robotics as it can be used for local
and global localization problems, and for service tasks such as searching for objects in unknown places. In
a robot team, the learning process can be distributed among robots to reduce training time and produce more
accurate models. This paper introduces a new learning framework where individual representations of objects
are learned on-line by a robot team while traversing an environment without prior knowledge on the number
or nature of the objects to learn. Individual concepts are shared among robots to improve their own concepts,
combining information from other robots that saw the same object, and to acquire a new representation of an
object not seen by the robot. Since the robots do not know in advance how many objects they will encounter,
they need to decide whether they are seeing a new object or a known object. Objects are characterized by
local and global features and a Bayesian approach is used to combine them, and to recognize objects. We
empirically evaluated our approach with a real world robot team with very promising results.

1 INTRODUCTION

The design of robot teams is a very active research do-
main in the mobile robotics community. Robot teams
have effectively emerged as an alternative paradigm
for the design and control of robotic systems because
of the team’s capability to exploit redundancy in sen-
sing and actuation.

The research on robot teams has focused on de-
veloping mechanisms that enable autonomous robots
to perform collective tasks, such as strategies for co-
ordination and communication (Asada et al., 1994;
Matarić, 1997); exploration, mapping and deploy-
ment (Howard et al., 2006); sensing, surveillance and
monitoring (Parker, 2002); and decentralized decision
making (Wessnitzer and Melhuish, 2003). In these
works, a robot team can reduce time to complete a
complex task that is allocated among its members.

Despite constant research on the design of robot
teams, very little attention has been paid so far to the
development of robot teams capable of learning from
their interaction with their environment. In addition
to their capability for accelerated learning, learning
robot teams can be used to acquire a much richer and
varied information compared to the information ac-
quired by single learning robots.

Learning is a key issue to achieve autonomy for

both, single robot and robot teams. Learning capa-
bilities can provide robots flexibility and adaptation
needed to cope with complex situations. In the con-
text of robot teams, the most common machine learn-
ing approach has been reinforcement learning, where
the idea is to learn optimal policies using a set of
robots to improve the coordination of individual ac-
tions in order to reach common goals (Asada et al.,
1994; Matarić, 1997; Parker, 2002; Fernández et al.,
2005).

In this work we use visual information to learn,
with a team of robots, descriptions of objects placed
in a particular environment. Learning to recognize
particular objects in an environment is important for
robotics as it can be used for local and global local-
ization tasks as well as for simple service tasks such
as searching for objects in unknown places. Contrary
to previous approaches, in our learning setting, the
robots are not told the number or nature of the objects
to be learned.

Vision is a primary source of perception in
robotics and provides different features that can be
used to classify objects. In general, using a particu-
lar set of features can be adequate for particular tasks
but inadequate for other tasks. In this work, objects
are characterized by two complementary features: (i)
SIFT features (Lowe, 2004) and (ii) information about
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the silhouettes of objects. Other features could be
used as well, but the main objective in this work is to
show the different cases and possible confusions that
can arise in the recognition of objects and merging of
concepts, and how they can be addressed.

Numerous difficulties arise in robot teams when
learning as well as sharing concepts that represent
concrete objects. Some of these issues are discussed
by Ye and Tostsos (1996) and include, how do robots
represent their local views of the world, how is the
local knowledge updated as a consequence of the
robot’s own action, how do robots represent the local
views of other robots, and how do they organize the
knowledge about themselves and about other robots
such that new facts can be easily integrated into the
representation. This article addresses the individual
and collective representation of objects from visual
information using a team of autonomous robots.

The rest of the paper is organized as follows. Sec-
tion 2 reviews related work. Sections 3 y 4 describe,
respectively, the stages of individual learning and col-
lective learning of concepts. Section 5 describes our
experimental results, and Section 6 provides conclu-
sions and future research work.

2 RELATED WORK

Interesting experiments where physical mobile robots
learn to recognize objects from visual information
have been reported. First we review significant work
developed for individual learning, and then we review
learning approaches developed for robot teams.

Steels and Kaplan (2001) applied an instance-
based method to train a robot for object recognition
purposes. In this work objects are represented by
color histograms. Once different representations have
been learned from different views of the same object,
the recognition is performed by classifying new views
of objects using the KNN algorithm (Mitchell, 1997).

Ekvall et al. (2006) used different learning tech-
niques to acquire automatically semantic and spatial
information of the environment in a service robot sce-
nario. In this work, a mobile robot autonomously
navigates in a domestic environment, builds a map,
localizes its position in the map, recognizes objects
and locates them in the map. Background sub-
traction techniques are applied for foreground ob-
jects segmentation. Then objects are represented
by SIFT points (Lowe, 2004) and an appearance-
based method for detecting objects named Receptive
Field Co-occurrence Histograms (Ekvall and Kragic,
2005). The authors developed a method for active ob-
ject recognition which integrates both local and global

information of objects.
In the work of Mitri et al. (2004), a scheme for

fast color invariant ball detection in the RoboCup con-
text is presented. To ensure the color-invariance of
the input images, a preprocessing stage is first applied
for detecting edges using the Sobel filter, and specific
thresholds for color removal. Then, windows are ex-
tracted from images and predefined spatial features
such as edges and lines are identified in these win-
dows. These features serve as input to an AdaBoost
learning procedure that constructs a cascade of clas-
sification and regression trees (CARTs). The sys-
tem is capable of detecting different soccer balls in
RoboCup and other environments. The resulting ap-
proach is reliable and fast enough to classify objects
in real time.

Concerning the problem of collective learning of
objects using robot teams there are, as far as we know,
very few works. Montesano and Montano (2003) ad-
dress the problem of mobile object recognition based
on kinematic information. The basic idea is that if
the same object is being tracked by two different
robots, the trajectories and therefore the kinematic in-
formation observed by each robot must be compati-
ble. Therefore, location and velocities of moving ob-
jects are the features used for object recognition in-
stead of features such as color, texture, shape and size,
more appropriate for static object recognition. Robots
build maps containing the relative position of moving
objects and their velocity at a given time. A Bayesian
approach is then applied to relate the multiple views
of an object acquired by the robots.

In the work of O’Beirne and Schukat (2004), ob-
jects are represented with Principal Components (PC)
learned from a set of global features extracted from
images of objects. An object is first segmented and
its global features such as color, texture, and shape are
then extracted. Successive images in a sequence are
related to the same object by applying a Kalman fil-
ter. Finally, a 3D reconstructed model of an object is
obtained from the multiple views acquired by robots.
For that purpose, a Shape From Silhouette based tech-
nique (Cheung et al., 2003) is applied.

In contrast to previous works, in our method each
member of the robot team learns on-line individual
representations of objects without prior knowledge on
the number or nature of the objects to learn. Indi-
vidual concepts are represented as a combination of
global and local features extracted autonomously by
the robots from the training objects. A Bayesian ap-
proach is used to combine these features and used for
classification. Individual concepts are shared among
robots to improve their own concepts, combining in-
formation from other robots that saw the same object,
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and to acquire a new representation of an unnoticed
object.

3 INDIVIDUAL LEARNING OF
CONCEPTS

The individual concepts are learned on-line by a robot
team while traversing an environment without prior
knowledge on the number or nature of the objects to
learn. The individual learning of concepts consists
of tree parts: object detection, feature extraction and
individual training.

Individual concepts of objects are represented by
Principal Component (PC) over the information about
the silhouettes of objects and Scale Invariant Features
(SIFT). Learned concepts are shared among robots.

3.1 Object Detection

Robots move through an environment and learn des-
criptions of objects that they encountered during na-
vigation. Objects are detected using background
substraction. In this paper we assume a uniform and
static background. We performed morphological o-
perations (closing - erode) to achieve better segmen-
tation. Once an object is detected, it is segmented and
scaled to a fixed size, to make the global PC features
robust to changes in scale and position.

3.2 Feature Extraction and Individual
Training

The segmented objects are grouped autonomously by
the robots in sets of images containing the same ob-
ject. Robots assume that they are observing to the
same object while it can be detected, and they finish
to see it when they can not detect objects in the cap-
tured images. Only one object can be detected in an
image at the same time. For each set of images, the
robot obtains an individual concept that represents the
object.

Training using Global Features. We applied Prin-
cipal Component Analysis (PCA) over the average
silhouettes that are automatically extracted from the
set of images of a particular object. The average pro-
vides a more compact representation of objects and
reduces segmentation errors. Figure 1 (a) shows an
object used in the training phase, Figure 1 (b) shows
its silhouette, and Figure 1 (c) illustrates the average
silhouette obtained from a set of images that represent
the object of Figure 1 (a). Once the robot has obtained

(a) (b) (c)
Figure 1: Examples of the silhouette (b) and average silhou-
ette (c) of an object (a).

Figure 2: Examples of the SIFT features extracted from a
set of images and the final set of SIFT features.

an average silhouette, this is added by the robot to a
set of known average silhouettes. After that, the robot
uses PCA to reduce the dimensionality of all average
silhouettes learned to get the PC features that repre-
sent them.

Training using Local Features. Each robot ex-
tracts local SIFT features of each image of the set of
images, and groups them in a final set which contains
all the different SIFT features that represent an object.
In Figure 2 we show an example of the SIFT points
obtained from a set of images of avaseand the final
set of SIFT points obtained. The PC features and the
SIFT features represent the individual concept of the
observed object.

3.3 Sharing Concepts

The concepts learned by robots are shared among
them to achieve collective learning. This can be done
off-line or on-line. In the case of collective off-line
learning the robots share their individual concepts
once they have learned all the training objects. On
the other hand, in the collective on-line learning the
robots share their individual concept as soon as a new
object is learned.

4 COLLECTIVE LEARNING OF
CONCEPTS

Collective learning of concepts enables robots to
improve individual concepts combining information
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from other robots that saw the same object, and to ac-
quire a new representation of an object not seen by the
robot. Therefore, a robot can learn to recognize more
objects of what it saw and can improve their own con-
cepts with additional evidence from other robots.

A robot has to decide whether the concept shared
by another robot is of a new object or of a previously
learned concept. A robot can face three possibilities:
coincident, complementary or confused information.
The shared concepts are fused depending on the kind
of information detected, as described below.

4.1 Pre-analysis of Individual Concepts

The concept learned by a robot is defined as follows:

Ci
k =

{

Silik,SIFTi
k

}

(1)

whereCi
k is the conceptk learned by roboti, Silik is

the average silhouette, andSIFTi
k is the set of SIFT

features that form the conceptk.
In order to determine if a shared concept is pre-

viously known or not to a robot, it evaluates the pro-
babilities that the PC features and SIFT features are
previously known by the robot. The probability vec-
tors of PC features calculated by roboti, vi

P, indi-
cate the probability that a concept shared by robot
j, C j

k, is similar to the concepts known by roboti,
Ci

1, . . . ,C
i
numOb js, given the global features.numOb js

is the number of concepts of objects known by robot
i. The process to obtain the probability vector PC is
described as follows:
- A temporal training set of silhouettes is formed by
adding the average silhouettes of concepts known by
robot i or actual robot,Sili1, ...,SilinumOb js, and the a-

verage silhouette of the shared conceptSil jk.
- The PCA is trained using the temporal set of average
silhouettes. The projection of the average silhouettes
know by roboti is obtained as a matrix of projections,
matProys. The projection of the average silhouette
Sil jk is obtained in a vector,vectProys.
- The Euclidean distance (dE) is calculated between
each vector of the matrixmatProysand the vector
vectProysas shown in formula 2, i.e, we obtain the
distance between all the projections already computed
and the projection of the new silhouette.

dEi
l =

√

√

√

√

nEigens

∑
r=1

(matProys(l ,r)− vectProys(1,r))2 (2)

where nEigensis the number of eigenvectors used
during the PCA training (nEigens= numOb jsi − 1),

and l is the index of the distance vector, where the
maximum size of the vectordEi is numOb jsi .
- The distance valuedEi is divided by a maximum dis-
tance value,ThresholdMax, determined experimen-
tally to obtain a similarity metric also called the pro-
bability vectorvi

P as shown in formula 3.

vi
Pl
= 1− dEi

l

ThresholdMax
(3)

If dEi
l is bigger than theThresholdMaxvalue, then

the probability will be fixed as shown in formula 4,
which indicates that the projections of the objectj and
the one of the objecti are completely different.

vi
Pl
=

1
numOb js

(4)

The value of the SIFT similarity metric also called
the probability vector SIFT at the positionvi

Sl
, is

obtained calculating the number of coincident SIFT,
ncoin, between the individual SIFT conceptSIFTi

l
learned by roboti, and the individual SIFT concept
SIFT j

k shared by robotj. If the numberncoin is big-
ger than an average of coincidences determined ex-
perimentally,AverageCoin, then the probability will
be fixed tovi

Sl
= 1.0, which means that both concepts

contain the same local features SIFT. In other case,
the probability will be calculated using formula 5.

vi
Sl
=

ncoin

AverageCoin
(5)

The constantAverageCoinrepresents the average
of coincidences between two sets of SIFT points of
the same object from different perspectives.

4.2 Analysis and Fusion of Individual
Concepts

This section describes how to detect if the shared con-
cept is coincident, complementary or confused, and
how the individual concepts are fused to form collec-
tive concepts depending on the kind of detected con-
cept.

4.2.1 Coincident Concepts

A coincident concept is detected when two or more
robots of the robot team learned individual concepts
from similar views of the same object. A shared con-
cept is classified as coincident ifvi

Pl
≥ α andvi

Sl
≥ α.

That is, if both probabilities (PC and SIFT) of a pre-
viously learned concept are greater than a predefined
threshold value (α). If a shared concept is determined
as coincident it is merged with the most similar known
concept as follows:
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PCA Fusion. It is obtained by evaluating a new a-
verage silhouette from the average of the knownSilil
and newSil jk silhouettes. After that, it is necessary to
re-train the PCA substituting the conceptSilil with the
new average silhouette which contains information of
the concept learned by robotj.

SIFT Fusion. It is obtained by adding the comple-
mentary SIFT points of conceptSIFT j

k to the set of
SIFT points of conceptSIFTi

l . Also, each pair of
coincident SIFT points of both concepts is averaged
in terms of position and their corresponding SIFT des-
criptors.

The main idea to fuse individual concepts is to im-
prove their representation.

4.2.2 Complementary Concepts

A conceptC j
k contains complementary information

if it differs with all known concepts by roboti, i.e.,
if both shape and local features are different to all
known concepts by roboti, Ci

1, . . . ,C
i
numOb js. That is,

if vi
P < α andvi

S< α.

A complementary conceptC j
k is fused with the

collective concepts known by the roboti as follows:

PCA Fusion. The new average silhouette is added
and the new PC concepts are obtained by re-training
the PCA using the updated set of average silhouettes.

SIFT Fusion. The new SIFT features are simple
added to the current set of SIFT concepts known by
the roboti.

4.2.3 Confused Concepts

There are two types of confusion that can occur bet-
ween concepts:

Different Shape and Similar Local Features (type
1). This type of confusion occurs when the new con-
ceptC j

k is complementary by shape,Sil jk, to all the
concepts known by the roboti, Sili1, ...,SilinumOb jsi but

it is coincident by local SIFT features,SIFT j
k , with

at least one concept known by the roboti. That is,
vi

Sl
≥ α and ifvi

P < α.

Similar Shape and Different Local Features (type
2). This type of information occurs when concept
C j

k is coincident by shape,Sil jk, to at least one concept
known by the roboti, but it is complementary using

its local SIFT features,SIFT j
k . That is, ifvi

Pl
≥ α and

vi
S< α.

In both types of confusion, type 1 or type 2, there
can be two options:

a) Different Objects. Both concepts correspond to
different objects.

b) Same Object. Both concepts correspond to the
same object but they were learned by robots from
different points of view.

In our current approach, both types of confusions
are solved as complementary objects. The reason is
that roboti cannot distinguish with its current infor-
mation between both, different objects or same object,
using only the individual and the shared concepts. To
solve the ambiguity, as future work each robot should
build autonomously a map and locate its position in
the map. In addition, for each learned object, robots
will locate them in the map. For confused objects a
robot can move to the position of the object marked
in the map to see the object from different perspec-
tives in order to solve the conflict.

5 EXPERIMENTS AND RESULTS

We performed several experiments to demonstrate the
proposed algorithm. In section 5.1, we show the re-
sults of a general experiment that demonstrates the
main features of the proposed approach. In section
5.2 we present the accuracy of the collective concepts
versus the individual concepts.

In these experiments we used a robot team con-
sisting of two homogeneous Koala robots equipped
with a video camera of 320×240 pixels. For more
than two robots our method can be applied straight-
forward. The only difference is that robots will need
to consider the information from more than one robot,
possibly reducing confused concepts.

5.1 Concept Acquisition and Testing

The mobile robots learn on-line a representation of
several objects while following a predefined trajec-
tory without prior knowledge on the number or nature
of the objects to learn. The idea of using pre-planned
trajectories instead of making the robots wandering
randomly, is that we can control the experimental
conditions to show different aspects of the proposed
methodology.

Each robot shares its individual concept as soon as
it is learned to improve the representation of this con-
cept or to include a new concept in the other robot.
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(a) (b) (c) (d) (e) (f) (g)

Figure 3: Training objects. a)vase, b) water bottle, c) can,
d) dolphin, e)soda bottle, f) bottleand g)cone.

Figure 3 shows the training objects used in this ex-
periment. As can be seen in the figure, some objects
have the same shape but different texture, some have
the same texture but different shape, some others are
not symmetric in their shape. The objective of this
experiment is to show the performance of the system
to detect coincident, complementary and confused in-
formation under a wide variety of conditions.

Robot 1 (R1) learned during individual training
concepts for: dolphin, can, water bottleand vase.
Robot 2 (R2) learned individual concepts for:vase,
soda bottle, bottle and cone. Note that some ob-
jects are learned by both robots while others are only
learned by one robot.

While learning a new concept, each robot has to
decide whether to fuse the current concept with a pre-
viously known concept or include it as a new one. Ta-
bles 1 and 2 show the probability vectors of the PC
features based on shape (v1

P) and of the SIFT features
(v1

S) obtained by Robot 1. Tables 3 and 4 show the
probability vectors of the PC (v2

P) and SIFT (v2
S) fea-

tures obtained by Robot 2. In these tables the coinci-
dent information is represented in bold.

Table 1: Probability vectors PC (v1
P) obtained by R1.

New (collective concepts R1)
Objects Dol-

phin
Vase Can Soda

bot-
tle

Water
bot-
tle

Bot-
tle

Co-
ne

Dol-
phinR1

- - - - - - -

VaseR2 0.19 - - - - - -

CanR1 0.31 0.26 - - - - -
Soda
bottleR2

0.36 0.28 0.58 - - - -

Water
bottleR1

0.43 0.28 0.53 0.73 - - -

BottleR2 0.31 0.17 0,56 0.61 0.58 - -

VaseR1 0.25 0.69 0.42 0.43 0.41 0.32 -
ConeR2 0.31 0.01 0.28 0.28 0.33 0.43 -

We used the defined criteria in Section 4.2 to
recognize coincident, complement or confused con-

Table 2: Probability vectors SIFT (v1
S) obtained by R1.

New (collective concepts R1)
Objects Dol-

phin
Vase Can Soda

bot-
tle

Water
bot-
tle

Bot-
tle

Co-
ne

Dol-
phinR1

- - - - - - -

VaseR2 0.09 - - - - - -

CanR1 0.12 0.12 - - - - -
Soda
BottleR2

0.28 0.11 0.40 - - - -

Water
bottleR1

0.15 0.59 0.20 0.20 - - -

BottleR2 0.08 0.15 0.65 0.04 0.12 - -

VaseR1 0.16 1.00 0.23 0.10 0.08 0.09 -
ConeR2 0.05 0.28 0.43 0.10 0.14 0.09 -

Table 3: Probability vectors PC (v2
P) obtained by R2.

New (collective concepts R2)
Objects Vase Dol-

phin
Soda
bot-
tle

Can Bot-
tle

Water
bot-
tle

Co-
ne

VaseR2 - - - - - - -
Dol-
phinR1

0.19 - - - - - -

Soda
bottleR2

0.28 0.36 - - - - -

CanR1 0.26 0.31 0.58 - - - -

BottleR2 0.17 0.31 0.61 0.56 - - -
Water
bottleR1

0.29 0.44 0.73 0.54 0.58 - -

ConeR2 0.01 0.31 0.28 0.28 0.43 0.33 -
VaseR1 0.69 0.25 0.43 0.42 0.32 0.41 0.01

cepts, with α = 0.65 as threshold value, and the
probability vectors of Tables 1, 2, 3 and 4.

Tables 5 and 6 show the results of the analysis per-
formed by each robot. As can be seen from these ta-
bles, each robot encountered the three types of possi-
ble information and fuse its concepts accordingly.

For instance, Table 1 shows how are the probabi-
lities of objects of R1 affected using only PCA over
shapes of objects, as both robots encounter and learn
concepts while traversing the environment. In the first
row, R1 learns about the conceptdolphinand acquires
it. In the second row, R2 then learns aboutvaseand
shares this concept to R1. The probability, according
to the PCA features to be adolphin is 0.19 (second
row). R1 learns the objectcan, which has a probabi-
lity of 0.31 to be adolphinand a probability of 0.26
to be avase, which was learned by R2 and shared to
R1 (third row). In the fifth row, R1 learns about awa-
ter bottlebut it confuses with thesoda bottlelearned
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Table 4: Probability vectors SIFT (v2
S) obtained by R2.

New (collective concepts R2)
Objects Vase Dol-

phin
Soda
bot-
tle

Can Bot-
tle

Water
bot-
tle

Co-
ne

VaseR2 - - - - - - -
Dol-
phinR1

0.18 - - - - - -

Soda
bottleR2

0.11 0.28 - - - - -

CanR1 0.12 0.12 0.04 - - - -

BottleR2 0.15 0.08 0,04 0.64 - - -
Water
bottleR1

0.59 0.15 0.20 0.20 0.12 - -

ConeR2 0.09 0.05 0.10 0.43 0.09 0.14 -
VaseR1 1.00 0.16 0.10 0.23 0.09 0.08 0.12

Table 5: Detected information by R1 for each own and
shared individual concepts.

Individual
concepts

Related
objects

v1
P v1

S Kind of
info.

Dol-
phinR1

- - - Comple-
mentary

VaseR2 All l
(l = 1 to
numOb j1)

v1
P(2,l)

<

0.65
v1

S(2,l)
<

0.65

Comple-
mentary

CanR1 All l v1
P(3,l)

<

0.65
v1

S(3,l)
<

0.65

Comple-
mentary

Soda
bottleR2

All l v1
P(4,l)

<

0.65
v1

S(4,l)
<

0.65
Comple-
mentary

Water
bottleR1

Soda
bottle

v1
P(5,4)

=

0.73
v1

S(5,i)
<

0.65
Confuse
type 2

BottleR2 Can v1
P(6,l)

<

0.65
v1

S(6,3)
=

0.65

Confuse
type 1

VaseR1 Vase v1
P(7,2)

=

0.69
v1

S(7,2)
=

1.00
Coinci-
dent

ConeR2 All l v1
P(8,l)

<

0.65
v1

S(8,l)
<

0.65
Comple-
mentary

and shared before by R2. As can be seen from Fig-
ure 3, both objects have the same shape and conse-
quently the PCA features are not able to discriminate
between these two objects. This is not the case for
the SIFT features, which prevent R1 to consider it as
the same object (as explained below). In the seventh
row, R1 learns aboutvasewhich was already learned
and shared by R2, and in this case both concepts are
merged.

To test the performance of the individual concepts
and the collective concepts acquired by each robot,
the concepts were used in an object recognition task.
Each robot followed a predefined trajectory to recog-
nize objects in the environment. The objects were de-

Table 6: Detected information by R2 for each own and
shared individual concepts.

Individual
concepts

Related
objects

v2
P v2

S Kind of
info.

VaseR2 - - - Comple-
mentary

Dol-
phinR1

All k v2
P(2,k)

<

0.65
v2

S(2,k)
<

0.65

Comple-
mentary

Soda
bottleR2

All k v2
P(3,k)

<

0.65
v2

S(3,k)
<

0.65
Comple-
mentary

CanR1 All k v2
P(4,k)

<

0.65
v2

S(4,k)
<

0.65
Comple-
mentary

BottleR2 All k v2
P(5,k)

<

0.65
v2

S(5,k)
<

0.65

Confuse
type 1

Water
bottleR1

Soda
Bottle

v2
P(6,3)

=

0.73
v2

S(6,k)
<

0.65
Confuse
type 2

ConeR2 All k v2
P(7,k)

<

0.65
v2

S(7,k)
<

0.65
Comple-
mentary

VaseR1 Vase v2
P(8,1)

=

0.69
v2

S(8,1)
=

1.00
Coinci-
dent

tected by the robot team in the following order:cone,
water bottle, vase, bottle, soda bottleand dolphin.
Once an object is detected, the robot (i) evaluates its
class using the PC (vi

P) and SIFT (vi
S) probability vec-

tors and combines both probabilities using a Bayesian
approach:

Pi
Bl
=

vi
Pl
×vi

Sl
×Pu

(

vi
Pl
×vi

Sl
×Pu

)

+
(

(1−vi
Pl
)× (1−vi

Sl
)× (1−Pu)

)

(6)

where Pu is a uniform probability distribution
(Pu = 1

numOb jsi
), vi

P = p(PC pro jection| Class=

i), vi
S = p(SIFT matching| Class = i), Pi

B is
the Bayesian probability vector (p(Class = i |
PCpro jection,SIFTmatching), and l is the index of
the Bayesian probability vector, where the maximum
size of the probability vector isnumOb jsi .

Figures 4, 5 and 6 show the average probabilities
obtained during the object recognition task for each
set of images of the same class, using the individual
and collective learned concepts. The dotted bars in-
dicate the classification errors. A classification error
is produced when a robot classifies an unknown ob-
ject with a probability≥ 0.6. The unknown objects
for robots 1 and 2 are those which were not learned
during their individual training.

The classification errors of Robot 1 in Figure 4
occur when the objectscone, bottle andsoda bottle
are classified asdolphin, water bottleandwater bot-
tle, respectively. The classification errors of Robot 2
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Figure 4: Average PC classification probabilities for the ob-
ject recognition task using the individual and collective PC
concepts.

Figure 5: Average SIFT classification probabilities for the
object recognition task using the individual and collective
SIFT concepts. Any robot makes classification errors.

occur when the objectscan, water bottleanddolphin
are classified asbottle, soda bottleandsoda bottle,
respectively. For thevasethere is no classification er-
ror because both robots learn individual concepts of
it.

Although the probability bars presented in the pre-
vious figures show a higher probability for individual
concepts than for collective concepts, in reality the
collective concepts are more robust as they represent
the probabilities considering a larger number of ob-
jects. This will be discussed in Section 5.2.

Table 7: Precision in the object recognition task using the
individual and collective concepts acquired by each robot.

R1 R2 R1-R2 R2-R1
PCA 55.69 %

(100.00 %)
49.98 %
(94.82 %)

86.15 % 86.16 %

SIFT 48.32 %
(86.23 %)

42.89 %
(79.11 %)

87.84 % 87.84 %

Bayes 52.59 %
(94.20 %)

51.68 %
(81.54 %)

80.73 % 80.73 %

We show in Table 7 the precision of the object
recognition task using the individual and collective
concepts. The precision is presented in two ways,
one considering the total number of objects, and the
other one taking into a count only the number of ob-
jects used during the individual training (reported in

Figure 6: Bayesian classification probabilities which uses
the Bayesian fusion of the PCA and SIFT classification
probabilities.

parentheses). As can be seen the collective concepts
produce a significantly better precision.

5.2 Accuracy of the Individual and
Collective Concepts

In this section we compare the results of the indivi-
dual concepts with that of collective concepts. In each
experiment, a different set of objects was used, and
both robots learned the same set of objects. There-
fore, all the shared concepts were coincident, that is,
robots learned both individually and collectively the
same number of concepts. At the end of each ex-
periment the robots learned four concepts that were
proved by a test sequence. In Figure 7 we present
the accuracy obtained by the robots using the PC fea-
tures of the individual and collective concepts in an
object recognition task. Figure 7 shows the averages
in accuracy of the number of images well classified
under six experiments (correct), the average percent-
ages of the number of non detected or non classified
images (no detected), and the average percentage of
false positives for each concept (false +). Figure 8
and 9 show, respectively, the accuracy obtained by the
robots when using the SIFT vectors and the Bayesian
approach.

As it can be observed in Figures 7, 8 and 9, the
accuracy that indicate the quantity of well classified
images (correct) using the collective concepts for the
object recognition task, is in general better than the
accuracy using the individual concepts. For PC, SIFT
and Bayes there is an improvement in the accuracy up
to 2.56 %, 13.79 % and20.62 %, respectively. This
demonstrates that the collective concepts have better
coverage than the individual concepts because they
contain information acquired from different points of
view, which allows a better recognition of test ob-
jects. Also, the percentages of the number of non de-
tected images of collective concepts are smaller than
the ones of the individual concepts.

In Table 8 we present the average percentages of
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false positives for both, the individual and the collec-
tive concepts acquired by the robots. We conclude
that the collective concepts have better quality than
the individual concepts.

In general for both, the individual and the collec-
tive concepts, we observed an improvement in the ac-
curacy when using the Bayesian approach. In Table 9
we present the average percentages of accuracy using
the individual and collective concepts.

The average profit in the percentages of classifica-
tion using the Bayesian approach using the collective
concepts with regard to the individual concepts is of
14.63 %.

Figure 7: Accuracy in coverage using the part PC of con-
cepts.

Figure 8: Accuracy in coverage using the part SIFT of con-
cepts.

Figure 9: Accuracy in coverage using the Bayesian ap-
proach.

Table 8: Average percentages of false positives.

PCA SIFT Bayes
Individual 14.42 % 0.64 % 0.64 %
Collective 13.14 % 0.00 % 0.00 %

Table 9: Average percentages of accuracy.

PCA SIFT Bayes
Individual 84.94 % 67.88 % 80.18 %
Collective 87.18 % 81.12 % 94.81 %

6 CONCLUSIONS AND FUTURE
WORK

In this paper we have introduced a new on-line learn-
ing framework for a team of robots. Some of the main
features of the proposed scheme are:

• The robots do not know in advance how many
objects they will encountered. This pose several
problems as the robots need to decide if a new
seen object or shared concept, is of a previously
learned concept or not.

• The representation of objects are learned on-line
while the robots are traversing a particular en-
vironment. This is relevant for constructing au-
tonomous robots.

• Three possible cases in which to merge concepts
and how to merge them were identified.

The detection of coincident concepts avoids pro-
ducing multiple concepts for the same object. The
detection of complementary concepts allows to detect
and learned unknown objects not seen by a particular
robot. The detection of confused concepts allows to
fuse information: 1) when the object have different
shape and similar SIFT features, and 2) when the ob-
jects have similar shape and different SIFT features.
These cases are particularly difficult to deal with be-
cause the objects may be genuinely different or may
be the same but seen from different points of view by
the robots.

In general, the object recognition using the collec-
tive concepts had a better performance than using the
individual concepts in terms of accuracy. This occurs
because the collective concepts consider information
from multiple points of view producing more general
concepts.

As future work we propose to integrate schemes to
object segmentation for dynamic environments. For
instance, using an object segmentation based on dis-
tance as in Méndez-Polanco et al., 2009. Use a differ-
ent set of features and identify possible conflicts be-
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tween more that two kind of features. We also plan to
incorporate planning of trajectories to autonomously
allocate the environment among robots. We also plan
to add strategies to solve some confusions in shared
concepts by taking different views from these objects.
Finally, we plan to incorporate our algorithm for robot
localization and search of objects, and to test our work
for robot teams with three or more robots.

ACKNOWLEDGEMENTS

The first author was supported by the Mexican Na-
tional Council for Science and Technology, CONA-
CYT, under the grant number 212422.

REFERENCES

Asada, M., Uchibe, E., Noda, S., Tawaratsumida, S., and
Hosoda, K. (1994). Coordination of multiple behav-
iors acquired by vision-based reinforcement learning.
Proceedings of the International Conference on Intel-
ligent Robots and Systems, pages 917–924.

Cheung, G. K. M., Baker, S., and Kanade, T. (2003). Vi-
sual hull alignment and refinement across time: A 3-
D reconstruction algorithm combining Shape-From-
Silhouette with stereo.Proceedings of the IEEE Com-
puter Society Conference on Computer Vision and
Pattern Recognition (CVPR ’03), 2:375–382.

Ekvall, S., Jensfelt, P., and Kragic, D. (2006). Integrating
active mobile robot object recognition and SLAM in
natural environments.IEEE/RSJ International Con-
ference on Intelligent Robots and Systems (IROS ’06),
pages 5792–5797.

Ekvall, S. and Kragic, D. (2005). Receptive field cooccur-
rence histograms for object detection.IEEE/RSJ In-
ternational Conference on Intelligent Robots and Sys-
tems (IROS ’05), pages 84–89.

Fernández, F., Borrajo, D., and Parker, L. E. (2005). A re-
inforcement learning algorithm in cooperative multi-
robot domains.Journal of Intelligent and Robotic Sys-
tems, pages 161–174.

Howard, A., Parker, L. E., and Sukhatme, G. S. (2006).
Experiments with a large heterogeneous mobile robot
team: Exploration, mapping, deployment and detec-
tion. International Journal of Robotics Research,
25:431–447.

Lowe, D. G. (2004). Distinctive image features from scale
invariant keypoints. International Journal of Com-
puter Vision, 60(2):91–110.
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Abstract: This paper analyzes the dynamic properties of a submersibledrogue for which buoyancy control is imple-
mented by a flexible membrane and pneumatic actuation. It is shown how a simple on/off switching algorithm
tuned on the basis of depth measurements and an estimated depth velocity can be used to achieve accurate
depth control with small fluctuations. The switching control makes the pneumatically controlled drogue an
inherent hybrid system and conditions for contraction and stability are given for the proposed switching con-
trol algorithm. Numerical evaluation of the conditions forstability and experimental data of the switching
control implemented on a pneumatic submersible drogue further demonstrates the soundness of the proposed
switching control algorithm.

1 INTRODUCTION

A compelling and unanswered need in oceanogra-
phy is to sample the (coastal) environment at high-
resolution spatial and temporal scales than presently
possible (Davis, 1991; Kunzig, 1996). Although cur-
rent systems have led to many important discover-
ies, oceanographers would agree that many funda-
mental processes are presently unobservable due to
the sparseness of current sampling geometries (Perry
and Rudnick, 2003; Schofield and Tivey, 2004). The
development of an oceanographic observatory system
based on small and inexpensive buoyancy-controlled
drogues that are able to perform motion control for
collective oceanographic measurements could allevi-
ate the problem of data sparseness.

One of the key requirements on (coordinated)
motion is to control the individual depth of such
buoyancy-controlled drogues. From a motion con-
trol point of view, alternating depth profiles can be
used for motion planning purposes when using glider
based propulsion (Fiorelli et al., 2003; Bhatta et al.,
2005; Paley et al., 2008). On the other hand, small
form factor buoyant objects can benefit from strong

This work was partially supported by NSF Award
OCE-0941692.

horizontal shear layers typically observed in shallow
coastal ocean flows (Helfrich and White, 2007; Ly
and Luong, 1997) to perform motion control by depth
planning. Buoyancy induced motion should be done
with as little control energy as possible to maximize
deployment time for scientific data acquisition pur-
poses. Requirements on energy storage are limited
due to the desire of a small form factor design to sim-
ulate a free floating, low Reynolds Lagrangian-based
distributed sensor system.

In this paper we will analyze the design of a single
small form factor buoyancy-controlled drogue. Proto-
types of buoyancy-controlled drogues are inspired by
current activities at Scripps Institute of Oceanography
(Colgan, 2006). Compared with these existing de-
signs, we propose a pneumatically controlled drogue
with a flexible membrane. As shown in the analysis
of the dynamics, compressibility of the flexible mem-
brane leads to an inherent unstable buoyancy equilib-
rium that requires very little control energy to gener-
ate alternating depth profiles. In addition, a separa-
tion of battery and pneumatic power reduces electric
power and actuator requirement for motion control.

We propose a simple switching (on/off) control al-
gorithm for the buoyancy control of the drogue. It
is shown how an on/off switching algorithm tuned
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on the basis of depth measurements and an estimated
depth velocity profile can be used to achieve accurate
depth control with small fluctuations. The switching
control makes the pneumatically controlled drogue
an inherent hybrid system (Van der Schaft and Schu-
macher, 2000) and a formal result on contraction and
stability evaluated is given for the proposed control
algorithm. The formal result on stability is evaluated
numerically and both simulation and experimental
data of the switching control implemented on a pneu-
matic submersible drogue are included in this paper to
demonstrate the effectiveness of the proposed pneu-
matically switching buoyancy-controlled drogues.

2 ILLUSTRATION OF DESIGN
CONCEPT

Previous work at Scripps Institute of Oceanography
(Colgan, 2006) has illustrated the feasibility of build-
ing a standalone ball-shaped free-floating drogue ve-
hicle. A similar, but smaller, less expensive and po-
tentially more energy efficient concept based on a
pneumatic controlled flexible membrane attached to
the drogue is proposed in this paper for buoyancy con-
trol up to a depth of 150 feet. A prototype of the cylin-
drical shaped (1 liter in volume) membrane controlled
drogue is shown in Figure 1.

(a) (b)

Figure 1: Pneumatic membrane controlled cylindrical
shaped (a) drogue. Schematic inside view (b) of cylindri-
cal shaped drogue.

Similar flexible membranes for pneumatic con-
trol of underwater drogues have also been used in
ARGO floats (Gould, 2003; Gould, 2004), but at a
much larger form factor. In these design concepts,
the membrane actuation is primarily used for provid-
ing the buoyancy control for surfacing of the drogues.
Instead, to conform to a small form factor design,
we use the displaced volume under the flexible mem-

brane for both buoyancy control and the opportunity
to create alternating depth profiles that includes pe-
riodic surfacing. Due to the compressibility of the
membrane, the slightest perturbation in depth will
cause a change in volume and the equilibrium state
of the drogue is unstable. This is beneficial for low
energy periodic surfacing control. As shown in this
paper, feedback control can be used to stabilize the
drogue to any desired depth.

3 DYNAMIC MODELING OF
PNEUMATIC DROGUE

3.1 Rigid Body Dynamics

Assuming a drag parameterd due to a drag force in
water, the depthx(t) of the drogue can be described
by the second order differential equation

mẍ(t)+ sign(ẋ(t))dẋ2(t) = Fg−Fb(t) (1)

where the constant rigid mass of the drogue and added
mass due to displacement of fluid (Brennen, 1982) are
combined in the mass parameterm. In the equation
(1), Fg is the downward (constant) gravitational force

Fg = mg

andFb(t) is buoyancy force

Fb(t) = ρg[Vb(t)+V]

determined by the fixed drogue volumeV and the dis-
placed volumeVb(t) under the membrane. The con-
stantρ is the density of the water, which we assume to
be constant at different depths. The drag parameterd
is determined by the drag coefficientcd of the drogue
moving in water at a low Reynolds number and typi-
cally given by

d =
1
2

cdρA

where A denotes the frontal aerial surface of the
drogue. In the above equations, we considerVb(t) as
a control variable to control the depth of the drogue
using measurements of the depthx(t).

The condition of natural buoyancy at any depth
c≥ 0 is determined by the initial conditionsx(0) = x0
andẋ(0) = 0 for the differential equation given in (1)
and yields the desired (initial) volume

Vb(0) =V0 =
m
ρ
−V (2)

for natural buoyancy. Ideally, the massmand the vol-
umeV of the drogue should be chosen to allow for a

Water density does depend on salidity and depth, but
these second order effects are neglected here
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large range inVb(t) > 0 for buoyancy control. How-
ever, even small changes inVb(t) suffice in generat-
ing motion of the drogue due to no-friction free body
movement of the drogue floating in water.

3.2 Actuator Dynamics

Using a pneumatic mechanism to add or bleed air
to effectively increaseVb(t) induces additional (ac-
tuator) dynamics that needs to be taken into account
in order to design a control algorithm. The dis-
placed volumeVb(t) under the membrane is a func-
tion of both the air flow, the stiffness of the membrane
and the external pressure surrounding the membrane.
Considering a flowφ(t) used to change the volume
Vb(t) under the membrane, with the ideal gas equa-
tion (Fox et al., 2004) we see that the product of the
membrane pressurePb(t) and volumeVb(t) can be de-
scribed by

Pb(t)Vb(t) =

(

n0+
∫ t

τ=0
φ(τ)dτ

)

RT(t) (3)

wheren0 indicates the number of gas molecules for
natural buoyancy att = 0, R is the Boltzman constant
andT(t) is the gas temperature which we assume to
be known (measurable) for now. Finally, we assume
a linear increase of the membrane pressurePb(t) due
to changes in the volumeVb(t) according to

Pb(t) = kmVb(t)+Px(t), Px(t) = kxx(t)+P0 (4)

wherekm is the (linear) membrane membrane stiff-
ness andPx(t) models the effect of the external pres-
sure as the sum of the atmospheric pressureP0 and
the product of the depthx(t) and the pressure depth
constantkx given by

kx = ρg

The last equation allows us to compute the unknown
n0 in (3) at timet = 0 for which we have natural buoy-
ancy andφ(0) = 0. With the desired initial displace-
ment volumeV0 under the membrane given in (2), we
see that at an initial depthx(0) = x0 > 0

Pb(0) = kmV0+ kxx0+P0, V0 =
m
ρ
−V

allowing us to computen0 as

n0 =
km

RT0
V2

0 +
kxx0+P0

RT0
V0, V0 =

m
ρ
−V

indicating quadratic dependency on the initial dis-
placed volumeV0 under the membrane due to the lin-
ear membrane stiffnesskm and linear dependency due
to influence of the depth dependent pressure.

To complete the analysis, we still need an equa-
tion that describes the flowφ(t). To anticipate the

switching control proposed in this paper, the flowφ(t)
is modulated by three different switching states:in-
flate, deflateor none. The inputu can switch between
the values

u=







1 inflate
−1 deflate
0 none

can be used to distinguish between three different
switching states. Using the Bernoulli equation (Fox
et al., 2004) and assuming a steady incompressible
flow, each state has a different flowφ(t) that is mod-
eled via a proportional relationship with the square
root of the pressure difference:

φ(t) =











ki
v

√

PCO2−Pb(t) u= 1

−kd
v

√

Pb(t)−Px(t) u=−1
0 u= 0

wherePCO2 denotes the (constant) output pressure of
theCO2 pressure regulator andki

v, kd
v denote the valve

constants of respectively the add and bleed valves. If
both valves are the same, thenkv = ki

v = kd
v . With the

pressure relationship given in (4) we see that the gas
flow φ(t) can now be modeled as

φ(t) =











ki
v

√

PCO2− kxx(t)− kmVb(t)−P0

−kd
v

√

kmVb(t)
0

(5)

respectively foru= 1, u=−1 andu= 0. As a result,
membrane inflation and deflation will occur at dif-
ferent flow rates. Membrane inflation is determined
mainly by theCO2 pressure regulator, but pressure
build up due to depth and membrane stiffness (vol-
ume) has a negative influence. For deflation it can
be seen that only the membrane stiffness contributes
to a desired pressure difference and is independent of
depth.

3.3 Combined Dynamic Model

Combing the different equations and eliminating in-
termediate variables leads to a dynamic switching
system described by a set of coupled non-linear and
non-stiff ordinary differential equations (Hairer et al.,
1993) in depthx(t), volumeVb(t) and gas flowφ(t)
given by

ẍ(t) =−sign(ẋ(t))
d
m

ẋ2(t)+
ρg
m

(V0−Vb(t))

kmVb(t)
2+[kxx(t)+P0]Vb(t) =

(

n0+

∫ t

τ=0
φ(τ)dτ

)

RT(t)
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φ(t) =











ki
v

√

PCO2− kxx(t)− kmVb(t)−P0 u= 1

−kd
v

√

kmVb(t) u=−1
0 u= 0

where a summary of the meaning of the physical pa-
rameters is given in Table 2 in the Appendix of this
paper. For analysis purposes, the above dynamical
model is written in a short hand notation

ż(t) = fu(z(t)) (6)

wherez(t) = [x(t) ẋ(t) φ(t)]T combines the state vari-
ables andfu(z) for u∈ {−1,0,1}denotes the different
dynamic behavior of the system as a function of the
switching signalu. Simulations of the dynamics can
be done along with the initial conditions

z(0) =





x(0)
ẋ(0)
φ(0)



=





x0
0
0





and the resulting initial number of gas moleculesn0
and volume givenV0 by

n0 =
km

RT0
V2

0 +
kxx0+P0

RT0
V0

V0 =
m
ρ
−V

(7)

It can be observed from the above equations that the
membrane gas temperatureT or density parameterρ
can be considered as a time or depth varying param-
eters that influences the dynamics of the system. The
switching signalu ∈ {−1,0,1} is the control input
signal available to provide depth tracking and stabi-
lization for the drogue.

4 EQUILIBRIUM AND
STABILITY ANALYSIS

Equilibrium conditions for the drogue can be studied
by setting the flow rateφ(t) = 0 and the switching
signalu= 0, reducing the differential equations to

ẍ(t) =−sign(ẋ(t))
d
m

ẋ2(t)+
ρg
m

(V0−Vb(t))

kmVb(t)
2+[kxx(t)+P0]Vb(t) = n0RT(t)

(8)

Due to the assumptions of an ideal gas and lin-
ear membrane stiffnesskm, the volumeVb(t) can be
solved explicitely from the resulting quadratic equa-
tion as a function of depthx(t) and temperatureT(t).
This yields a single solution under the constraint
Vb(t)> 0 given by

Vb(t) = − 1
2km

[kxx(t)+P0]+

1
2km

√

[kxx(t)+P0]2+4kmn0RT(t)
(9)

With T(t) = T0 and bothx(t), Vb(t)> 0 andn0 given
in (7) it can be seen that the solution

x(t) = x0 > 0
ẋ(t) = 0

Vb(t) = V0 =
m
ρ
−V > 0

is a stationary point of the equation in (8) asVb(t)
satisfies

− 1
2km

[kxx0+P0]+

1
2km

√

[kxx0+P0]2+4k2
mV2

0 +4km(kxx0+P0)V0 =

− 1
2km

[kxx0+P0]+

1
2km

√

(2kmV0+[kxx0+P0])2 =V0

known as neutral buoyancy of the drogue at depthx0.
However, the stationary point is an unstable equilib-
rium as any perturbation onx(t) = x0 causes an un-
boundedx(t), physically indicating that the drogue
will either surface or sink without control. Such dy-
namic behavior is due to the compressibility of the
membrane and can be used favorably to surface with-
out little or no control energy.

The instability of the equilibrium can be shown
by considering a perturbation on the depthx(t)> 0 at
time t = tp given byẍ(tp) = 0 andx(tp) = x0+ ε, ε >
0. Due to this small increase in depth,

Vb(tp) = − 1
2km

[kx(x0+ ε)+P0]+

1
2km

√

[kx(x0+ ε)+P0]2+4kmn0RT0

= − 1
2km

[kxx0+P0]−
1

2km
kxε+ δ

whereδ is given by the expression

1
2km

√

[kxx0+P0]2+4kmn0RT0+k2
xε2+2kx(kxx0+P0)ε

With 4kmn0RT0 > 0, the strict inequality

δ <

√

(

√

[kxx0+P0]2+4kmn0RT0+ kxε
)2

where
√

(

√

[kxx0+P0]2+4kmn0RT0+ kxε
)2

=

=
√

[kxx0+P0]2+4kmn0RT0+ kxε

indicates that

Vb(tp) < − 1
2km

[kxx0+P0]+

1
2km

√

[kxx0+P0]2+4kmn0RT0 =V0
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making the displaced volumeVb(tp) under the mem-
brane smaller thanV0 due tox(tp) = x0 + ε. With
(V0−Vb(tp))> 0 andẍ(tp) = 0, the differential equa-
tion forx(t) in (8) indicates ˙x(tp)> 0 causing a further
increase of the depthx(t) for t > tp. This indicates
the increase of the depthx(t) (sinking) and the insta-
bility of the neutral buoyancy operating point of the
drogue atx(t) = x0. A similar argument can be given
for a perturbationx(tp)= x0−ε that will result in a de-
crease in the displaced volumeVb(tp) under the mem-
brane, causing the drogue to surface. The stability
analysis indicates that neutral buoyancy is obtained
only at one specific (initial) depthx0 such thatVb(t)
given in (9) satisfiesVb(t) =V0 = m/ρ−V to provide
a buoyancy force that balances the gravitational force.

5 DEPTH SWITCHING
CONTROL

Although the compressibility of the membrane can be
used favorably to surface or sink the drogue without
little or no control energy, a contraction or stabiliza-
tion algorithm towards a target depth referencer(t)
must be implemented via feedback control. Due to the
switching behavior of the control signalu∈{−1,0,1}
we can only expect to obtain depth tracking and neu-
tral buoyancy within a user specified tolerance level
α around the depth referencer(t). Our objective is to
design a switching control algorithm that guarantees
attaining the depth region|x(t)− r(t)| < α from an
arbitrary initial depth conditionx0.

In this paper this is achieved by simply modulat-
ing the switching signalu∈ {−1,0,1} on the basis of
feedback information of the depthx(t) and the depth
velocity ẋ(t). With a target depthr(t) > 0 and aγ
with 0<α < γ, the depth measurements are classified
in three different regions that are pairwise disjoint

R1 = {x | γ < |r(t)− x|}
R2 = {x | α < |r(t)− x| ≤ γ}
R3 = {x | |r(t)− x| ≤ α}

(10)

respectively denoted by the attraction regionR1, the
stabilization regionR2 and the tolerance regionR3.
We will first summarize the proposed switching con-
trol algorithm. Subsequently we provide a proposi-
tion that shows how contraction to a specific depth
region can be obtained.

Algorithm 1. Let R j , j = 1,2,3 be the depth region
defined in (10) where0<α< γ and consider the max-
imum drogue velocitiesβ j for each regionR j where
β3≤ β2≤ β1 and let

σ = sign(r(t)− x(t)) ∈ {−1,1}

Default, the switching signal u= 0 but will be either
u= 1 (add air to increase the volumeVb(t)) or u=−1
(bleed air to reduce Vb(t)) according to the following
rules:

1. If x(t) ∈ R1, consider the two situations:

a. If |ẋ(t)| ≤ β1 then u= −σ (increase depth ve-
locity)

b. If σ · ẋ(t) < 0 then u= −σ (velocity in wrong
direction, increase/decrease depth velocity di-
rectly)

2. If x(t) ∈ R2, consider the two situations:

a. If |ẋ(t)| > β2 and σ · ẋ(t) > 0 then u= σ (de-
crease velocity)

b. If σ · ẋ(t) < 0 then u= −σ (velocity in wrong
direction, increase/decrease depth velocity di-
rectly)

3. If x(t) ∈ R3 and |ẋ(t)| > β3 then u= sign{ẋ(t)}
(chatter input signal to achieve velocity bound)

As can be seen from the above algorithm, each
regionR j , j = 1,2,3 has specific boundsβ j on the
depth velocity ˙x(t) that determines the modulating of
the switching signalu∈ {−1,0,1}. The attraction re-
gion R1 is used to give the drogue the right velocity
with a maximum ofβ1 to attract it in the stabilization
regionR2. When the drogue enters the regionR2, the
velocity is reduced toβ2 to avoid abrupt entering and
exiting of R2 and providing an entering velocity of
β2 for the tolerance regionR3. Obviously, the choice
of β2 is closely related to the size ofγ. As soon as
the drogue enter the tolerance regionR3 the control
can be turned off by choosingβ3 = β2 as the entering
velocity will be β2. Choosingβ3 < β2 allows an ad-
ditional reduction of drogue velocity within the toler-
ance region at the price of a chattering control signal.

The proposed switching control in Algorithm 1 is
motivated by the need to dampen the (unstable) rigid
body motion of the drogue and maintain neutral buoy-
ancy. The proposed algorithm is basically a Propor-
tional and Derivative (PD) control architecture with
specific level sets for positionx(t) and velocity ˙x(t)
measurements. It should be observed that feedback
information onx(t) andẋ(t) is required to implement
the proposed control algorithm. However, ˙x(t) can
be approximated by discrete-time sampling and filter-
ing of the depthx(t), allowing a discrete-time imple-
mentation of the switching control algorithm based on
depth measurements only.
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6 HYBRID STABILITY ANALYSIS

For the analysis of the proposed switching control
algorithm, the framework of hybrid systems analy-
sis (Van der Schaft and Schumacher, 2000; Liberzon,
2003; Goebel et al., 2009) can be used to prove stabil-
ity properties of the resulting control system. Based
on the switching control law proposed in Algorithm 1,
the behavior of the drogue is modeled as a hybrid sys-
tem with three different modes corresponding toin-
flation for u= 1, deflationfor u= −1, and aneutral
mode foru= 0.

Each mode has its active region and these regions
share switching surfaces with each other. The tran-
sition between modes occurs when the system trajec-
tory crosses these switching surfaces. In this paper,
a multiple Lyapunov functions based parameter de-
pendent switching strategy is used to investigate the
stability of the proposed switching control algorithm
for the buoyancy control of the drogue.

In order to establish an active region for each actu-
ator dynamic mode, three Lyapunov functionsVu, u∈
{−1,0,1} must be defined. The three quadratic Lya-
punov functionsVu are defined as follows:

V1 =
1
2
(−(x− r)−10ẋ+φ)2 inflation

V−1 =
1
2
(−(x− r)−10ẋ+φ)2 deflation

V0 =
1
2
(x− r)2+

1
20

ẋ2 neutral

(11)

Subsequently, the stability analysis is based on a the-
orem in (Branicky, 1998) on Lyapunov stability of
switched and hybrid systems and summarized in the
following result for the switched hybrid system con-
sidered in this paper.

Proposition 1. Consider the systeṁz(t) = fu(z(t)) in
(6) and let Vu be the Lyapunov functions given in (11)
for u ∈ {−1,0,1}. Let LfuVu be the Lie derivative
of Vu along the vector field spanned by the subsystem
fu(·). The origin of the system is asymptotically stable
if the following two conditions are satisfied

(a) L fuVu < 0 for each u∈ {−1,0,1}
(b) Vu is nonincreasing along switching

times on the uth systeṁz(t) = fu(z(t))
(12)

In this paper we use numerical analysis to ver-
ify the two conditions (12) in Proposition 1. It can
be verified that each Lyapunov functionVu for u ∈
{−1,0,1} in (11) is positive definite over its active re-
gion characterized byL fuVu < 0. To characterize (12)
over the three dimensional state vectorz= [x ẋ φ]T
Lyapunov analysis is conducted by varyingφ in the
admissible range. This can be done asφ is not used

directly in the switching control of Algorithm 1. Nu-
merical evaluation of (12) for different values ofφ
is done using a non-stiff differential equation solver
(Cooper, 2004) and implemented viaode45 in Mat-
lab.

For the inflation mode,L f1V1 for φ = 0 is plotted
in Figure 2 and the active region for which (12) holds
is separated by a dashed line, whereas the arrows indi-
cate a decreasing value ofV1. If φ is varied, the whole
solution surface moves through theφ-axis (perpendic-
ular tox− ẋ plane) resulting in the shift of the active
region along the ˙x-axis. The same analysis can be
done for other modes. A similar plot is created for the
deflation mode whereL f−1V−1 for φ = 0 is plotted in
Figure 3 and the neutral mode whereL f0V0 for φ = 0
is plotted in Figure 4.
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Figure 2: The active region of the inflation mode. The ar-
rows indicate the allowable direction of solution trajectory.
In inflation mode, the solution trajectory always follows this
allowable direction.
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Figure 3: The active region of the deflation mode. The ar-
rows indicate the allowable direction of solution trajectory.
In deflation mode, the solution trajectory always follows
this allowable direction.
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Table 1: Numeric parameters of dynamic drogue model for
non-linear simulation of switching control algorithm.

symbol value units

V 10−3 m3

m 1.5 kg
d 30 N/m2/s2

ρ 1.03·103 kg/m3

g 9.81 m/s2

km 5 ·108 Pa/m3 or N/m5

T0 288 K
R 8.314472 (m3Pa)/(K mol)
ka 10−4 mol/

√
Pa

kb 10−4 mol/
√

Pa
PCO2 106 Pa or N/m2

P0 105 Pa or N/m2

x0 10 m

Based on these figures, the existence of a stability
region characterized by (12) can be verified. There-
fore, the proposed hybrid control strategy using the
active regions and switching surfaces stabilizes the
drogue system.

7 SIMULATION RESULTS

To illustrate the performance of the switching control
in Algorithm 1, the controlled dynamic behavior of a
model of a buoyancy controlled submersible drogue
is simulated. The model is based on the set of cou-
pled non-linear differential equations given in (6) and
based on the numerical parameters listed in Table 1.
A summary of the meaning of the physical parameters
is given in Table 2 in the Appendix of this paper.

Using the switching control summarized in Algo-
rithm 1 with the regions of (10) based on a depth toler-
anceα = 0.5m and a stabilization region specified by
γ = 2α = 1m and a maximum velocityβ1 = 0.3m/s in
regionR1 and a maximum velocityβ2 = β3 = 0.1m/s
in regionR2 andR3, the performance of the switching
control algorithm can be evaluated by the simulation
results depicted in Figure 5. The results were com-
puted by numerically solving the non-stiff differential
equations of the ODE’s of the model of the drogue
using an implementation of the explicit Runge-Kutta
(4,5) pair implemented inode45 in Matlab (Shampine
and Reichelt, 1997).
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Figure 5: Simulation results of switching control Algo-
rithm 1 with α = 0.5m, γ = 1m, β1 = 0.3m/s andβ2 =
β3 = 0.1m/s when the target depth referencesr(t) changes
from 10m to 30m att = 5sec. The numerical values for
the drogue model used during this simulation are listed in
Table 1.

During the simulation the target depthr(t) of 10m,
for which the drogue is initially neutrally buoyant, is
changed to 30m at t = 5sec. It can be seen from the
simulation results in Figure 5 that the drogue stays
within approximately±αm of the a constant target
depth, whereas a change to a different target depth is
accomplished with a maximum speed ofβ1 = 0.3m/s
and only requires a few switches of the control signal
u. During steady state operation only very short actu-
ation of either the ”add” (u= 1) or ”bleed” (u= −1)
valves are used to maintain depth within the speci-
fied tolerance regionα and stabilization regionγ. The
simulation confirms the hybrid stabilization results.
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8 EXPERIMENTAL RESULTS

In an initial testing phase, the proposed control al-
gorithm was implemented on the pneumatic mem-
brane controlled cylindrical shaped drogue depicted
in Figure 1(a). The drogue design uses an internally
stored standard compressed 16 gramCO2 cartridge
with a regulator assembly to change the displaced vol-
ume under the latex or neopropene membrane via two
small form factor Numatics series solenoid valves.
One valve is used for inflating the membrane, the
other valve is to bleed theCO2 from the membrane.

The electrical components are powered by three
3.7Volt, 2700mAH Li-Ion batteries. A model 85 Ul-
tra Stable Pressure Sensor is used for depth measure-
ments measured by a 10bit AD converter on a Mi-
crosystems PIC18F4620 microprocessor.

The embedded control of the pneumatically con-
trolled drogue only uses depth measurementsx(t)
sampled at 10Hz and depth velocity estimatesv(t) are
obtained via

v(t) =
xf (t)− xf (t)

∆t
, xf (t) = F(q)x(t)

whereF(q) is a second order Butterworth filter with
a normalized cut-off frequency of 0.1 (1Hz). Both the
depth measurementsx(t) and the control signalu(t)
as a function of the discrete-timet were saved for val-
idation purposes and the results of the experimental
work is summarized in Figure 6.
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Figure 6: Preliminary experimental results of switching
control Algorithm 1 withα = 0.5m, γ = 1, β1 = 0.3m/s and
β2 = β3 = 0.2m/s applied to the pneumatic membrane con-
trolled cylindrical shaped drogue depicted in Figure 1(a).
The target depth referencesr(t) changes from 10m to 15m
at t = 5sec.

The experimental results confirm the stability of
the control algorithm for the pneumatic membrane

cylindrical shaped drogue even for the discrete-time
implementation of the algorithm. The slightly larger
values ofβ2 and β3, chosen due to the noise lev-
els on the estimated velocityv(t), cause larger ve-
locity swings in the stabilization and tolerance re-
gion. Moreover the quantization effects of the depth
measurements based on a 10bit AD converter also
cause resolution limiations on the velocity estimate.
It can be seen that a larger value forβ2 requires more
switching for stabilization. Tuning of the controller
parametersα, γ, β1 andβ2 can be used to further im-
prove the controller performance.

9 CONCLUSIONS

The dynamic properties of a submersible drogue for
which buoyancy control is implemented by a flexible
membrane can be described by a set of coupled non-
linear and non-stiff ordinary differential equations. It
is shown that the compressibility of the membrane
leads to an dynamically unstable dynamical system
in terms of the depth, which can be used favorably to
surface or sink the drogue without little or no control
energy.

The instability does require a contraction or sta-
bilization algorithm to maintain a target depth refer-
ence. In this paper it is shown that a simple pneu-
matic on/off switching control algorithm in which
compressedCO2 is either added or extracted from the
membrane actuator on the basis of three different and
pairwise disjoint depth regions can be used to stabi-
lize the depth positioning of the drogue.

The switching control algorithm leads to a hybrid
dynamical system, for which stability analysis results
are summarized in the paper. Numerical evaluation
of the stability conditions reveal that the proposed
on/off switching control algorithm leads to a stabi-
lized buoyancy-controlled drogue. Both simulation
and experimental studies indicate stability properties
and depth tracking performance within a specified tol-
erance levels.
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APPENDIX

Table 2 summarizes the symbols use in the derivation
of the dynamical model of the drogue in Section 3.3.

Table 2: Summary of symbolic parameters of dynamic
drogue model.

symbol meaning

V volume of drogue
m mass of drogue
d drag parameter in water
ρ density of sea water
g gravitational constant
km linear membrane stiffness
T0 temperature of water
R gas constant
ka ‘add air’ valve constant
kb ‘bleed air’ valve constant

PCO2 regulated CO2 pressure
P0 atmospheric pressure
x0 depth for neutral buoyancy
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Abstract: This paper presents a methodology for detecting and tracking moving objects during mobile robot navigation
in unknown environments using only visual information. An initial set of interest points is detected and then
tracked by the Kanade-Lucas tracker (KLT). Along few images, point positions and velocities are accumulated
and a spatio-temporal analysis, based on the a contrario theory, is performed for the clustering process of these
points. All dynamical sets of points found by the clusteringare directly initialized and tracked as moving
objects using Kalman Filter. At each image, a probability map saves temporally the previous interesting point
positions with a certain probability value. New features will be added in the most likely zones based on this
probability map. The process detection-clustering-tracking is executed in an iterative way to guarantee the
detection of new moving objects or to incrementally enlargealready detected objects until their real limits.
Experimental results on real dynamic images acquired during robot outdoor and indoor navigation task are
presented. Furthermore, rigid and non rigid moving object tracking results are compared and discussed.

1 INTRODUCTION

A key function required for autonomous robot naviga-
tion, must cope with the detection of objects close to
the robot trajectory, and the estimation of their states.
This function has been studied by the robotic and the
ITS (Intelligent Transportation Systems) communi-
ties, from different sensory data such as laser, radar,
vision, among others. For driver assistance, many
contributions concern laser-based obstacle detection
and tracking (Vu and Aycard, 2009). In order to track
obstacles, it is required to estimate from the same sen-
sory data, the egomotion of the vehicle: a global prob-
abilistic framework known as SLAMMOT (Simulta-
neous Localization and Mapping with Mobile Object
Tracking) has been proposed by Wang et al. (Wang
et al., 2007). But in spite of numerous contributions,
this function still remains a challenge when it is based
only on vision. So this paper proposes a strategy to
detect static points, and moreover to detect and clus-
ter the moving ones in order to track mobile objects:
it is the first step towards the full integration of a Vi-
sual SLAMMOT approach. It is proposed to reach
this objective, using only a monocamera system.

There are various methods for feature detection
and tracking using a single mobile camera. A. J. Davi-

son (Davison, 2003) has proposed a spatio-temporal
approach, in order to detect and track 2D points
from an image sequence and then to reconstruct cor-
responding 3D points used to locate the camera.
The Harris detector allows to initialize points to be
searched in successive images from an active strat-
egy, i.e. selecting the best points to be tracked. Each
point is represented by its appearance, i.e. an× n
template around its first position. The system state
at instant timet, is given by the 3D position and the
speed of every tracked point, as well as the position
and the speed of the camera. From this state, every
point position is predicted in the image acquired at
time t + 1, forming an elliptic zone where the point
must be found if the global state is consistent. Then,
each interest point is searched in its predicted zone by
a similarity measurement based on correlation score
using its template. A clever strategy must be used to
update the point template in order to better handle lu-
minance variations and partial object occlusions.

A method widely used for robotics applications
is based on the optical flow. Dense optical flow is a
hard computing procedure that makes it not so inter-
esting for real time applications. However, if optical
flow is only extracted for interest features, i.e. for a
very small part of total image points, a tracking pro-
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cedure of many objects characterized by some points,
could be applied in real time. Such a sparse solution
has been proposed by Shi-Tomasi (Shi and Tomasi,
1994) and it is commonly used in computer vision
because of its simplicity and its low computational
cost. Our own method is based also on this method
as a valid and confirmed procedure, that can be ap-
plied in a real time context during navigation. Among
others, let us cite the work presented in (Lookingbill
et al., 2007) where authors have used the optical flow
field to leverage the difference in appearance between
objects at close range and the same objects at more
distant locations. This information allows them to in-
terpret monocular video streams during off-road au-
tonomous navigation and to propose an adaptive road
following in unstructured environments. This method
has been evaluated for the navigation of an intelligent
vehicle in a desertic terrain.

However, once interest points and optical flow are
extracted and tracked from an image sequence, it is so
important to distinguish which of those tracked points
represent moving objects. Clustering techniques are
the first basic solution to this question, but unfortu-
nately most of them require initial information about
the scene as the number of clusters to find. The suc-
cess of these methods highly depends on these param-
eters. T. Veit et. al (Veit et al., 2007) coped with the
same issue for the analysis of short video sequences.
They validate a clustering algorithm based on thea
contrariomethod (Desolneux et al., 2008) which does
not need parameter tuning or initial scene information
for finding clusters of mobile features. This approach
has been also used in (Poon et al., 2009) to detect
moving objects in short sequences; additionally, au-
thors obtain 3D components of feature points to better
detect the correspondence between points and mov-
ing objects on which they have been extracted. This
work presents experimental results on real images, ac-
quired from fixed cameras, so that essential issues of
autonomous navigation are not considered.

This paper proposes moving object detection and
tracking on a robot navigation context based on KLT
tracker and the a contrario clustering. Then, the re-
sulted clusters are initialized as moving objects and
tracked by a Kalman Filter. At each iteration, im-
age locations are ponderated by a bi-variate pdf func-
tion when a point is tracked. This value represents
the probability that the location contains a dynamical
point, being 0 the most interesting location where to
find an interesting point.

Next section explains the proposed strategy. KLT
procedure used to detect and track interest points is
briefly described in section 3. Section 4 describes the
main concepts of thea contrario theory. The global

detection-clustering-tracking approach and the use of
probability map in a long sequence of images are pre-
sented in section 5. Experimental results on real im-
ages are presented and discussed in section 6. Finally
last section concludes and explains future works.

2 OVERALL DETECT, CLUSTER
AND TRACK STRATEGY

In this work only visual information in grey-scale ac-
quired from a mobile robot is used for scene analysis.
General block diagram in Figure 1 describes the pro-
cedure carried out to detect and track multiple moving
objects.

Features
Selection

Tracking
Features

Clustering
Objects
Tracking

Probability
Map

Figure 1: Algorithm to detect and track multiple objects.

N initial feature points are selected in the input
image(t) using the Shi-Tomasi approach. Feature lo-
cations in next image are searched by the KLT tracker,
based on correlation and optimization processes. Let
us suppose first that no object is tracked; so the pro-
cess loops onNim successive images executing only
two tasks, feature tracking and update of the prob-
ability map. We will call time of trail, this set of
Nim processed images, i.e. the number of images
used to accumulate positions and apparent velocities
of tracked features. In order to select new features,
we seek into the probability map the most interest-
ing zones in the image for searching new points, i.e.
points which have the higher probability to be on mo-
bile objects. KLT process is executed continuously in
this way, while the robot navigates in order to provide
new visual information at each time of trail. Details
of the KLT theory are explained in next section.

At the end of each time of trail, only moving KLT
features are selected for being grouped by the a con-
trario clustering method. Here, moving KLT features
are characterized by a velocity vector higher than a
threshold set to 1 pixel. Resulted clusters represent
moving objects in the scene; every one is directly
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initialized as a moving object and then tracked with
a position and an apparent velocity estimated by a
Kalman Filter. The Object tracking task exploits the
KLT tracker: it verifies the consistency between the
point tracking in the current image and the Object
characteristics. At every iteration, this object could be
merged with another detected object based on similar
velocity and close position. Implementation details of
both clustering and merging process are presented in
section 4. Finally, object current positions are stored
in the probability map with the highest probability of
occupation, so this zone of the image is not interesting
to look for new features.

3 FEATURE SELECTION AND
TRACKING

Optical flow procedure used in this work is based on
the initial technique proposed in (Lucas and Kanade,
1981) and on the well-knownSelect Good Features to
Track algorithm (Shi and Tomasi, 1994). This tech-
nique is largely used in the robotics community be-
cause it proposes to match the more salient points,
minimizing the processing time.

Detection of Moving Points. N distinctive feature
points are initially extracted from imaget0 by the
analysis of spatial image gradient in two orthogonal
directions. Locations of theseN points in next image
are obtained by maximizing a correlation measure-
ment over a small window. Iterative process is accel-
erated by constructing a pyramid with scaled versions
of the input image. Furthermore, rotation, scaling and
shearing are applied on each correlation window by
optimizing a linear spatial transformation parameters
during iterative process. Once displacement vectors
are obtained for all initial features, apparent veloci-
ties are estimated based on displacement vectors.

This KLT optical flow method is sparse because
only few points are initially selected to describe im-
age content. This sparse method is used in order to
save processing time, because some other essential
tasks must be performed. Figure 2 (frames 54 to 58
extracted from the sequence shown in second row of
Figure 5) depicts feature points detected and tracked
during a time of trail fromN = 150 initial selected
points. From these accumulated locations, blue points
represent points with long optical flow displacements.
For these points the assumption that they belong to a
moving object has a high probability.

Perception on Moving Objects. When moving ob-
jects are detected, the number of dynamic points is
subtracted from theN points tracked permanently by
KLT. Thus in following iterations, KLT will select
less thanN new points. This strategy allows to track
only a fix number ofN points between KLT and the
Object tracking process. This rigorous control on the
number of points is important in our methodology be-
cause long image sequences will be evaluated and the
performance directly depends on the number of pro-
cessed points.

Figure 2: Accumulated Optical flow in 5 successive images
from the sequence shown in the second row of Figure 5.

Figure 3 showsN feature points with locations
tracked by KLT process at three different times of trail
(8, 18 and 30). After 18 images and without any prior
knowledge of the environment, we perceive consis-
tent points motions, caused by the camera movement.
By analyzing optical flow extracted from images ac-
quired from a moving camera in dynamic environ-
ments, we deduce that larger is the time of trail, better
will be the perception of moving objects, but also of
the camera motion. In order to minimize the egomo-
tion impact, we propose to reduce this time to 5 im-
ages which covers up egomotion and also, points out
independent movements. This can be verified in Fig-
ure 2; a constant movement in the cloud of points can
be seen in the middle of the image; egomotion is less
remarkable. Furthermore, the best advantage of this
choiceNim = 5 is the reduction of the waiting time
before performing the a contrario clustering task.

4 A CONTRARIO METHOD AND
MERGING PROCESS

Visual perception is a complex function that requires
the presence of ”salient” or ”evident” patterns to iden-
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Figure 3: FromN = 150 selected points in the first image, tracking results on a sequence acquired when the robot turns left:
accumulated Optical flow along 8 (left image), 18 (middle) and 30 (right) images.

tify something that ”breaks” the continuous motion
due to the camera egomotion. This ”salient pattern”
corresponds to ”meaningful event” detected by the a
contrario method (Cao et al., 2007). Basic concepts
of the a contrario clustering inspired by the Gestalt
theory, are exposed in (Desolneux et al., 2003) and
deeply in (Desolneux et al., 2008). In general, Gestalt
theory establishes that groups could be formed based
on one or several common characteristics of their el-
ements. In accord to this statement, an a contrario
clustering technique (proposed by Veit, et. al. (Veit
et al., 2007)) identifies one group as meaningful if all
their elements show a different distribution than an
established background random model. Contrary to
most of clustering techniques, neither initial number
of clusters is required nor parameter has to be tuned.
In our context, i.e. unknown environment, approxi-
mated egomotion. . . , these characteristics are very fa-
vorable.

4.1 Evaluation of a Background Model

We use the background model proposed in (Veit et al.,
2007) which establishes a random organization of the
observations. Hence, background model elements are
independent identically distributed (iid) and follow a
distributionp. The iid nature of random model com-
ponents propose an organization with not coherent
motion present.

Next, given an input vectorV(x,y,v,θ) in R4, first
objective is to evaluate which elements inV show a
particular distribution contrary to the established dis-
tribution p of the background model (that explains
”a contrario” name). To avoid element by element
evaluation, first, a binary tree withV elements is con-
structed using a single linkage method. Each node
in the tree represents a candidate groupG that will be
evaluate in a set of given regions designed byH . This
set of regions is formed by different size of hyper-
rectangles that will be used to test the distribution of
several data groups. Each regionH is centered at each
elementX in the group until finding the regionHX

that contains all the group and at the same time makes
minimal the probability of the background model dis-
tribution. Different size of hyper-rectangles are used
in function of data range, in our experiments we use
20 different sizes by dimension. Final measure of
meaningfulness (called Number of False Alarms NFA
in referenced work) is given by eq 1.

NFA(G) = N2 ·
∣

∣H
∣

∣ min
X ∈ G,
H ∈ H ,
G⊂ HX

B(N−1,n−1, p(HX))

(1)
In this equationN represents the number of ele-

ments in vectorV,
∣

∣H
∣

∣ is the carnality of regions and
n is the elements in group test G. The term which ap-
pears in the minimum function is the accumulated bi-
nomial law, this represents the probability that at least
n points includingX are inside the region test centered
in X (HX). Distributionp consists of four independent
distributions, one for each dimension data. Point posi-
tions and velocity orientation follow a uniform distri-
bution because object moving position and direction
are arbitrary. In other hand, velocity magnitude dis-
tribution is obtained directly of the empirically his-
togram of the observed data. So that, joint distribu-
tion p will be the product of this four distributions. A
groupG is said to be meaningful ifNFA(G)≤ 1.

Furthermore two sibling meaningful groups in the
binary tree could belong to the same moving object,
then a second evaluation for all the meaningful groups
is calculated by Eq. 2.To obtain this new measure,
we reuse region group information (dimensions and
probability) and just a new region that contains both
test groupsG1 andG2 is calculated. New terms are
N′ = N− 2, number of elements inG1 and G2, re-
spectivelyn′2 = n1− 1 andn′2 = n2−1, and termT
which represents the accumulated trinomial law.

NFAG(G1,G2) =N4 ·
∣

∣H
∣

∣

2
T
(

N′,n′1,n
′
2, p1, p2

)

(2)

Both mesures 1 and 2 represent the significance
of groups in binary tree. Final clusters are found
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by exploring all the binary tree and comparing if it
is more significant to have two moving objectsG1
andG2 or to fusion it in a group G. Mathematically,
NFA(G)< NFAG(G1,G2) whereG1∪G2 ⊂ G.

4.2 Merging Groups

This function is executed only if moving objects have
already been detected.O is a set ofM objects that
will contain all candidate objects for merging evalu-
ation. That is,O = OT ∪OC whereOT consists of
(1,2, ...,k) moving objects tracked by Kalman filter,
andOC consist of(1,2, ..., l) new moving clusters, in-
terpreted either as new moving objects, or part of ex-
isting ones . For each object inO, the velocity vector
is modeled by the mean of their velocity components
in X andY, respectively represented byµvX andµvY .
We use these models to evaluate eq.3 that let establish
a decision constraint for merging.

min
i, j ∈ M,

i 6= j,
Oi ,O j ⊂ O

([

s(µvX(Oi),µvX(O j))
s(µvY(Oi),µvY(O j))

])

<

[

dvX
dvY

]

(3)
We evaluate the similarity measures which per-

forms the subtraction among velocity models for each
object inO. ParametersdvX anddvY are constant val-
ues set to one pixel in accord with the previous estab-
lished threshold for detecting moving features in KLT
process. This value is chosen in order to conserve the
best trade off between the threshold of moving points
in KLT module and the expected bias among object
velocities in the scene. This evaluation is carried out
in a linked way, where merged groups are removed
from O and added as a new object at the end of the list
with, obviously, a new corresponding velocity model.
This strategy allows the merging of the same objects
previously detected with a more enriched model. Fi-
nally, even when bothOT and OC object velocities
are not resulted from the same process, they could be
compared because both are based on pixel displace-
ment in the scene (their optical flow).

5 MOVING OBJECTS TRACKED
BY A KALMAN FILTER

Groups found by clustering technique are composed
of point locations at different processing time. Hence,
to confirm that moving object is still in the scene, only
points present in last processed image are taken to ini-
tialize each cluster as a moving object inOC. There-
fore only the points located on the current image will
be used to model the moving object.

To track moving objects inOT along the image se-
quence, Kalman filter prediction evaluates a constant
velocity model. To initialize this model a vector state
is defined for each moving object detected. Vector
state consists of the barycenter of object inX andY
and its velocities are set toµvX andµvY values, respec-
tively. We assign the estimated position and velocity
calculated by Kalman filter to baricenter of the object.
This estimated position is used as the center of a win-
dow that will be extracted in the next image in order
to search the object points. We called this window the
zone of object and its size is a function of previous ob-
ject limits and a security margin. Once object region
is extracted in next image, we carried out a correlation
process to find new object location.

5.1 Model Object Detection

The concept of object developed here covers the man-
agement of several points which have been evalu-
ated as a part of a moving object. In this work, the
task of tracking consists in following each object el-
ement with its particular appearance and the only re-
lationship among them is their velocity and position.
Thus, model object initialization consists in extract-
ing a window patch (a template) around each point in
the image where object was detected. The same num-
ber of templates are extracted around the estimated
feature location in the next image. Appearance of ini-
tial templates in the current image is updated by an
affine model. Feature points could be removed from
the model if one or more of the following cases hap-
pen:

• Feature location is not found by correlation

• Location found is not inside the bounding box

• Displacement and velocity of the points found are
not inside of the normally distribution of their re-
spective mean data.

5.2 Occupancy Map

In our algorithm, it is important to add new points
that complete the model of the detected moving ob-
ject and at the same time detect new incoming objects.
In a context of unknown environment, feature points
should be initially chosen in all the image without
highlighting some locations. To overcome this uni-
form point selection along robot navigation process,
a space-time occupancy map is constructed by cells
centered on tracked points indicating favorable loca-
tions for new feature detection. This map develops the
idea of an occupation grid in the sense of higher prob-
abilities represent the locations in the image that are
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no important to seek for a new point (like occupied lo-
cations). So, mainly locations in the image with lower
probability values in the map will be first used to look
for new points.

First probability map locations are initialized to
p0 = 0.5 value that represents the initial fair selection
of feature points, that is,p(u,v, t = 0) = p0. When
an interesting point is detected in(u,v) at t > 0, it
becomes the center of an occupied cell and its cor-
responding value in the map is given by eq. 4 with
αt = 0. A cell becomes empty in function of interest
point displacements at every iteration : if a tracked
point leaves the cell it was using at timet−1 its prob-
ability is updated and then this cell is labeled as empty
in the current imaget. The new cell in which tracked
point is located at timet becomes now an occupied
cell. The Figure 4 depicts simulated results of this
map construction along five successive images for a
tracked point. A square cell of size 11x11 centered
on (u,v) point location is used. Cell value is always
given by a 2D Gaussian pdf in combination with the
rules established by eq. 4 and 5. The inverse effect
of functionα(u,v) applied to previous point positions
is clearly seen in this image. With this probability
map we enhance the assumption of new points of in-
coming object will appear behind its current detected
point positions.

p(u,v, t) = ∑
u,v∈Cell

(α(u,v)t +G (µu,µv,σu,σv)) (4)

where α(u,v) function describes the previous
probability in the cell according to the previous state
of location(u,v), that is:

α(u,v)t =







pm− p(u,v)t−1 if Cellu,v,t−1 occupied
p0 if Cellu,v,t−1 empty
0 if (u,v,)t−1 fair

(5)
wherepm is the maximal probability value, set to 1

in our procedure. In order to avoid that this map stores
for long time the same probability values in some lo-
cations, the map is reset each 2 times of trail process,
except for the current object tracking locations.

6 EXPERIMENTAL RESULTS
AND DISCUSSIONS

Proposed algorithms have been implemented in C,
C++ and TCL and included as module into a frame-
work for developping algorithms in robotics. Robot
navigation was performed in indoor and outdoor con-
text with a camera mounted on the robot (640×480
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Figure 4: Simulated results of probability map for a tracked
point in 5 successive images. Inverse shapes represent the
probability in the four previous images, higher shape de-
picts current point location.

at 10Hz). The numberN of tracked points by KLT
is set to 150. At this first stage of the experiments,
any information about the odometry of the robot is
available, therefore, we carefully control robot speed
navigation.

First test was carried out on a sequence of 300 im-
ages. The first row in Figure 5 shows three images
selected from this sequence, at the time of a mov-
ing object appears in the field of vision of the robot.
Image 5a shows the bounding box of moving object
that enters from the left side of the image, all detected
points inside of rectangle are used to initialize object
model. After 20 processed images bounding box of
initial object is enlarged (see image 5b). Even when in
image 5c half of the moving object is out of the scene,
the object is still tracked by the Kalman Filter. This
is a specially difficult sequence because some images
show drastic changes due to vibrations. So most of
the points enters to the clustering process, but their
movement is classified as random. The second row on
Figure 5 shows the algorithm performance with object
occlusions. In this case the car which is closer to the
robot is well detected and tracked. Some problems to
perfectly detect the second car after the occlusion oc-
cur and image 5d shows that the algorithm divides it
in 3 different moving objects.

6.1 Non Rigid Moving Objects Tracking

An extension of tests to indoor environments is car-
ried out for evaluating the development of our algo-
rithm to track non rigid moving objects. Indoor envi-
ronment induces more stable illumination conditions
and normally a less charged background where non
rigid objects could be better handle. The Figure 6
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(a) Image 91 (b) Image 111 (c) Image 131

(d) Image 58 (e) Image 66 (f) Image 86

Figure 5: Experimental results in outdoor environment. First row shows moving object detection and tracking: (a) initial
detection, then total detection in image (b) by merging function, finally tracking just the latest part of the car in (c). Second
row : moving object occlusion is successfully handle by our proposed method.

(a) Image 193 (b) Image 206 (c) Image 229

Figure 6: Indoor experimental results show the non-rigid objects detection and tracking. A good but incomplete detection is
done for a person who crosses the room image (a). Then a more enhanced detection is done in images (b) and (c) however
random natural turns during person walking perturb the successive detection of object points.

shows a person that crosses the field of view of the
mobile robot during its navigation in an indoor con-
text. As long as the person moves away of the robot,
almost a complete detection is achieved. However,
with a considerable delay, initially only the head of
the person is detected. The leg movements are large
and in a forward-backward direction and it disturbs
the detection of a non random movement. To over-
come this restriction in our algorithm, a strategy that
involves the use of 3D camera and several point posi-
tions given by a SLAM process is being developed.
So, an additional but fast analysis comparison be-
tween the depths of moving points and detected mov-
ing object will provide enough information to asso-

ciate these points to moving object. The 2D dimen-
sional context of our proposed method is preserved by
transforming 3D points into 2D points before entering
to clustering process and at the end taking into ac-
count their third coordinate position only for achiev-
ing a faster and more complete non rigid detection.

7 CONCLUSIONS

Experimental results show that even with few images,
it is possible to detect a rigid (and partially non-rigid)
moving object by a spatio-temporal analysis of fea-
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tures. Object model is enlarged thanks to prior knowl-
edge managed by the proposed probability map. This
map is successfully used during the active search of
feature points because it mainly highlights zones that
certainly contain new moving interesting points. Our
tests are performed off line on a recorded sequence;
however, the global algorithm works fast and could
process images at 10Hz. The clustering method is the
highest time consuming in the global process; for that
reason, the number of trails to be grouped by the clus-
tering method, should be no more to 150 points. Thus,
the trade-off between image size and that number of
points guarantees the highest performance in overall
strategy.

It has been assumed that all pixels whose displace-
ments are less than one pixel could be considered as
noise or as points displaced by little vibrations of the
camera. However the most sensible part of our algo-
rithm resides in robot motion. Under not controlled
conditions of velocity, most significant displacements
are concentrated in both left and right image sides,
mainly caused by egomotion. A general strategy to
avoid egomotion detection and non rigid moving ob-
jects is being integrated based on monocamera SLAM
approach. An interchange of 3D and 2D points infor-
mation between SLAM and our MOT process will be
continuously carried out giving a cooperative sense
to our new proposed strategy. That is, detected static
points will be sent to SLAM, these points are candi-
dates to be included as a new landmark in the stochas-
tic map used to update camera pose estimation. Then,
this camera pose will be received by our MOT pro-
cess to estimate the camera motion and calculate real
detected point displacements.
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Abstract: This paper addresses the problem of path generation and motion control for the autonomous maneuvers of
a farm vehicle with a trailed implement in headland. A reverse turn planner is firstly investigated, based on
primitives connected together. Then, both steering and speed control algorithms are considered. When the
system is driving forward, the control algorithms are basedon a kinematic model extended with additional
sliding parameters and on model predictive control approaches. When the system is driving backward, two
different steering controllers are proposed and compared.Real world experiments have been carried out with
an experimental trailer hitched to a mobile robot. At the endof each row, the reverse turn is automatically
generated to connect the next reference track, and the maneuvers are autonomously performed. Reported
experiments demonstrate the capabilities of the proposed algorithms.

1 INTRODUCTION

For many years, researchers and manufacturers have
widely pointed out the benefits of developing au-
tomatic guidance systems for agricultural vehicles,
in particular to improve field efficiency while relea-
sing human operator from monotonous and dange-
rous operations. Auto-steering systems are becoming
common place (e.g. Agco AutoGuide, Agrocom E-
drive, Autofarm AutoSteer, Case IH AccuGuide, John-
Deere AutoTrac) and focus on accurately following
parallel tracks in the field. However, more advanced
functionalities are today required, in particular for
headland driving. In fact, the operator must still ma-
nually perform maneuvers at the end of each row be-
fore reengaging the automatic guidance system on the
next path to follow. In order to benefit of fully auto-
mated solutions, and therefore reduce the operator’s
workload (and even enable to consider driverless agri-
cultural vehicles), the automation of the maneuvers in
headland has to be studied with meticulous care.

Very few approaches have been proposed in that
way, mainly based on loop turns (e.g. John-Deere
iTEC Pro, see figure 1(a)). The drawback of such an
approach is that it involves excessive headland width

for turning on the adjacent track, all the more if a long
trailer is used. It is thereby not adapted for small fields
and far from optimal in term of productivity, head-
land being usually either low-yield field areas due to
high soil compaction or wasted areas as they cannot
be used for planting agricultural products.

(a) Loop turn. (b) Fish-tail. (c) With trailer.

Figure 1: Different types of maneuver in headland.

Another solution is to perform reverse turns, i.e.
maneuvers executed with stop points and a reverse
motion as depicted in figures 1(b) and 1(c), leading
to reduced headlands. However, although more in
accordance with European agricultural practices, au-
tomation of such maneuvers in headland has rarely
been considered in the literature. In fact, numerous
approaches devoted to road applications have been
proposed for the autonomous maneuvers of a vehi-
cle, even with one or several trailers, see (Altafini C.,
2001), (Lamiraux F., 1998), (Hermosillo J., 2003),
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but most of these control algorithms seem not well-
adapted for an agricultural context. This paper pro-
poses to address the automation of the maneuvers of
a vehicle-trailer system, dedicated to an off-road con-
text. This paper extends our previous work (Car-
iou et al., 2009) where accurate fish-tail maneuvers
without trailer were autonomously performed. The
general 1-trailer system is here considered, i.e. the
trailer is hitched up at some distance from the middle
point of the rear axle of the vehicle.

2 MOTION PLANNER

With regard to the path planning problem of agri-
cultural machines in headland, generic optimal con-
trol algorithms are often investigated to find opti-
mal point-to-point trajectories for a given cost func-
tion from a wide variety of configurations, see (Vou-
gioukas et al., 2006). Primitive-based planning ap-
proaches are also widely used in the literature, re-
lying either on clothoids, polynomial splines or cu-
bic spirals to construct non-holonomic motions, see
(Lau B., 2009). We have studied a similar approach
well-adapted to agricultural maneuvers. It allows to
rapidly obtain an efficient path planning solution for
reverse turns of a vehicle-trailer system, based on ele-
mentary primitives (line segment, arc of circle) con-
nected together with pieces of clothoid in order to en-
sure curvature continuity.

2.1 Arc of Clothoid

The curvaturec of a clothoid varies linearly with res-
pect to its curvilinear abscissas (c= g.s), see figure 2.
An arc of clothoidBP1 admissible for the considered
vehicle can then be defined in order to connect a line
segmentAB to a circle of radiusR. To avoid the sa-
turation of the steering actuator,R is chosen slightly
upper than the minimum curvature radius of the ve-
hicle. The proportionality coefficientg is computed
according to the maximum vehicle front-wheel an-
gular velocity (ωa = 20◦/s) and of the vehicle linear
velocity (vre f = 1.75m/s) during the reverse turn, see
(Cariou et al., 2009) for more details. In that way,
continuous curvature trajectories admissible for the
vehicle can easily be constructed.

2.2 Trajectory Generation Strategy

The aim is to connect two adjacent tracksABandCD
separated from a distanced, see figure 3(a). The pro-
posed strategy considers the following motions.

−2 −1 0 1 2 3 4

0

1

2

3

x(m)

y(
m

)

P
A B

R

1

Clothoid

Figure 2: Clothoid,g= 0.15.

(a) Trajectories. (b) Rotation centers.
Figure 3: Path planning.

• The first movement fromB to S1 is composed of
an arc of clothoidBP1, to increase the curvature
from c= 0 toc= 1

R, an arc of circleP1P2 of center
I1 and of radiusR, a second arc of clothoidP2P3
to decrease the curvature fromc = 1

R to c = 0,
and a part of a third arc of clothoidP3S1 required
to align the trailer with the vehicle at the end of
the movement. Aligning the vehicle-trailer sys-
tem at the first stop pointS1 leads to a suitable
configuration to plan the reverse motion. AtS1,
the wheels are reorientated to change the vehicle
instantaneous rotation center toI2.

• The reverse movement is then built, composed
firstly of an arc of circleS1P4 to increase the
vehicle-trailer angleφ, see the notation in the bi-
cycle representation figure 3(b). The pointP4 is
determined in order that the vehicle-trailer system
reaches the configuration shown in figure 3(b): the
center of rotation of the trailer coincides with the
center of rotation of the vehicle, when the vehicle
front steering angle is set to a valueδd

F = 20◦. Ge-
ometrical considerations show that the expected
valueφre f for the angleφ is:

φre f = π−arctan(
R
L2

)−arccos(
L3

√

R2+L2
2

) (1)

with: R= L1/ tanδd
F

This is a stable configuration enabling a circular
motion of radiusR when pure rolling without sli-
ding conditions are satisfied. It serves here as an
objective configuration. AtP4, the wheels are re-
orientated to change the vehicle instantaneous ro-
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tation center fromI2 to I3. Then, an arc of circle
P4S2 of centerI3 and radiusR is built.

• The third movement is composed of an arc of cir-
cle S2P5 of centerI4 and radius R, and an arc of
clothoidP5C to decrease the curvature fromc= 1

R
to c= 0. S2 is the second stop point, defined as the
intersection between the circles of centerI3 andI4.

Figure 4 presents simulation results with two ad-
jacent tracks separated from a distanced= 2m. At the
first stop pointS1, the vehicle-trailer angle isφ = 0◦,
i.e. the trailer and the vehicle are aligned, see the tra-
jectories of pointsS, T andQ, respectively the centers
of the vehicle front and rear axle and the center of the
trailer axle. During the reverse motion, the vehicle-
trailer angle reaches and maintains the expected con-
figurationφre f (hereφre f = 53◦).

Figure 4: Path planning results.

3 CONTROL ALGORITHMS

3.1 Forward Motion

Accurate automatic guidance of mobile robots in
an agricultural environment constitutes a challenging
problem, mainly due to the low grip conditions usu-
ally met in such a context. In fact, as pointed out
in (Wang D., 2006), if the control algorithms are de-
signed from pure rolling without sliding assumptions,
the accuracy of path tracking may be seriously da-
maged, especially in curves. Therefore, sliding has
to be accounted in the control design to preserve the
accuracy of path tracking, whatever the path to be fol-
lowed and soil conditions.

3.1.1 Kinematic Model extended with Sliding
Parameters

In the same way than in (Lenain et al., 2006a), two
parameters homogeneous with sideslip angles in a dy-
namic model, are introduced to extend the classical

kinematic model, see the bicycle representation of the
vehicle in figure 5. These two angles, denotedβF and
βR for the front and rear axle, represent the difference
between the theoretical direction of the linear velocity
vector at wheel centers, described by the wheel plane,
and their actual direction. These angles are assumed
to be entirely representative of sliding influence on
vehicle dynamics. The notations used in this paper
are listed below and depicted in figure 5.

Figure 5: Path tracking parameters.

• SandT are the centers of the front and rear virtual
wheel.T is the point to be controlled.

• θv is the orientation of vehicle centerline with res-
pect to an absolute frame[O,XO,YO).

• δF is the front steering angle and constitutes the
first control variable.

• Vr is the vehicle linear velocity at pointT and
constitutes the second control variable.

• βF andβR are the front and rear sideslip angles.

• M is the point on the reference pathΓ to be fol-
lowed, which is the closest toT.

• s is the curvilinear abscissa of pointM alongΓ.

• c(s) is the curvature of the pathΓ at pointM.

• θΓ(s) is the orientation of the tangent toΓ at point
M with respect to the absolute frame[O,XO,YO).

• θ̃ = θv−θΓ is the vehicle angular deviation.

• y is the vehicle lateral deviation at pointT.

• φ is the vehicle-trailer angle.

• L1 = 1.2m and L3 = 2.34m are respectively the
vehicle and trailer wheelbases.L2 = 0.46m is the
vehicle tow-hitch.
The equations of motion are derived with respect

to the pathΓ. It can be established, see (Lenain et al.,
2006a), that:






























ṡ = Vr
cos(θ̃−βR)
1−c(s)y

ẏ = Vr sin(θ̃−βR)

˙̃θ = Vr [cos(βR)λ1−λ2]

φ̇ = − Vr
L1L3

[tanδF(L2 cosφ+L3)+L1sinφ]
(2)
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with: λ1 =
tan(δF−βF )+tan(βR)

L1
, λ2 =

c(s)cos(θ̃−βR)
1−c(s)y

Model (2) accurately describes the vehicle motion
in presence of sliding as soon as the two additional pa-
rametersβF andβR are known. An observation algo-
rithm has been developed to achieve indirect estima-
tion, relying on the sole lateral and angular deviation
measurements, see (Lenain et al., 2006b).

3.1.2 Control Law Design

The extended model (2) constitutes a relevant basis
for mobile robot control design. As the vehicle-trailer
system is well-known for being naturally exponen-
tially stable when driving forward, the trailer is igno-
red in this case. In (Lenain et al., 2006a), the first
three equations in model (2) have been converted in
an exact way into linear equations, according to the
state and control transformations:

[s,y, θ̃]→ [a1,a2,a3] = [s,y,(1− c(s)y) tan(θ̃+βR)]

[Vr ,δF ]→ [m1,m2] = [Vr cos(θ̃+βR)
1−c(s)y , da3

dt ]

(3)
Finally, if derivatives are expressed with respect to

the curvilinear abscissa, the following chained form is
obtained:







a′2 = da2
da1

= a3

a′3 = da3
da1

= m3 =
m2
m1

(4)

Since chained form (4) is linear, a natural expres-
sion for the virtual control lawm3 is:

m3 =−Kda3−Kpa2 (Kp,Kd) ∈ ℜ+2 (5)

since it leads to:

a′′2 +Kda′2+Kpa2 = 0 (6)

which implies that botha2 anda3 converge to zero,
i.e. y→ 0 andθ̃ → βR. The inversion of control trans-
formations provides the front steering control law:

δF = βF +arctan
{

− tan(βR)

+ L1
cos(βR)

( c(s)cosθ̃2
α + Acos3 θ̃2

α2 )
} (7)

with:







θ̃2 = θ̃−βR
α = 1− c(s)y
A = −Kpy−Kd α tanθ̃2+ c(s)α tan2θ̃2

In addition, as the actuation delays and vehicle
inertia may lead to significant overshoots, especially
at each beginning/end of curves, a predictive action
must be added to the steering control in order to main-
tain accurate path tracking performances, see (Lenain

et al., 2006b) for more details. A second control loop
can be designed, dedicated to speed control. In (Car-
iou et al., 2009), a Model Predictive Control tech-
nique is used to anticipate speed variations and reject
signifiant overshoots in longitudinal motion.

3.2 Backward Motion

It is well-known that steering backward a vehicle-
trailer system has a tendency to jackknife, and re-
quires special driving skill. In the literature, nume-
rous path following approaches have addressed this
problem when the trailer is hooked directly at the cen-
ter of the rear axle of the vehicle. In contrast, the case
of deported trailers has been rarely considered. In this
paper, we propose to indirectly control the vehicle-
trailer angle. Two control strategies are proposed.

3.2.1 Regulation of the Vehicle-trailer Angle

With the motion planner described in subsection 2.2,
the previous steering control law (7) can be used du-
ring the backward motion until the vehicle-trailer sys-
tem presents the expected angleφre f , corresponding
to the configuration at pointP4 depicted in figure 3(b).
Next, as the rest of the backward movement is quite
short to reach the stop pointS2, the vehicle-trailer an-
gle can be simply stabilized onφre f . More precisely,
relying on the fourth equation in model (2), the error
dynamicφ̇ = KR(φre f − φ) (KR > 0) can be imposed
with the following front-wheel steering control law:

δF = arctan
−L1sinφ− KRL1L3(φre f−φ)

Vr

L2cosφ+L3
(8)

3.2.2 Stabilization of the Trailer on the Planned
Trajectory

Another solution is to control the center of the trailer
axle on its respective planned trajectory, see the tra-
jectory ofQ during the backward motion in figure 4.
For that, the trailer is first considered as an indepen-
dent virtual vehicle, with a rear steering wheel located
at the hitch pointP and a fixed front-wheel located at
point Q, see figure 6. The control objective can then
be expressed as ensuring the convergence of this vir-
tual vehicle (moving forward) to the reference path
Γ. The first three equations in model (2) describe the
motion of such a vehicle, except thatδF has to be rem-
placed by−δc, since the variations in the orientation
of the vehicle are inverted when rear steering is con-
sidering instead of front steering. The state variables
are nowyt and θ̃ = θt − θΓ, respectively the trailer
lateral and angular deviation, see figure 6. A chained
form transformation similar to the one presented in
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subsection 3.1 can then be applied, and the expected
value forδc can be directly inferred from (7):

δc =−arctan
{

L3(
c(s)cosθ̃

αt
+

At cos3 θ̃
α2

t
)
}

(9)

with:

{

αt = 1− c(s)yt

At =−Kpyt −Kd αt tanθ̃+ c(s)αt tan2θ̃

δc describes the desired direction of the linear ve-
locity ~v at the hitch point. Then, the vehicle-trailer
angleφre f ensuring that the center of rotation of the
trailer coincides with the center of rotation of the ve-
hicle can easily be inferred fromδc via basic geomet-
rical relations, see figure 6:

φre f = δc+arcsin
L2sinδc

L3
(10)

Finally, the proposed angleφre f can be controlled
just as in subsection 3.2.1: reporting (10) into (8) pro-
vides the front steering control law for the vehicle.

Figure 6: Trailer as a virtual vehicle.

4 EXPERIMENTAL RESULTS

In this section, the capabilities of the proposed con-
trol algorithms are investigated on an irregular natu-
ral terrain, using the experimental vehicle-trailer sys-
tem depicted in figure 7. The vehicle is an all-terrain
mobile robot whose weight is 650kg. The only exte-
roceptive sensor is an RTK-GPS receiver, whose an-
tenna has been located straight up the center of the
vehicle rear axle. It supplies an absolute position ac-
curate to within 2cm, at a 10Hz sampling frequency.
The vehicle-trailer angle is measured using a poten-
tiometer. A gyrometer has also been added to obtain
an accurate heading of the vehicle during the maneu-
vers.

In the forthcoming experimental test, the objec-
tive for the vehicle-trailer system is to follow au-
tonomously two straight linesAB and CD sepa-
rated from 2m, see figure 8(a), and to execute au-
tonomously the reverse turn using control law (8).
The lateral deviation recorded at the centerT of the
rear wheels, according to the curvilinear abscissa, is

Figure 7: Experimental vehicle-trailer system.

reported in figure 8(b). At the beginning, the vehi-
cle starts at about 25cmfrom the path to be followed.
Then, it reaches the planned path and maintains an
overall lateral error about±15cmduring the maneu-
ver. The main overshoots in the lateral deviation take
place at the moment of a large deceleration and accel-
eration on a sliding ground (curvilinear abscissas 15m
and 32m). Despite such conditions, the lateral devia-
tion remains inside±15cm. This highlights the ca-
pabilities of the proposed algorithms, taking into ac-
count for sliding effects and actuator delays.

The vehicle speed is reported at the top of figure 9.
The speed referencevre f = 1.75m/s is correctly fol-
lowed, and the speed variations are satisfactorily an-
ticipated with the predictive approach. At the center
of figure 9 is reported the vehicle front steering angle.
It can be observed that its variations are quite smooth
and that the wheels are satisfactorily reorientated to
change the vehicle instantaneous rotation center at the
stop points as well as at pointP4 (curvilinear abscissa
22m). The vehicle-trailer angle w.r.t. the curvilinear
abscissa is reported at the bottom of figure 9. In accor-
dance with the simulations depicted in figure 4, this
angle reaches−40◦ during the first movement. The
trailer and the vehicle are then aligned at the first stop
point. During the reverse motion, this angle increases
up toφre f = 53◦ (since hereδd

F = 20◦). The angle is
then correctly regulated to the valueφre f = 53◦.
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Figure 8: Experimental results.

In the following test, the objective consists to val-
idate the control law proposed in subsection 3.2.2
for the stabilization of the vehicle-trailer system on
a planned trajectory. To this aim, a 80m-long ref-
erence path was first recorded during a preliminary
run achieved in manual driving with the mobile robot
moving forward. Then, the path is autonomously
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Figure 9: Speed, front steering angle, andφ.

followed backward at 0.5m/s with the vehicle-trailer
system. At the beginning, the trailer starts with a lat-
eral deviation of 1m from the path to be followed.
Then, it reaches the planned path and maintains a sat-
isfactory overall lateral error about±20cm. Finally,
the reverse turn maneuver depicted in figure 8(a) is
performed with this control law. The lateral deviation,
reported in figure 11, maintains an overall lateral error
within ±20cmduring the maneuver.
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Figure 10: Reversing a vehicle-trailer system.
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Figure 11: Lateral deviation atQ (trailer axle).

5 CONCLUSIONS

This paper addresses the problem of path generation
and motion control for the autonomous maneuvers
of a farm vehicle with a trailed implement in head-
land. A reverse turn planner has been first presented,
based on primitives connected together with pieces
of clothoid, in order to ensure curvature continuity.

Next, control algorithms have been considered. When
the system is driving forward, the control algorithms
are based on a kinematic model extended with ad-
ditional sliding parameters and on model predictive
control approaches. When the system is driving back-
ward, two different steering controllers have been pre-
sented. Promising results are reported with an off-
road mobile robot pulling a trailer during reverse turn
maneuvers. In spite of a fast speed and high steering
variations, an overall tracking error within±20cm is
obtained during the maneuver.
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Abstract: This paper presents an approach for a fully automated measuring of a self-contained indoor scene in 2D using a
mobile platform. A novel sensor is used, designed for the acquisition of precise floor plan scans, mounted on an
ordinary mobile robot. The software framework is configured to optimize the accuracy and the completeness
of the acquired data. Therefore an exploration strategy is presented that finds gaps in the data and determines
the next best view in an explorative way. The scene is presented to the system as continuous line segments.
Data management builds up the gathered point cloud in a homogeneous density, using the relevant and most
accurate available information. Existing scan matching techniques are modified in a way to work robust and
precise in the scenarios expected. The framework is tested in an exemplary indoor scene. Additionally, the
scene is surveyed with a referencing system to build ground truth data and to enable an accuracy evaluation of
the developed system.

1 INTRODUCTION

Architects, craftsmen but also further occupational
groups engage in the constructional modification of
interiors. Often the basis of their work is a de-
tailed and accurate floor plan. The acquisition of the
necessary geometrical information plus the following
modeling still is a time-consuming procedure. Typ-
ically, the measuring instruments used therefore are
tachymeters or just measuring tapes. Thus an auto-
mated floor plan creation is a topic that is worth in-
vestigating.

The intention of building a floor plan at the push
of a button requires the utilization of a mobile robotic
platform. This issue implicates a number of funda-
mental tasks that have to be overcome. The existence
of a hardware framework to allow processing like the
activation of sensors or the wheels is just a basic re-
quirement. For an autonomous operation the system
has to be able to locate itself in an unknown environ-
ment based on the available sensor data. Simultane-
ously one or even several maps have to be built up out
of the collected data. The generation of a floor plan
further used by the operator, but also a representation

of the environment the robot can deal with. Normally
these are associated with each other. The system has
to know which parts of the environment still have to
be surveyed and how it manages to do that. There-
fore exploration strategies have to be applied that pro-
pose new measurement positions and determine paths
to ensure a collision-free navigation.

The paper is organized as follows. Section 2 ad-
dresses the related and previous work, section 3 in-
troduces the hardware framework of the used system.
In sections 4&5 the scan matching technique and the
exploration strategy are presented. Experiments and
results are given in section 6, followed by section 7
that concludes the paper and refers to future work.

2 RELATED WORK

There has been a lot of research work in building two
dimensional maps using robotic platforms. Thereby
a broad variation of the presented approaches can be
found, according to the already mentioned number
of tasks a robotic system must accomplish. The ad-
equate representation of the environment is one of
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the interesting subtopics. Depending on the systems
major task an occupancy grid (Elfes, 1987), feature-
based (Kuipers et al., 1993) or topological (Choset
& Burdick, 1996) maps can be the most appropriate
choice. Occupancy grids have the nature of an easy
handling, but need a lot of memory capacity. Thus
their usage comes along with an increased computing
time, especially in spacious applications. In compari-
son to that, feature-based and topological maps allow
a rapid treatment, but depict just an abstraction of the
scene.

Exploration strategies are based on these repre-
sentation types. An early approach was given by
Yamauchi in [1997]. He used a frontier-based ap-
proach that is based on an occupancy grid and accom-
plishes the exploration by classifying single grid cells.
González-Baños & Latombe presented in [2002] a
similar approach, that also observes the frontiers to
the unknown areas, but directly evaluates the mea-
sured data points. Consecutive data points are con-
nected to line segments and the obscurations inbe-
tween are filled by modeling with geometrical primi-
tives. The resulting line-like frontier models are built
for every new scan and update the global model with
a mergence. An alternative approach is given by
Schmidt et al. in [2006]. The assumption, that the en-
vironment consists of simple rectangular geometries
enables an abstraction of the collected data to geomet-
rical primitives. Exploration is pushed by checking
their topology and a sufficient observation of them.
These strategies do not suit to the aspired application
because they either primarily don’t target the com-
pleteness of data or can’t handle more complex indoor
geometries. So an alternative method had to be found,
that is presented in chapter 4.

Exploration applications require a simultaneous
map building. Thereby, the well-known SLAM-
problem, the bilateral dependancy of data registra-
tion and auto-localization, has to be considered to
deal with the geometrically imprecise maps as well as
noisy and ambigious sensor information. Various ver-
sions, how scan data can be matched to a map, were
presented in the past years (Besl & McKay, 1992),
(Lu und Milios, 1994), (Yaqub et al., 2006). State of
the art in global mapping is the usage of probalistic
methods. For robot motion and data acquisition un-
certainty models are generated at which Kalman or
particle filters are applied. In (Thrun, 2002) a general
review is given.

3 HARDWARE FRAMEWORK

The applied laser scanner is a prototype, designed for
precise indoor measuring tasks. Within a measure-
ment operation a point cloud of 3600 points can be
recorded that yields a 360◦ view of the environment.
The combination of multiple phase measurements al-
lows distance measurements with a standard deviation
of a few millimeters in a range of 7.5 meters. An in-
tegrated leveling unit adjusts the floor uneveness to
make horizontal measurements possible. Signal anal-
ysis allows a prior filtering of erroneous data.
The sensor is mounted on a custom three-wheeled
VolksBot platform provided by the Fraunhofer Insti-
tut (Fraunhofer, 2009). Data handling and sensor con-
trol is done with a notebook placed on the top of the
platform. This set-up minimizes obscurations for the
sensor. Used algorithms are implemented in Matlab
(Figure 1).

Figure 1: Hardware set-up.

4 GAP FILLING EXPLORATION

This section introduces an approach for the explo-
ration of an indoor scene in order to provide data of
the whole environment in sufficient density.

A: Representation of the Environment. The ap-
proach is based on the assumption that all occur-

Figure 2: Representation of the environment: a) mea-
sured line fragments li, b) continuous line segments
Li.
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ing surfaces can be described as continuous and self-
contained line segments Li (Figure 2b)). The envi-
ronment is assumed as static. During the measur-
ing procedure exploration is incomplete and actually
searched segments Li are just existent in fragments li
that have to be connected (Figure 2a)). A segment
ends, when no more neighboured points can be found
within a certain distance dgap. Since a phase measur-
ing sensor is used, the layout of the measuring and
exploration procedure has to be adapted accordingly.
Data can be captured just from single selected points,
while the mobile platform is resting. This causes a
typical next best view problem.

For the definition of the area, accessible for the
robot, an occupancy grid is used, composed of clas-
sified cell elements om,n (Figure 5(a)). Spatial areas
infused by the laser beams of the sensor can be clas-
sified as accessible, respectively as buffer area, if the
affected cells are arranged close to obstacles or unex-
plored regions. This is necessary because the robot is
regarded as a circular, moving item in the map. The
same grid is used for path planning. If the next mea-
surement position is determined, an A* Algorithm is
used to find an unobstructed path consisting of pass-
able grid cells to it.

The end points of li refer to gaps g(li)1|2 in the
logged data. Since these should be eliminated dur-
ing exploration they are the basic information of the
strategy. Existing approaches assume a knowledge
of the assignment U(li ↔ l j) between single gap
points building an unexplored area (González-Baños
& Latombe, 2002). This is advantegeous for the
choice of explorative measuring positions, but leads
to ambiguities if the scene consists of several line seg-
ments Li. Hence, the presented approach tries to de-
termine U(li↔ l j), but isn’t reliant on it.

B: Score Map. Potential measuring positions pm,n
arise from the set of accessible grid cells p ∈M with
M = {pm,n | cm,n =̂ accessible}. All candiate positions
are evaluated due to their explorative suitability Sp as
follows:

Sp =− f1 · k ·Dcp
2− f2

k

∑
i=1

Di
pg

2
+ f3

k

∑
i=1

Di
gg (1)

with k: number of visible gaps ∈ pm,n

The candidate position with maximum value Sp is
elected for next measurement position. To avoid un-
necessary long distances between the single measure-
ments, the euclidean distance Dcp between the current
xcur and the next position candidate xpos is considered.
Long distances lead to low evaluations. The same is
true for the distance Dpg of xpos to the visible data

gaps (see section C). Since short distance measure-
ments promise a better signal-to-noise ratio, those are
prefered. Another influencing factor describes the im-
portance of a data gap with regard to the progress of
the exploration (see section D). Here, an assumption
of gap assignments is utilized to determine the size of
the unexplored area the gap could belong to. Partial
influences are weighted individually with the factors
f1- f3.

This results in a score map, that can be overlayed
with the current occupancy grid. (Figure 5(c)) shows
this exemplarily. Bright shaded grid cells indicate a
good suitability for being the next measurement posi-
tion.

In the course of the exploration uncloseable data
gaps can occur, caused by unobservable surfaces or
adverse geometrical situations. These must not hin-
der the exploration procedure. The system has to be
able to recognize this circumstance to adapt its behav-
ior appropriately. For that reason, data gaps are pro-
vided with counters. A gap, that couldn’t be closed
after a certain number of trials, is not tried to be ob-
served any longer. That provides, that in repeatedly
observed areas these data points are contained, which
were captured from a shorter distance. Thus an inher-
itance of gaps must be intended for the case of a data
exchange.

Figure 3: Visibility of gaps.

Figure 4: Area of visibility.

C: Area of Visibility. To ascertain the visibility of
gaps, inverse visibility scans are performed. The en-
vironment of each gap is divided into radially extend-
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ing zones. Data gaps are visible along each zone up
to the point a line segment li intersects the zone or the
sensors maximum range is reached (Figure 3).

Gap visibility is confined additionally. On the
one hand, the point of view, from where gaps can
be observed, should not have a too shallow angle of
incidence regarding the surface normal, because of
signal reflection. On the other hand measuring po-
sitions should be chosen, that imply a progress of
global exploration. Therefore, a ring segment-shaped
area of visibility AoV = AoV (lsd, [α1,α2], [d1,d2]) is
definied, from where gaps can be observed (Figure 4).
AoV is aligned to~n the normal vector of lsd, the local
segment direction of the gap . To avoid object ob-
servations on the back side, ~n points at the same side
where points of li where measured from. To enable
an explorative behavior, AoV is spanned in an area
beyond~n relative to the current robot position.

D: Assignment Estimation. Gap assignments
U(li ↔ l j) are not used directly to deduce advanta-
geous measuring positions. Nevertheless, it is tried to
estimate potential connections. At least conclusions
on the size of the unexplored region, the data gaps
belong to, shall be retrieved to obtain an indicator
for their importance with regard to the explorative
benefit. So possible mismatches just lead to adverse
ratings instead of fatal misbehaviour. The estimation
is made using the hungarian method (Kuhn, 1955).
Starting point is the filling up of the square cost
matrix Cn×n, that displays a complete bipartite graph.
Assignment costs ci, j between the data gaps gn,1|2 are
given with their distances to each other. Distances of
assigned gaps are integrated in equation 1 as Dgg.

ci, j =

{
| gi−g j |, i f l(gi) 6= l(g j),

∞ else.
(2)

So gaps gn,1|2, belonging to the same line segment ln,
should not be assigned to each other. This assumption
is valid as long as there are no almost completely ex-
plored line segments Li, that could be closed. Then
the probability of mismatches is increased. Figure
5(b) shows this exemplarily.

5 SCAN MATCHING

When the next measuring position is chosen the sys-
tem has to go there. The scanner is just usable at
standstill, so odometry is the only accessible data for
motion control. In interiors its accuracy is sufficient
for collision-free navigation, but not for a direct reg-
istration of collected data, in particular when highly

precise models are to be derived. Hence a robust and
precise scan matching is necessary for updating the
current system position and to assure exact mapping.
Registration of two-dimensional point clouds can be
described as a rigid body transformation on the ba-
sis of 2 translative components Tx, Ty and a rotatory
component α. So a point P′′ can be transformed with:(

P
′
x

P
′
y

)
=

(
cos(α) −sin(α)
sin(α) cos(α)

)
·
(

P
′′
x

P
′′
y

)
+

(
Tx
Ty

)
(3)

To estimate the unknown transformation parameters
∆x̂ an adjustment according to the Gauß-Markov
model is proceeded:

∆x̂ = (AT GA)−1AT G∆per =

∆α

∆Tx
∆Ty

 (4)

A detailed description can be found in (Niemeier,
2002). Functional relationships fn between scans
have to be derived. For that perpendicular distances
∆per between data points P′′n of a new scan Dnew and
their foot points F ′n on the straight line segments s,
detected in the li of the existing data Dexs, are used.
s are derived like in (Nguyen et al., 2005). To derive
fn, ∆per is expressed using equ.3:

∆per,n =| P′′n −F ′n | (5)

Matching should take place in a manner that ∑∆2
per is

minimized. Since fn are not linear functions, approx-
imate values have to be found and the adjustment has
to be executed iteratively.
For An,3, fn have to be differentiated with respect to
the unknown parameters x:

An,3 =


a1,1 a1,2 a1,3
a2,1 a2,2 a2,3

...
...

...
an,1 an,2 an,3

 with : an,u = (
δ fn

δxu
) (6)

To give longer s a higher priority, since they are
less affected by outliers and signal noise, every fn
is weighted on the trace of the weight matrix G, de-
pending on their own length and the longest occurring
straight line segment:

G(n,n) =
| sn |
| smax |

(7)

Two essential thresholds affect the matching. First,
dline for the definition of s, designating the maximum
permitted distance of points to the best fit straight line.
Second, darea for the area on both sides of s, where
points of Dnew can be found for ∆per (Figure 6). Points
further afield are not considered.

One major difficulty in scan matching is the
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(a) Occupancy grid. (b) Gap assignment. (c) Score map.

Figure 5: Score map determination.

Figure 6: Scan matching with iterative stronger
threshold restriction: 1) darea, 2) straight line segment
s, 3) perpendicular disances ∆per, 4) new scan data
Dnew, 5) existing scan data Dexs.

choice of adequate thresholds. While weak thresholds
entail a lower accuracy, a more strictly selection is at
the expense of robustness. This led to the implemen-
tation of an iteratively exerted matching, where dline
& darea are restricted increasingly by halving. This
is iterated as long as there can be found enough line
segments in Dexs with a certain minimum length and
a sufficient variation in their orientation. The latter is
necessary to avoid a degree of freedom in any spatial
direction. In this way it is achieved that just straight-
est lines and the points in their closest neighbourhood
are used for matching.

6 EXPERIMENTAL RESULTS

The system setup was tested in a interior scene of
ca.150 m2, consisting of several rooms and cleared
out (Figure 7). Based on 93 measurements a point
cloud of around 15k points was drawn up. Thereby
the system covered a distance of just over 160 meters.
Parameters and thresholds according to Table 1 were
used.

Table 1: Parameter settings for test environment ex-
ploration.

Parameter Value Description
darea (ini-
tial)

5cm distance to s, where points for ∆per are con-
sidered

dline (initial) 2cm maximum distance of points to the best fit
straight line

f1 1.3 weighting of the distances to pm,n
f2 1 weighting of the distances to g(li)1|2
f3 0.6 weighting of gap assignment assumption
dgap 2cm minimal data gap distance =̂ model density
sgrid 0.1m edge length of grid cells om,n
vcounter 3 maximum number of trials to eliminate a gap
α1 5 angular intervall for area of visibility
α2 60 angular intervall for area of visibility
d1 0.3m spacing intervall for area of visibility
d2 7.5m spacing intervall for area of visibility

In principal, exploration of all rooms was success-
ful. Deficits can be observed with regard to the effi-
ciency. One issue are seesaw changes between zones
interesting for exploration, e.g. measuring positions
10, 11 & 12. Also notably is the high amount of mea-
surements on the left side of the scene. This was
caused by finely structured heatings, that were in-
stalled there. These led to many obscurations in the
scanner data and thus to data gaps the system tries to
close. To be able to conclude about the systems accu-
racy, ground truth data were recorded by generating
a model of the same scene with a tachymeter1. Same
points were tapped manually from the model the mo-
bile system generated. Both models were overlayed to
ascertain difference vectors. Coordinate differences
possess a standard deviation of s0 = 5.2mm with max-
imal deviations of 1.2cm (Figure 7f)). As one can see,
the alignment of vectors shows no significant system-
atic influence of errors. darea & dline in Table 1 and in
the example of Figure5 differ. As Figure5 is for illus-
trative purpose, thresholds are set stricter in practise.
A rough pre-matching step is made then to overlay the
data already relatively accurate for higher robustness
against errors. Therefore the algorithm of (Winkel-

1Leica TPS400 accuracy: -distance: 2mm+2ppm -angle: 5′′
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Figure 7: Test environment: a) model data, b) differ-
ence vectors to tachymeter model, c) path, d) succes-
sion of measuring positions, e) background, shaded
dependend on the point of time, the area was declared
as passable, f) histogram of differences to tachymeter
model.

bach et al., 2004) was adapted to the present condi-
tions.

7 CONCLUSIONS

This work introduces an approach for automated ex-
ploration and mapping of interiors. Experiments
showed that the system can deliver floor plan data of
high accuracy. To our best knowledge no previous
work on robotic 2D mapping could prove a compa-
rable accuracy. This is attributable to the sensor, but
also to the applied matching method. Mapping and
localization is done via scan matching solely, in con-
strast to many current approaches. So spacious en-
vironments cause difficulties for the approach, since
e.g. loop closing scenarios (Stachniss et al., 2004)
are not considered here. But the approach is demon-
strably powerful as long as the interiors size is limited
and there are enough geometrical landmarks existent
to deliver constraints to the matching, what both is the
case for small office environments. The exploration
strategy presented allows a complete observation of
the scene, but its efficiency is improvable. So future
work will engage in implementation of higher-level
strategies for exploration planning and control.
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Abstract: We introduce an intuitive way of controlling a manipulator. This control should fulfill several constraints like
low room consuming and operable in a short time. With this constraints in mind we chose an inertial sensor
based motion capturing system. Such systems have to be adapted to the user. We present a method to adapt
the system by a fast calibration while it is been used. The calibration does not require specified given motions.
The soundness of the system is shown in synthetic and real experiments.

1 INTRODUCTION

Interactive manipulation of their environment is an es-
sential task for robots. To provide a good tool for ma-
nipulation in most cases robots are equipped with a
robot arm. Controlling such a manipulator is a chal-
lenging task, especially if it should be remotely con-
trolled. The operator usually has an impression about
the environment by video only. Based on this few in-
formation he has to perform complex motions with
a manipulator. Controlling each joint separately de-
mands long previous training and high concentration.
The operator has to plan a sequence of motions for
each joint in advance. The difficulty of these opera-
tions is raised by the fact that it may be necessary to
re-adjust the joints during the motions.

As part of danger defence and disaster response
exploring a potential dangerous area without exposing
persons becomes more and more important. On one
hand, threats by terrorist groups can cause great dam-
age with relatively small effort. On the other hand,
disasters in industrial areas may release dangerous
and not easily detectable chemicals (TICs). If such an
emergency occurs, information about what has hap-
pened and how the situation is developing is crucial

for an effective response. Here robots can help to ac-
quire desired information without exposing personnel
to unknown risks. Such robots can be equipped with
several sensors to identify different threats. But often
it is just as important to manipulate the environment.
This may occur e.g. if a suitcase has to be opened, or
a sample has to be taken for analysis.

Nowadays most robots, which are meant to be
used within a disaster area are at least partly remote
controlled. So the operator has no direct line of sight
to the robot and the area the robot is working in. Be-
ing reliant on only few sensors (like a camera) com-
plex manipulations have to be executed. Often such
tasks are time critical and far away from any available
infrastructure. Therefore the needed control method
for the robot arm has to fulfill several constraints: In-
tuitively usable, can be employed quickly, space sav-
ing and easy to transport, and pose only small restric-
tions to the mobility of the user

In this paper we present a method to steer the ma-
nipulator directly by the operator’s movements with-
out the need of an exoskeleton. We use five iner-
tial sensors to capture the motions of the operator.
The most important part in our system is the auto-
calibration which makes an exact sensor placement
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unnecessary. In fact we only need to know roughly
where the sensors are positioned.

The remainder of the paper is organized as fol-
lows: In section 2 related works are presented and dif-
ferent ways of remotely controlled manipulators are
shown. In section 3 the problem and its constraints
are described while section 4 shows the preprocess-
ing of the sensor signals. The automatic calibration
for our inertial sensor based motion capturing system
is presented in section 5, followed by the robot arm
control mechanism in section 6. Section 7 presents
results of the calibration as well as its effect on the di-
rect manipulation controls. The paper closes with our
conclusions.

2 RELATED WORK

2.1 Robot Arm Control

Industrial robots are the prime example of the mar-
ket’s demand of manipulators. But also in mobile
robotics the control of manipulators is essential. Here,
in contrast to the industrial robots, the movement is
not predefined and has to be adapted to the situation
and the task. So, in the course of time several dif-
ferent methods for controlling a manipulator were de-
veloped. Roughly those methods can be divided into
remotely controlled and autonomous movements.

Remotely controlled drives have the advantages
to fall back on the decision of the operator. Al-
though there is no need of autonomous decisions the
system has to provide the operator with full control
and information needed for the motion task. Within
the remotely controlled manipulators, methods can be
distinguished by their input devices, e.g. joysticks
(some mentioned in (Laycock and Day, 2003)). From
standard joysticks to those with force feedback, the
boundaries to master-slave control mechanisms are
fluid.

The idea to couple a control mechanism directly
to the manipulator is rather old (e.g. (Goertz, 1954)).
Such master-slave approaches have some advantages
like being very accurate and the operator is always
aware of the motions the manipulator will perform.
Additionally, master-slave controls are able to pro-
vide the operator with haptic feedback. So there can
be more resistance within the master device if the ma-
nipulator will be near to an obstacle or it is possible
to feel the structure of a surface (e.g. (Tachi et al.,
1990; Yokokohji and Yoshikawa, 1992)).

In-between master-slave devices and joysticks,
there are exoskeletons. Such devices are worn by the
operator. Exoskeletons are available for just a limb

(e.g. an arm) or as whole body device (Bergamasco
et al., 1994). Its advantages are a very precise recon-
struction of the human motion and, compared to the
master-slave approach, less space is needed. But due
to the stiff construction, those exoskeletons prevent
the operator from performing movements in a natural
way.

Motion capturing is another approach to control
a manipulator by reconstructing human movements.
(e.g. (Miller et al., 2004; Pollard et al., 2002)). Ap-
proaches range from camera based motion capturing
(with active or passive markers) to motion capturing
with inertial sensors.

2.2 Motion Capturing with Inertial
Sensors

Many techniques for capturing human motions have
been developed in the last decades. Most of these
techniques suffer from several disadvantages: they are
not portable, need complex calibrations, or have dis-
turbing exoskeletons. A good overview over the most
important techniques is given in (Welch and Foxlin,
2002).

In the last years inertial sensor systems have be-
come more popular for many applications. They are
used for action recognition in games (Slyper and Hod-
gins, 2008), and for detection of typical or similar pat-
terns in medical applications (Sabatini et al., 2005;
Chang, 2006). A lot of work has been done on par-
tial motion capturing, where only special parts of the
body, as upper limbs for example, are considered. In
this area applications like home rehabilitation sys-
tems (Zhou et al., 2006; Zhou and Hu, 2007; Tao
et al., 2007) or robot controllers (Miller et al., 2004)
have been developed. For tracking applications sev-
eral systems based on fusion of inertial sensors and a
variety of other systems have been introduced (Foxlin,
2005). For full body motion capturing a portabel
system based on inertial sensors combined with an
acoustic system was designed (Vlasic et al., 2007).
Since Nintendo introduced the Wiimote in 2006 a lot
of applications were developed (Schou and Gardner,
2007; Lee, 2008; Shiratori and Hodgins, 2008), while
low cost sensors are available for mass market appli-
cations.

All these applications have to face similar techni-
cal difficulties. The data of inertial sensors are noisy
and may contain a drifting. This problem is tack-
led using some basic techniques in all applications.
Kalman filters are widely used for an optimal estima-
tion based on data of multiple sensors (Vlasic et al.,
2007; Zhou and Hu, 2007; Tao et al., 2007; Shira-
tori and Hodgins, 2008), especially when different
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Figure 1: Positioning of the five inertial sensors on the right
arm. Each joint is assigned to one sensor. The sensor on the
shoulder is used as fix point.

types of sensors are combined. A Monte Carlo op-
timization can be used as basis for the estimation of
positions and orientations (Zhou et al., 2006). For
recognition of typical patterns in acceleration data
classical signal processing techniques, like phase de-
tection (Sabatini et al., 2005) or frequence analysis
by Haar wavelet transformations (Slyper and Hod-
gins, 2008) have been employed. To estimate the di-
rection of gravity several heuristics have been devel-
oped (Miller et al., 2004; Foxlin, 2005).

3 PROBLEM DESCRIPTION

To directly control the robot manipulator, the move-
ment of the whole human arm has to be reconstructed.
Therefore, we used four inertial sensors. One for each
part of the arm: Upper arm, lower arm, hand, and fin-
gers. A fifth sensor is needed to be positioned on the
shoulder as a fix point (see Figure 1). The sensors pro-
vide their orientation but no information about their
position in space. If the setup of the human arm and
each sensor positioning on that arm is known, then it
is possible to compute the arm configuration:

Let Gi be the missing position for the i-th joint, qi
the orientation measured by sensor i and si the length
of the segment i (from joint i to i+ 1). Rqi(v) is the
rotation of vector v around qi. Then the desired posi-
tions of each joint are:

G0 = [0,0,0]T (1)

Gi = Gi−1 +Rqi([si,0,0]T ) (2)
Those equations needs the sensors to be oriented

in direction of the bone it is connected to. Unfortu-
nately the positioning of the sensors in reality is not
as accurate as it is needed. So each sensor has a bias
to the desired positioning. Figure 2 shows such a sit-
uation. Assuming the positioning is accurate, the ori-
entations of the sensors imply a bended arm. When
taken the faulty positioning α and β into account it can
be recognized that the original arm configuration cor-
responds to a stretched arm. If the sensors are placed

without calibration with calibration

Figure 2: Imprecise positioning of sensors will cause false
reconstruction of movements. Assuming the sensors are
placed carefully the orientation implies a bended arm (left).
When knowing that the sensors are placed faulty by an angle
α and β the arm has to be reconstructed as streched (right).

carefully on the human arm, the result will be alright
but not very precise. But for a trustworthy and accu-
rate result it is important to know the difference be-
tween the bone orientation and its corresponding sen-
sor.

When the system is calibrated, the reconstructed
motions of the operator can be used to control the ma-
nipulator. As the used manipulator (and many robot
arms currently available) has not the same morpholo-
gies as the human arm, it is not possible to map the
reconstructed joint angles directly to the robot. So
another mapping has to be found. We used a simple
mapping by directly using the position and orienta-
tion of the operator’s fingers. These informations are
easy to compute with the calibrated arm model. As
the finger’s position is related to the shoulder, it can
be used to provide a target for the manipulator’s tool
center point (TCP). This means that there will be no
direct correlation between the pose of the human arm
and the manipulator but a correlation between the po-
sition of the fingers and the TCP.

4 SIGNAL PREPROCESSING

We use two different types of sensor data provided
by the inertial sensor system. First, we get orientation
data which are used to perform forward kinematics on
our arm model. Second, we obtain acceleration data
which are used for the calibration. While the orienta-
tion data is reliable over long time periods the accel-
eration data is more noisy and is afflicted by drifting.
In this section we show how we proceed with these
artifacts in our sensor data.

4.1 Removing Noise

We have to remove noise on both sensor signals: The
orientation data and the acceleration data. Both data
types have a high frequency noise. To reduce this
noise, we used a standard binomial low pass filter. As
the velocity signal is a function in the position space,
a filter with a window w = 20 data points is chosen.
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Figure 3: Velocity data for the three axis. Without zero
velocity updates the data show a clear drift (red), with zero
velocity updates the drift is visibly reduced (blue).

Since the orientations are represented by quaternions,
we employ a smoothing filter to the orientation data
like it is described by (Lee and Shin, 2002) in order
to achieve reliable data.

4.2 Removing Drifting

The acceleration measurements include the gravita-
tion. These so-called local accelerations have to be
converted to global acceleration, i.e. accelerations
without gravitation. When using the sensor orienta-
tion to remove acceleration caused by gravity, small
errors in the orientation accumulate to large drifts in
the rotational acceleration.

We can efficiently remove drifting by apply-
ing zero velocity updates (ZUPT) introduced by
(Grejner-Brzezinska et al., 2001). Regardless whether
we know the exact positions and orientations of our
sensors: If the orientations do not change neither will
the positions. We computed the velocity of each joint
of our arm model. If these velocities are slower than a
threshold (we use 0.05m

s ) we presume that the arm
is not moving, i.e. its accelerations are zero. The
measured non zero accelerations at these zero veloc-
ity points describe how the data have drifted. We use
these information to correct the acceleration between
two zero velocity points by changing the accelerations
linearly. Some results of this method are given in Fig-
ure 3. Without zero velocity updates the data show a
clear drift away from the zero line, with zero velocity
updates the drift is visibly reduced. It shows that the
sensor drifting can be removed clearly. Note that this
technique is an offline strategy. However, this is no
drawback, since we need the acceleration data only
for the calibration of the sensors. For reconstruction
we only use the orientation data, which do not have
any drifting at all.

5 SENSOR CALIBRATION

The goal of our calibration is to detect the sensors’
positions and orientations on the operator’s arm auto-
matically. Figure 2 shows the importance of this step,
since a wrong bias may lead to faulty reconstructions
of the arm motions. During our calibration step we
use a model of the human arm. This model consists
of four by spherical joints connected segments corre-
sponding to: Upper arm, lower arm, hand, and fin-
gers. We assume that the first joint of the model con-
nects the upper arm to a world coordinate frame. This
model contains also simulated sensors on each seg-
ment. Based on the models movement simulated data
can be acquired. The calibration goes on as follows:

1. Recording of calibration motion

2. Signal preprocessing (see section 4)

3. Apply measured orientations to the model (move
the model)

4. Derive simulated data from model

5. Compare simulated data with measured data

6. Change parameters of the arm model to minimize
the error. Continue with step 3.

Step 3 to 6 are repeated until the resulting error is
small enough. So the calibration can be expressed as a
optimization problem, where the distance between the
measured data and the data derived from the model is
minimized:

min
~t,~q,~s

D
[
Dsensors,D model(Osensors,~t,~q,~s)

]
, (3)

where:

• D is some distance function

• Dsensors are data computed from the measured ac-
celerations of the sensors

• Dmodel are data computed with the arm model
which depends on:

– Osensors are measured orientation data
– ~t position of each sensor on its corresponding

segment
– ~q orientation of each sensor with respect to its

corresponding segment
– ~s length of each segment

5.1 Optimization Problem

The optimization crucially depends on two different
parameters. First the distance function D . This func-
tion defines the similarity of two data sets D. As we
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have to compare data of different quality (i.e. posi-
tion, orientation and length) different distance func-
tions have to be considered. The actually used func-
tion D may consist of one or any combination of dif-
ferent distance functions. The adequate combination
for our problem will be determined in the results. The
three chosen basic distance functions are:

DE =
√

(Dsensors−Dmodel)2 (4)

Dcos = arccos
(〈

Dsensors

‖Dsensors‖
,

Dmodel

‖Dmodel‖

〉)
(5)

Ddir = ||Dsensor−Dmodel| | (6)

The second important parameter of the optimiza-
tion problem is the kind of data D we use. For the
optimization we only use measured acceleration data
and quantities deduced from the acceleration. Hence
the usable features are:

• aG: local acceleration (measured data from sen-
sors)

• a: global acceleration (without gravitation)

• v: velocity

• p: position

Although all the deduced features are computed from
the local acceleration, there is a difference in qual-
ity. As mentioned above the global acceleration is
computed using the measured orientation. There-
fore, methods like zero velocity updates are applica-
ble. The velocity data v are obtained from integrating
a and are smoother which could result in a more stable
optimization. By additional integration we obtain po-
sition data p, which leads to a further generalization.
So D may be any combination of those features.

The goal is to get Dsensors, the measured data, and
Dmodel, the results from the model with respect to the
chosen distance function as similar as possible. The
movements of the model are produced by orienta-
tion data Osensors. The arm model is configured by
the segments length, position and the orientation of
each sensor. Depending on this configuration the for-
ward kinematics of the arm induced by Osensors results
in a specific movement. This movement generates the
data Dmodel. This constitutes a non-linear optimization
problem which we solved by using the Levenberg-
Marquardt algorithm.

5.2 Calibration Motion

The result of the calibration step depends on the un-
derlying movement. There is no need for specific
given motion that has to be performed. However,
the calibration motion should cover movements in

Figure 4: The used manipulator. Originally it is mounted
on an EOD robot.

any degree of freedom, if possible. As the calibra-
tion movement is used to determine the arm param-
eters, a wide range of different motions will result
in a well defined solution. Also it is expected that
the optimization process will converge faster. In gen-
eral to provide better results the calibration motion
should include fast movements, pauses (for zero ve-
locity updates) and movements in any possible direc-
tion. Note that the main part of the movements should
be faster than the ZUPT threshold, otherwise the cali-
bration might be unreliable. Experiments show that
calibration movements of less than one minute are
sufficient.

6 ROBOT ARM CONTROL

The manipulator used in our experiments is the robot
arm normally mounted on the teleMAX robot of the
manufacturer Telerob. The configuration is similar
to a human arm, with two differences. First, it is
equipped with a telescope joint. Second and more im-
portant, it is rotated by 90 degrees so that the shoulder
does not turn vertically but horizontally (see Figure
4). The robot arm is equipped with a so called TCP
control. With its help the tip of the gripper can be
moved along and rotate around all axis. Every move-
ment command is related to the point of origin in the
shoulder joint. Using the inertial sensor based recon-
struction of the human arm, the finger position can
be determined and send to the manipulator. The goal
of the presented control system is to give the opera-
tor a feeling for the movements of the manipulator.
Therefore, the relation of human actions and robot re-
actions must be visible to the operator. If a movement
is performed by the operator the manipulator has to
react and imitate this movement. When designing the
controler, one has to be kept in mind that the used ma-
nipulator is not able to perform movements as fast as
humans.
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To let the manipulator perform a similar trajec-
tory as the operator, a list of end effector positions
could be implemented. While the human performs
the movement such a list is filled and the manipulator
will move to the given end effector positions as fast
as possible. We decided not to use such a technique
because of the speed gap between operator and ma-
nipulator. Experiments showed that in our setup there
is no feeling of being directly coupled to the manipu-
lator. The manipulator will be more and more behind
the operator’s movements. Therefore, we decided to
implement a direct transmission of the current opera-
tor’s arm position. This provides the operator with a
feeling of being directly connected to the manipulator
and, in contrast to the list, it is possible to interrupt a
not desired movement. But to define a trajectory the
TCP has to follow, the operator has to move in the
same speed as the robot does. Otherwise only target
points are given, which the robot tries to reach on a
linear way.

Fully stretched the manipulator has a range of
about 1.50 m, more than a human arm. To achieve the
full length of the manipulator, there must be a scaling
function between the human motion and the manipu-
lator movement. In experiments with different users,
seemed to scaling the up-down direction (the z-axis)
provided an unnatural feeling. Scaling in x- and y-
axis seemed to be no problem to adapt to. So a scal-
ing for x- and y-axis is used to allow the operator to
use the whole operation range of the manipulator. We
decided not to use any scaling for the z-axis.

7 RESULTS

7.1 Calibration of Synthetic Examples

To test the calibration and the used optimizer, we first
used synthetic data. The synthetic data were produced
by the arm model. Here for, the model is moved
and the simulated sensors provide us with accelera-
tion and orientation data. As stated in Section 5 the
calibration mechanism has to find the correct posi-
tioning of each of the four sensors and the length of
the segment corresponding.

To check whether the optimizer can find the cor-
rect configuration we performed several experiments.
On the one hand, we tested situations where only one
of the parameters is erroneous. On the other hand we
have configurations where all three parameters were
unknown. For example we tested the calibration of
the system with sensors erroneous in orientation. So
the model was build up with the sensors in orientation
not equal to the segment’s orientation. Movements

Figure 5: Some example results for calibration of synthetic
data with all three parameters faulty. E(tr) is the error of the
positioning of the sensors, E(ori) the error of the orientation,
E(len) the error of the segment length.

were simulated and the sensor data computed. These
sensor data were now used by the optimizer. It knows
where the sensors are and how long each segment is.
It does not know in which orientation the sensors are
mounted. The experiment shows that the optimizer
was able to determine the sensors’ orientations. The
described experiment was repeated with each parame-
ter being erroneous and also with all three parameters
erroneous.

As the optimizer itself is also parameterized, the
output depends on the chosen combination of distance
functions and the features chosen (see Section 5). To
check which combination of distance functions and
features is adequate to solve the problem, we tested
every possible combination on the synthetic data. In
figure 5 some results are given for the experiments
with all three parameters erroneous.

There are some combinations which are not suit-
able to use but it shows that there are several differ-
ent combinations of metrics and features which en-
able the optimizer to find the original arm configura-
tion. This shows that the method is able to find the
correct configuration in general. The next step is to
see whether the system is also stable with real data.

7.2 Calibration of Real Sensor Data

To test how the calibration step is effective to the mo-
tion reconstruction on real data a ground truth is nec-
essary. We used an optical motion capturing system
to compare the real movement of the operator with
the uncalibrated and calibrated reconstruction from
our system. In Figure 6 two example movements are
shown. The red crosses show the finger positions
(used as target position for the TCP of the manipu-
lator) of the uncalibrated system. The green circles
show the calibrated reconstruction. The blue dots rep-
resent the data from the optical system. In the left
picture a wiping motion is shown. The right digram
shows a gripping motion. In both examples the cali-
brated system performs more precise with respect to
the ground truth.

To show the effect of calibration to the motion re-
construction we used a poorly positioned system to
reconstruct a stretched arm. In Figure 7 the wrong
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Figure 6: Comparison between an optical MoCap system as ground truth and our inertial sensor based system. The red
crosses: finger positions of the uncalibrated system, green circles: calibrated reconstruction, blue dots: optical system.

Figure 7: Arm model before and after calibration. The underlying pose is a stretched arm. As the sensors on upper and lower
arm were not well orientated, the uncalibrated model returns a bended arm. After calibration the model shows are pose much
more alike the operator’s actual arm configuration., a stretched arm. Left picture shows view from above, right picture from
the side.

reconstruction can be seen. This flexed position hap-
pens due to the fact that the model expects the sensors
to be aligned to the orientations of the segments. Af-
ter the calibration step the model is very close to the
real pose, but with a small error in the bended elbow.

7.3 Control

To show that the presented method in general is ade-
quate to control the manipulator we had different per-
sons to perform several tasks. Those tasks were:

• Perform an infinity symbol

• Push a small log from the corner of a table

• Grip the log, (whereas the opening of the gripper
is only slightly wider than the logs diameter)

Half of the users had never used this control method
before. They had to perform each of the tasks twice.
Once without any training, and once after some train-
ing. The results can be seen in Table 1 and 2.

Here you can see that, even totally untrained, most
users were able to use the manipulator in the desired
way. In fact the untrained test persons have a lower
failure rate as the trained people. This may result from
the ambitions of the trained people to be faster. This
seems to make them more careless.

Table 1: Performance of untrained users with the control
system.

task successful failure average time [s]
infinity 8 0 37
Pushing 8 0 49
Gripping 7 1 52

Table 2: Performance of fairly trained users with the control
system.

task successful failure average time [s]
infinity 14 0 34
Pushing 13 1 31
Gripping 12 2 35

Often expressed criticism was the gap between the
speed of the manipulator and the human arm. Most
users needed some time to adapt to the much slower
manipulator. So we expect better results when using
a more agile manipulator.

8 CONCLUSIONS

In this paper we presented a control method for a
robot arm. The main requirements to fulfill were an
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intuitive control, simple usage, and little space con-
suming. Our system based on inertial sensors to be
worn on the operator’s arm. With the help of an au-
tomatic calibration function, the exact placement of
these sensors can be found, which makes an exact
placement obsolete. Hence, equipping the system is
rather simple and fast. The system is able to recon-
struct the motion of the operator and therefore, send
them to the manipulator. This results in a direct mo-
tion control where the user steers the TCP of the ma-
nipulator with his own movements. First experiments
showed that even untrained persons can use the con-
trol system to fulfill certain tasks.

However, the system showed some points to im-
prove, especially in its intuitive use. As it took a lot
of time to get used to the fact, that the operator only
steers the TCP but not the morphologies of the arm,
a next step in development will be to map the recon-
structed joint angles of the human arm to the joints of
the manipulator to achive a similar manipulator con-
figuration compared to the operator’s pose. Also a
continuous calibration could be useful. The calibra-
tion as it is designed showed no reason not to be used
parallel to the steering task. This enables the system
to react to changes e.g. a loose sensor or changes in
the magnetic field. Here experiments are necessary to
show if the system stays stable.
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Abstract: The ability to detect humans is an important skill for service robots, especially if these robots are employed in
an environment where human presence is constant, for instance a service robot which works as a receptionist
in the hall of a hotel. The principal aim of the proposed method is to estimate the human position using data
provided by a Laser Range Finder (LRF). The method utilizes two Finite State Machines (FSMs) to detect
some leg patterns and, after that, it computes the probability of being a pair of legs for each detected pattern.
In order to validate the proposed method some experiments were performed and are shown.

1 INTRODUCTION

In recent years, great effort has been done in order
to improve Human-Robot Interaction (HRI) research
field. Researchers such as Bellotto and Hu (Bellotto
and Hu, 2009) claim that the studies of HRI are cur-
rently some of the most fascinating research field in
mobile robotics, and Bekey (Bekey, 2005) empha-
sizes the idea that cooperation and interaction among
men and robots are the big challenges of the next
years. Because that, the robots which will interact
with humans must have the skill to detect people. This
ability will enable robots to understand better and an-
ticipate human intentions and actions (Arras et al.,
2007). The main purpose of our work is to develop
a laser-based human detection in order to allow a mo-
bile robot to interact with people.

There are many researches concerning people de-
tection using laser scanners. The work done by (Car-
ballo et al., 2009) introduces a method for people de-
tection around a mobile robot using two layers of laser
scanners, thus two sets of features for each person
are detected. Based on these features and a previous
knowledge about human body shape, the human de-
tections is performed. In (Fod et al., 2002), the au-
thors present a technique to track moving objects in
a workspace covered by multiple lasers. The method
to detect people shown in (Arras et al., 2007), uses
a supervised learning technique to create a classifier
that facilitates such detection. The classifier is trained
using AdaBoost method. A way to detect line and cir-

cles from laser data in an indoor environment is in-
troduced by (Xavier et al., 2005). The authors still
perform leg detection by considering it as a circle
with some particularities like the diameter of the cir-
cle. The approach to track multiple moving objects
shown in (Schulz et al., 2001) uses laser data and
combines particle filters with existing approaches to
multi-target tracking. The system uses leg detection
and occupancy grids to detect people. Topp and Hen-
rik (Topp and Christensen, 2005) introduces the “Hu-
man Augmented Mapping” which represents an inte-
gration of automated map generation with learning of
environmental concepts. They propose a method sim-
ilar to the one presented in (Schulz et al., 2001) with
the difference that their method allows handling peo-
ple standing still, which is useful for interaction.

The authors of (Cui et al., 2005) present a system
that employs multiple laser scanner and one camera
to track multiple persons. They track people through
a meanshift method and laser tracking and fuse these
two information using a Bayesian formulation. The
work presented in (Müller et al., 2007) implements a
fusion of laser, sonar and vision data to find and track
people by a mobile shopping assistance robot. A sys-
tem to track people in real time in uncontrolled envi-
ronments is presented in (Scheutz et al., 2004). This
system combines leg detection based on laser data and
face detection implemented in the specialized hard-
ware cellular neural network (CNN) universal ma-
chine. Reference (Bellotto and Hu, 2009) presents a
multisensor data fusion techniques for tracking peo-
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ple by a mobile robot using a laser scanner and one
monocular camera. They extract the features from a
laser scanner and look for some leg patterns. Vision is
used for face detection and the human tracking is per-
formed by fusing the two different sensor data. Luo
et al. (Luo et al., 2007) describe a method to find and
track a human using a monocular camera, which is re-
sponsible for finding the human face, and a laser scan-
ner assembled on their robot, whose function is to find
human body and arms. The data sensor is fused by
statistical independence. In (Kleinehagenbrock et al.,
2002) a hybrid method for integrating laser range and
vision data is presented. They use the laser data to de-
tect human legs and colored images to find skin color
and face. These information are fused to better per-
form the human tracking.

The approach we present in this paper is focused
in detecting human legs using a laser scanner and to
determine their position. If the legs detection is posi-
tive, the robot starts interacting with the human. Our
method to detect legs is similar to the approach devel-
oped in (Bellotto and Hu, 2009). Their system finds
human legs after identifying some legs patterns that
correspond to legs apart, forward straddle and legs to-
gether. In our case, only two patterns are considered
legs apart and legs together. In order to find these
two patterns we implemented a Finite State Machine
(FSM) and for each pattern found we calculate the
probability of being a pair of legs. The advantages of
the proposed method are the low computational cost
(the implemented method performs each detection in
approximately 35ms), the simplicity (it only uses two
FSMs and a probability function to classify a pair of
legs) and the low quantity of parameters that need to
be estimated (the distance between the legs and the
difference between their widths).

The remaining of this paper is organized as fol-
lows. Section 2 presents the method to find human
legs using a laser scanner. Section 3 illustrates the
results of some performed experiments and, at last,
the conclusions and future work are presented in Sec-
tion 4.

2 LEGS DETECTION

The method to detect legs that we are going to present
extracts features from a laser scanner and, as the
method shown in (Bellotto and Hu, 2009), identifies
patterns relative to the legs posture. These patterns
correspond to the following situations: legs apart
(LA) and two legs together (LT). The structure of the
legs detection algorithm can be seen in Figure 1.

In order to determine the most common leg posi-
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Analysis
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Figure 1: Structure of the proposed algorithm.

tion when a person stops and talks to another, some
people were observed. Figure 2 illustrates these situ-
ations.

(a) (b) (c)

(d) (e) (f)
Figure 2: Legs position. Legs apart (a)-(c). Legs together
(d)-(f).

2.1 Transitions Array

The distance measures provided by the laser scan-
ner are stored in an array X = [x1,x2, . . . ,xN ] where
xi is each distance measure captured and N is the
total number of readings. After that, an array with
the difference between two consecutive measures
(Ẋ = [ẋ1, ẋ2, . . . , ẋN−1]) is calculated as ẋi = xi+1 −
xi, with i = 1,2, . . . ,N − 1. Then, the array Z =
[z1,z2, . . . ,zN−1], which stores the transitions related
with each measure in xi, is built. Z is created based
on X , Ẋ , Rmax and δ, where Rmax is the maximum
distance we are considering for the measures done by
the laser scanner (2m in this case) and δ is a distance
threshold. We define five different transitions:
• Transition 0: |ẋi|< δ and xi = Rmax;
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• Transition 1: |ẋi|> δ and ẋi < 0;
• Transition 2: |ẋi|< δ and xi 6= Rmax;
• Transition 3: |ẋi|> δ, ẋi > 0 and xi 6= Rmax;
• Transition 4: |ẋi|> δ, ẋi > 0 and xi = Rmax.

Figure 3 illustrates these five transitions. The
dashed line indicates the maximum measure, i. e.,
2m.

0 0

1

2
3

2 4

Figure 3: Defined transitions.

2.2 The Finite State Machines

After generating the array Z, it is performed a search
for leg candidates (LCs). These candidates are the re-
gions in Z that starts with a Transition 1 preceded by a
Transition 0 and finish with a Transition 4. Each can
be pre-classified either as single leg or as pair of legs
together candidate as follows. A LC is pre-classified
as a single leg if the distance between the extremities
is in the range (5cm,15cm). If this distance is big-
ger than 15cm and smaller than 32cm the LC is pre-
classified as a pair of legs together. Otherwise the LC
is discarded.

Once this pre-classification is accomplished, the
LCs are verified by two FSMs. One of them looks
for the LA pattern and the other for the LT. Each
state of these machines receives as input a value be-
tween 0 and 4, which represents the transitions al-
ready mentioned. A LA pattern is defined as a se-
quence 012401240 (Figure 4(a)-(c)), where the num-
bers represent the respective transitions. The LT pat-
tern can assume three different sequences: 0121240,
01240 and 0123240 (Figure 4(d)-(f)).

The patterns shown in Figure 4 correspond to the
legs position that appear in Figure 2.

Figures 5 (a) and (b) show, respectively, the FSMs
for detecting the LA and LT patterns. To simplify, the
inputs that take the FSMs to an invalid state are not
drawn in the schematics shown in those figures.

Notice that the numbers close to the arrows that
link the states are in the form input/output, where the
inputs are the values of the transitions in the vector
Z and the output can be either 0 (the pattern was not
identified) or 1 (recognized pattern).

2.3 Legs Probability

Once the detected patterns are classified by the FSMs,
some characteristics of the pair of legs are extracted
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Figure 4: Leg patterns. Legs apart (a)-(c). Legs together
(d)-(f).
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Figure 5: Finite State Machines. Legs apart (a) and legs
together (b).

in order to determine a probability of being legs, such
as the distance between the extremities (E) and the
difference between the width of each detected leg (L).
This probability was introduced to avoid situations
where, for example, there are two people near the
robot, one of them at the left extremity and the other
at the right extremity and, moreover, only one leg of
each one is detected. In this situation, the FSMs will
classify these legs as a pair of separate legs, but since
they are far from each other, they have low probabil-
ity of being a pair of legs which belongs to the same
person. Moreover, if a person stands still in front of
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the robot with legs apart and using a walking stick, it
could be interpreted as a leg. However, as the walk-
ing stick is thinner than a leg, it will not happen due
to the probability of being legs. This probability is
calculated as,

P(E,L) =
[
1− tanh

(
(κL)3

)]
exp
(
− (E− Ē)2

2σ2

)
,

(1)
where L is the difference between the width of each
leg, E is the distance of the exterior extremity of two
consecutive legs and κ is a positive constant. The av-
erage distance of human legs when they stop in front
of the laser and the standard deviation are given by
Ē and σ, respectively. Figure 6 shows the probabil-
ity of a pattern to be a pair of legs apart according to
variables E and L. For the situation where a pattern is
classified as a pair of apart legs by the FSMs, the pa-
rameters of Eq. 1 are Ē = 0.3037m, σ = 0.028m, oth-
erwise the values are Ē = 0.25m, σ = 0.0268m. The
adopted range for the variable E is [0.15m, 0.45m]
and for the variable L is [0, 0.1m]. The value of κ does
not change no matter the situation and it is κ = 15.
The graphic of being a pair of legs together is similar
to the legs apart and is not shown.
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Figure 6: Probability of being a pair of legs apart.

By observing the graphic presented in Figure 6, it
can be seen that the probability assumes its maximum
value when L is zero and E is equal to Ē.

3 EXPERIMENTAL RESULTS

The experiments were performed in an indoor en-
vironment using a mobile robot Pioneer 3-AT from
ActivMedia, equipped with a laser scanner Sick
LMS200. Even though the laser scanner provides dis-
tance measures from 0◦ (right side of the robot) to
180◦ (left side of the robot), the experiments were per-
formed using the measures from 60◦ to 120◦, because
the aim is to detect people who are interested in in-
teracting with the robot. So, people who stop outside

the mentioned region, are not considered interested in
interacting.

The system was developed in C++ and runs in a
PC with MS Windows installed, a Core 2 Duo pro-
cessor 2.1GHz and 4GB RAM. This PC is capable
to execute around 25 loops per second, however we
fixed the execution time in 10 loops per second. The
robot used to perform experiments is shown in Fig-
ure 7.

Figure 7: Robot used to perform the experiments.

In order to show the reliability of the proposed
method, some experiments were performed. The
robot was positioned in a free area and, while the leg
detection algorithm was running, some people were
asked to stop in front of the robot in the same manner
they would stop when they want to talk to another per-
son and, sometimes, the experiment was performed
with more than one person. it were performed 152
detections and the algorithm was able to classify cor-
rectly 88.16% of the cases. Figure 8 shows a person
stopped in front of the robot and Figure 9 brings the
detection rates obtained during this experiment.

Figure 8: A person stopped in front of the robot.

Before showing the experimental results, it is
important to mention that during the tests nobody
stopped in front of the robot with the legs together.
Due to this, in order to perform a complete set of ex-
perimental results, some people were asked to stand
in front of the robot with their legs together. Follow-
ing subsections illustrate some experimental results of
the proposed leg detection algorithm.
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Figure 9: Detection Rates.

3.1 Experiment 01

In this experiment two people were standing still in
front of the robot with the legs apart. Figure 10 shows
the distances measures captured by the laser scanner
and the obtained result for the leg detection algorithm.
The circles represent the detected pair of legs by the
FSMs, and the numbers represent the probability of
being legs of each detected pair of legs.

Figure 10: Experiment 01 - obtained results.

Notice that in Figure 10 there are three circles,
i. e., the FSMs detected three possible pair of legs
apart. However, the second pair of legs detected by
the FSMs has a low probability (15.47%) and it is not
considered a pair of legs. Moreover the other two
pairs have probabilities greater than 97% (see Fig-
ure 10) and are classified as a pair of legs. However,
if the people were closer one from another, the algo-
rithm would detect three pair of legs instead of two. It
can be solved with a face detection algorithm.

3.2 Experiment 02

In this experiment three people stood in front of the
robot and one set of measures was captured by the
laser. Two of them have the legs apart and the third
one has the legs together. The person who is in the
middle is the one with the legs together. Figure 11
shows the distance measures captured by the laser
scanner and the pattern identification done by the
FSMs represented by the circles.

Figure 11: Experiment 02 - obtained results.

The probabilities of being a pair of legs, calculated
after the legs pattern identification, are also shown in
Figure 11. Notice that all the patterns have a high
probability of being a pair of legs, which means that
the leg detection algorithm classified correctly the
people’s legs.

3.3 Experiment 03

As the Experiment 1, this experiment shows the legs
detection result for two people stopped in front of the
robot. However, here one person has the legs apart
and the other one has the legs together. This exper-
iment has the particularity that these two people did
not stop in front of the robot with the legs parallel. In
this case, as can be seen in Figure 12, one of the legs
is closer to the robot.

Figure 12: Experiment 03 - obtained results.

For this experiment, the pattern detection by the
FSMs and the probabilities of being a pair of legs are
shown in Figure 12. Although the legs are not par-
allel, the algorithm was able do classify correctly the
patterns detected by the FSMs.
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4 CONCLUSIONS AND FUTURE
WORK

We proposed in this paper a method to find human
legs using a LRF. The method utilizes the distance
measures provided by the laser scanner and look for
some legs patterns using two FSMs and, after that,
calculates the probability of each detected pattern be-
ing a pair of legs.

Some experiments were presented to show the
performance of the proposed method. It was demon-
strated that the method can detect human legs with
accuracy, but since we used only laser sensor infor-
mation, some false positives can be detected. In or-
der to reduce this false positives and solve occlusion
cases, our future work is concerned in introducing a
face detection and, thus, performing human-robot in-
teraction.
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Abstract: This paper presents a reactive nonlinear formation control between a human and a mobile robot based on stereo
vision. The human, who is considered the leader of the formation, is positioned behind the robot and moves
around the environment while the robot executes movements according to human movements. The robot has
a stereo vision system mounted on it and the images acquired by this system are used to detect the human
face and estimate its 3D coordinates. These coordinates are used to determine the relative pose between the
human and robot, which is sent to the controller in order to allow the robot to achieve and keep a desired
formation with the human. Experimental results were performed with a human and a mobile robot, the leader
and follower respectively, to show the performance of the control system. In this paper a load was put on a
mobile robot in which the nonlinear controller was applied, allowing the transportation of this load from a
initial point to a desired position. In order to verify the proposed method some experiments were performed
and shown in this paper.

1 INTRODUCTION

Navigating and following are the two basic function-
alities of mobile robots. Both of them are widely
studied topics. Many strategies have been developed
for several kinds of environments either with a sin-
gle agent systems or multi-agent systems (Bicho and
Monteiro, 2003; Das et al., 2002; Egerstedt and Hu,
2001; Egerstedt et al., 2001; Jadbabaie et al., 2002;
Vidal et al., 2003).

In most of these studies the robots are used to nav-
igate in order to reach a specific goal point in a given
environment while avoiding obstacles (Althaus et al.,
2004). However, due to limitations in sensing, most
times, robots are not able to operate in complex en-
vironments, even if they are provided with accurate
sensors like a 3D range finder. Therefore, we believe
that a human-robot navigation system is a good solu-
tion for this kind of problem, since human can lead
the robot in a cooperative task.

The motivation for the work presented in this pa-
per comes from situations where robots are used to
help people in an object transportation task where the
person does not load the object, only guides the robot
through the environment.

A new issue for navigation emerges from interac-

tion tasks, which concerns the control of the plat-
form (Althaus et al., 2004). The main idea is that the
robot’s behavior must be smooth and similar to the
human’s movements.

In human-robot interaction the actions of the robot
depend on the presence of humans and their wish to
interact.

In (Bowling and Olson, 2009) a human-robot team
is composed by two omnidirectional robots and one
human. The authors consider the case in wich a hu-
man turns abruptly a corner and the robots may keep
the human in their line of sight. The strategy is ac-
complished by taking the center of mass of the for-
mation and analyzing its rotation.

The work proposed in this paper consists in coor-
dinating the movements of a mobile robot by a human
in order to transport a load from a desired point to an-
other one in a safe way. In this system, the human,
which is considered the formation leader, is responsi-
ble for guiding the robot through the environment by
making the load transportation from an initial point to
a goal position and orientation. The robot (follower)
must move according to the human maitaining the for-
mation. This type of cooperative work needs the robot
to acquire enough information about the human posi-
tion to achieve the goal. This is reached through a
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vision-based nonlinear controller which estimates the
linear and angular velocities that the robot must exe-
cute to follow the human. This application is useful
because as the load is on the robot, the human does
not need to carry the object with it. The human func-
tion is to guide the robot through the environment.

Unlike the conventional leader-follower coopera-
tion, where commonly the formation leader is posi-
tioned in front of the follower(s), the formation con-
trol proposed in this work takes into consideration the
fact that the robot navigates in front of the human,
which is considered the leader of the formation. As
the formation control is based on vision, a stereo vi-
sion system is mounted on top of the robot pointing
backwards, which allows the robot to navigate “look-
ing” at the human face, instead of “looking” at the
back of the human. Another interesting point of this
formation is the fact that, since the robot goes in front
of the human (leader), the personn can observe the
robot behavior during the cooperation task and, in ad-
dition, can notice the presence of obstacles and guide
the robot in order to avoid them. This is something
valuable because we focused on the cooperation prob-
lem and still did not include an obstacle avoidance
algorithm to the robot behavior. That is one of our
issues for future work.

This paper is organized as follows. The technique
for estimating the face pose is briefly discussed in
Section 2 and the formation controller as its stability
analysis are shown in Section 3. Some experimental
results are given in Section 4 and, finally, the conclu-
sions and future work are commented in Section 5.

2 HUMAN DETECTION

The nonlinear controller that will be presented in Sec-
tion 3 needs the distance from the human to the robot
(d) and the angle between the vector which links the
human position with the center of the robot (θ). In
order to estimate these two variables, it is used a cali-
brated stereo vision system attached to the robot. The
human pose is estimated by detecting the face in both
images captured by the vision system and, afterwards,
recovering its 3D coordinates.

The face detection is performed with the algo-
rithm proposed in (Viola and Jones, 2001), which
utilizes several images to train a detection algorithm
based on Adaboost. After detecting the face in both
images, an algorithm to detect some facial character-
istics is applied and the coordinates of these points in
the image plane are determined. Knowing the posi-
tions of these points in both images, their 3D coordi-
nates can be recovered. These facial features are, for

instance, the eyes, nose and mouth. Figures 1 (a) and
1 (b) show the images captured by the stereo vision
system and the detected facial features.

(a) (b)

Figure 1: Images captured by the stereo vision system.

The face coordinates is considered as being the av-
erage of the facial features coordinates, i. e.,

[X ,Y,Z] =
1
N

N

∑
i=1

[xi,yi,zi], (1)

where N is the number of detected features and
[xi,yi,zi], are the 3D coordinates of each detected fa-
cial feature in the vision system reference frame at-
tached to the robot. Figure 2 illustrates the robot and
the stereo vision system reference frames.

Xc

Zc

Yc

Zr

YrXr

Camera

Reference Frame

Robot

Reference Frame

Figure 2: Robot and vision system reference frames.

The relation between these coordinate frames is
given by a rotation of 180◦ around the x-axis and a
translation of 1.2m in the y-axis. Thus,

R f = Ty (1.2)Rx (180)C f (2)

where R f and C f are respectively the coordinates in
the robot reference frame and in the camera reference
frame.

After estimating the 3D coordinates of the face,
the variables d and θ are calculated on the vision sys-
tem’s XZ-plane (ground plane). Figure 3 shows the
human and the vision system positions in the XZ-
plane.

The values of d and θ, that define the distance and
the angle between the human and the robot, are deter-
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Figure 3: Human and vision system position in the XZ-
plane.

mined as 
d =

√
X2 +Z2

θ = atan
(

X
Z

)
,

(3)

where X and Z are, respectively the x and z coor-
dinates of the face. Notice that, however d and θ

where calculated in the camera frame, they are valid
in the robot frame, due to the aligment between the
two frames.

3 CONTROLLER

The aim of the proposed controller is to keep the robot
with a desired distance and orientation to the human
partner in order to accomplish a specific task. That
is done by using the information obtained from the
pair of images provided by the stereo vision system
assembled on the robot.

Figure 4 illustrates a mobile robot with a stereo
vision system attached to it and one person behind
it. Considering this case, the kinematic equations that
describe the robot movement with respect to the per-
son are given by


ḋ = vh− vrcos(θ)

θ̇ = ω+
vrsin(θ)

d
+

vhsin(θ̃)
d

,

(4)

where vr and ω are, respectively, the robot linear and
angular velocities, vh is the human velocity, d is the
distance between the person and the vision system
while θ is the angle of the human face according to
the stereo vision system frame and θ̃ is the angular
error.

The values of d and θ are obtained from the 3D
coordinates of the middle of the face after 3D recon-
struction. The way to obtain these values was ex-
plained in Section 2.

After determining d and θ, the distance and orien-
tation errors (d̃, θ̃) are calculated as
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Figure 4: Relative position between the robot and the per-
son.

 d̃ = dd−d

θ̃ = θd−θ,
(5)

where dd and θd are respectively the desired distance
and orientation that the robot has to keep from the
human.

For the presented system, it is proposed a nonlin-
ear controller in order to accomplish the objective of
control, i. e, to keep the robot following the human
with specified distance and orientation. For this con-
troller, the linear and angular velocities are

vr =
1

cos(θ)
(
vh− kd tanh(d̃)

)
ω = kθtanh(θ̃)− vr

sin(θ)
d
− vh

sin(θ̃)
d

,

(6)

with kd , kθ > 0.
The control structure used in this work appears in

Figure 5. The operations of detecting faces and facial
features, recovering the 3D coordinates and determin-
ing the values of d and θ, are executed by the “Image
Processing” block.

Control Robot

w

vr

vh

Image

Processing

d

q

ddq
d

Figure 5: Control structure.

3.1 Stability Analysis

For the nonlinear controller proposed in (6) the fol-
lowing candidate Lyapunov function is taken to check
the system stability

V (d̃, θ̃) =
1
2

d̃2 +
1
2

θ̃
2, (7)
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which is positive semi-defined and has the following
time-derivative function

V̇ (d̃, θ̃) = d̃ ˙̃d + θ̃
˙̃
θ. (8)

Thus, differentiating (5) with respect to time and
replacing the result in (8) we will have

V̇ (d̃, θ̃) =−d̃ḋ− θ̃θ̇. (9)

Now, the values of ḋ and θ̇ in (9) are substituted
by the respective values from (4). Then we have

V̇ (d̃, θ̃)=−d̃[vh−vrcos(θ)]− θ̃

[
ω+

vrsin(θ)
d

+
vhsin(θ̃)

d

]
.

(10)

Replacing the control actions proposed (6) in (10),
the time-derivative of the Lyapunov function is rewrit-
ten as

V̇ (d̃, θ̃) =−kd tanh(d̃)d̃− kθtanh(θ̃)θ̃. (11)

As mentioned kd and kθ are positive, and func-
tions like x.tanh(x) ≥ 0 ∀ x. So, (8) is negative semi-
defined, which means the asymptotic stability of the
proposed nonlinear controller, i. e., d̃, θ̃ → 0 when
t → ∞.

Notice that to estimate the angular velocity it is
necessary to know the human velocity, vh. This ve-
locity can be estimated as

vh ≈
d(t)−d(t−1)

∆t
− vrcos(θ̃). (12)

4 EXPERIMENTAL RESULTS

In order to prove the reliability of the proposed
method, some experiments were performed and two
of them will be shown in this section. These exper-
iments were performed with a mobile robot Pioneer
3AT from ActivMedia Robotics, a stereo vision sys-
tem built with two USB web cameras, which provide
images with 320x240 pixels. The control system is
written in C++ and each control loop is executed in
250ms. The robot with the stereo vision system used
to perform the experiments can be seen in Figure 6.

4.1 Experiment 1

In this experiment, the human leads the robot from
the initial position, which has coordinates (X , Z) =
(0m, 0m) to the coordinates (X , Z) = (3m, −5m)
through a “S-like” path. The trajectory described by
the robot can be seen in Figure 7.

The linear and angular velocities performed by the
robot are shown, respectively, in Figures 8 (a) and (b).

Figure 6: Robot used to perform the experiments.
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Figure 7: Experiment 01: Trajectory described by the robot.

The continuous line represents the velocities calcu-
lated by the controller and the velocities performed
by the robot are plotted as dashed line.

In Section 3.1 the control system stability was
demonstrated, i. e., it was proved that the system er-
rors tend to zero when the time grows and if the hu-
man stops at some place. In order to illustrate this,
the graphics shown in Figure 9 present the errors dur-
ing the experiment. Figure 9 (a) shows the distance
error during the experiment while the angular error is
presented in Figure 9 (b).

By observing Figure 7 it is possible to see that
the robot reached the goal describing desired trajec-
tory. Moreover, as can be seen in Figure 9, both the
distance error and the orientation error tend to zero,
which means the robot accomplished the task. For
the next experiments, the errors will not be shown.
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Figure 8: Experiment 01: Velocities performed by the
robot. Linear (a) and Angular (b).
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Figure 9: Experiment 01: Distance error (a) and Angular
error (b).

4.2 Experiment 2

In this experiment the human should guide the robot
from the initial position (X , Y ) = (0m, 0m) to the fi-
nal coordinates (X , Y ) = (5m, 0m). However, there
was a circular obstacle with diameter equal to 0.4m.
The trajectory described by the robot during the exe-

cution of this task is shown in Figure 10.
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Figure 10: Experiment 02: Trajectory described by the
robot.

It is important to mention that the robot does not
have an obstacle avoidance algorithm. So, the devia-
tion that can be seen in Figure 10 occurred due to the
human action, i. e., the person who leads the robot no-
ticed an object in the middle of the desired trajectory
and guided the robot in order to deviate from it. Even
though it seems that the person has to walk in an un-
natural way in order to prevent the robot from crash-
ing into obstacles or corner in a hallway, this problem
will be solved by adding an obstacle avoiding strategy
such as in (Chuy et al., 2007; Pereira, 2006).

The linear velocity is shown in Figure 11 (a) while
the angular velocity appears in Figure 11 (b).
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Figure 11: Experiment 02: Velocities performed by the
robot. Linear (a) and Angular (b).

Notice that around the 20th second of the experi-
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ment, both linear and angular velocities calculated by
the controller are equal to zero. This happened be-
cause in this instant, the robot lost the information
about the person for, at least, one of the cameras of
the stereo vision system. This behavior was adopted
in order to avoid having the robot be out of control ev-
ery time the vision system loses the information about
the human. Thus, whenever the robot loses the infor-
mation about its leader, it stops and waits for a new
face detection.

Although an obstacle in the middle of the desired
trajectory, the human managed to guide the robot to
avoid this object and reach the desired point.

5 CONCLUSIONS AND FUTURE
WORK

This paper presented an approach to a formation con-
trol between a human and a mobile robot using stereo
vision. The strategy uses the recognition method pre-
sented by (Viola and Jones, 2001) in order to find the
facial features needed to estimate the human position.
A stable nonlinear controller is proposed to allow the
robot to perform the task in cooperation with a hu-
man. The effectiveness of the proposed method is
verified through experiments where a human guides
the robot from an initial position to a desired point,
when the human moves either forward or backwards.

Our future work is concerned in improving the
features detection in order to better estimate the hu-
man position and orientation. Besides, we also intend
to introduce a second robot to the formation. Thus,
the robots will be able to carry a bigger and heavier
load.
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Abstract: Complex maneuvers of formations of car-like autonomous vehicles are investigated in this paper. The proposed
algorithm provides a complete plan for the formation to solve desired tasks and actual control inputs for each
robot to ensure collision-free trajectories with respect to neighboring robots as well as dynamic obstacles.
The method is based on utilization of complementary virtualleaders whose control inputs are obtained in one
merged optimization process using receding horizon control methodologies. The functionality of the system,
which enables reverse driving and arbitrary rotations of formations of nonholonomic robots, is verified by
simulations of multi-robot tasks and by hardware experiments.

1 INTRODUCTION

In this paper, we present a novel approach for a non-
holonomic robots formation driving and a trajectory
planning to reach a target region. The method al-
lows arbitrary maneuvers, including reverse driving
and turning of the formation in limited environment
with static as well as dynamic obstacles. Such skills
are crucial for the control of autonomous ploughs dur-
ing cooperative airport snow shoveling (Saska et al.,
2008; Hess et al., 2009) being our target applications.

Tasks for which autonomous vehicles in formation
are used usually involve physical constraints imposed
by the vehicles (mobility constraints) or physical ob-
stacles (environment constraints) and constraints en-
forced by inter vehicle relations (shape of the forma-
tion). Thus, it is important for control methodolo-
gies to incorporate system’s constraints into the con-
trollers design while preserving overall system sta-
bility which makes the Receding Horizon Control
(RHC) especially appealing. Receding horizon con-
trol (also known as model predictive control) is an op-
timization based control approach often used for sta-
bilizing linear and nonlinear dynamic systems (e.g.,
see (Alamir, 2006) and references reported therein).
For a detailed survey of RHC methods we refer to
(Mayne et al., 2000) and references reported therein.
The works applying RHC for formation driving con-
trol are presented in (Dunbar and Murray, 2006)

(Franco et al., 2008). These papers have utilized RHC
for the formation forming and/or following predefined
trajectory in a workspace without obstacles. We will
apply the Receding Horizon Control for the virtual
leaders trajectory planning to desired goal area and
for the followers stabilization in the formation.

Our contribution is a general approach that ac-
counts for a nonholonomic robots’ formation stabi-
lization and a trajectory planning (enforced by a sta-
bility constraint) to reach a target region, also con-
sidering the response to dynamic changes in the en-
vironment. We developed a new concept of RHC by
combining both, the trajectory planning to the desired
goal region and the immediate control of the forma-
tion, into one optimization process. Our method can
continuously respond to changes in environment of
the robots while the cohesion of the immediate con-
trol inputs with direction of the formation movement
in future is kept. Furthermore, we extended the com-
mon leader-follower concept with the idea of two vir-
tual leaders, one for the forward and one for the back-
ward movement. Such an approach is necessary for
the complicated maneuvers of the formation of car-
like robots. The proposed method provides a com-
plete plan together with decisions when and how often
to switch between the guidance of the virtual leaders.
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2 PRELIMINARIES

Let ψL(t) = {xL(t),yL(t),θL(t)} denote the configu-
ration of a virtual leaderRL at time t,1 andψi(t) =
{xi(t),yi(t),θi(t)}, with i ∈ {1, . . . ,nr}, denote the
configuration for each of thenr followers Ri at
time t. The Cartesian coordinates(x j(t),y j(t)), j ∈
{1, . . . ,nr ,L} for an arbitrary configurationψ j(t) de-
fine the position ¯p j(t) of a robotRj andθ j(t) denotes
its heading. Let us assume that the environment of
the robots contains a finite numbern0 of compact ob-
stacles collected in a set of regionsOobs. Let us also
define a target regionSF as a circle with radiusrSF and
centerCSF such thatOobs∩SF = /0. Finally, we need to
define a circular detection boundary with radiusrs and
a circular avoidance boundary with radiusra, where
rs > ra. Single robots should not respond to obsta-
cles detected outside the region with radiusrs. On the
contrary, distance between the robots and obstacles
less thanra is considered as inadmissable. These con-
cepts are adopted from the concept of avoidance con-
trol (Leitmann, 1980) to be used in this paper for the
collision avoidance guaranties. Moreover, we need to
extend these zones for the virtual leaders depending
on size of the formation to ensure that the result of
the leader trajectory planning is feasible also for the
followers. We will denote the extended radiuses as
rs,L andra,L.

2.1 Kinematic Model and Constraints

The kinematics for any robotsRj , j ∈ {1, . . . ,nr ,L},
in the formation is described by the simple non-
holonomic kinematic model: ˙x j(t) = v j(t)cosθ j(t),
ẏ j(t) = v j(t)sinθ j(t), θ̇ j(t) = K j(t)v j(t), where ve-
locity v j(t) and curvatureK j (t) represent control in-
putsū j(t) = (v j(t),K j (t)) ∈R2.

Let us define a time interval[t0, tN+M ] con-
taining a finite sequence withN + M + 1 el-
ements of nondecreasing timesT (t0, tN+M) =
{t0, t1, . . . , tN−1, tN, . . . , tN+M−1, tN+M}, such that
t0 < t1 < .. . < tN−1 < tN < .. . < tN+M−1 < tN+M.2

Also, let us define a controller for a robot
Rj starting from a configuration ψ j(t0) by
U j(t0, tN+M ,T (·)) := {ū j(t0; t1 − t0), ū j(t1; t2 −
t1), . . . , ū j(tN+M−1; tN+M − tN+M−1)} which is char-
acterized as a sequence of constant control actions.
Each element ¯u j(tk; tk+1− tk), k∈ {0, . . . ,N+M−1},

1Index L denotes the virtual leader which has assigned
the leadership at the moment while indexesL1 andL2 dis-
tinguish between particular virtual leaders only if it is nec-
essary.

2The meaning of constantsN andM will be explained
in Section 3.

of the finite sequenceU j(t0, tN+M ,T (·)) will be held
constant during the time interval[tk, tk+1) with length
tk+1− tk (not necessarily uniform).

By integrating the kinematic model in over a given
interval [t0, tN+M], and holding constant control in-
puts over each time interval[tk, tk+1) (from this point
we may refer totk using its indexk), we can derive
the following model for thetransition pointsat which
control inputs change:

x j (k+1) =























x j (k)+ 1
K j (k+1)

[

sin
(

θ j(k)+

K j (k+1)v j (k+1)∆t(k+1)
)

−
sin

(

θ j(k)
)]

, ifK j (k+1) 6= 0;
x j (k)+v j (k+1)cos

(

θ j(k)
)

∆t(k+1),
if K j(k+1) = 0

y j (k+1) =























y j (k)− 1
K j (k+1)

[

cos
(

θ j(k)+

K j (k+1)v j (k+1)∆t(k+1)
)

−
cos

(

θ j (k)
)]

, ifK j(k+1) 6= 0;
y j (k)+v j (k+1)sin

(

θ j(k)
)

∆t(k+1),
if K j(k+1) = 0

θ j(k+1) = θ j (k)+K j (k+1)v j (k+1)∆t(k+1),
(1)

wherex j(k) andy j(k) are the rectangular coordinates
and θ j(k) the heading angle for the configuration
ψ j(k) at the transition point with indexk, v j(k+ 1)
andK j(k+1) are control inputs at time indexk+1,
and∆t(k+1) is the sampling time. This model and
notation allows us to describe long trajectories exactly
using a minimal amount of information such as: i) the
initial configurationψ j(t0), ii) the sequence of switch-
ing timesT (·), and iii) the sequence of controls ac-
tionsU j(·).

In real applications, the control inputs are lim-
ited by vehicle mechanical capabilities (i.e., chas-
sis and engine). This constraints can be taken into
account for each robotRj , j ∈ {1, . . . ,nr ,L}, limit-
ing their control inputs by the following inequalities:
vmin, j ≤ v j(k) ≤ vmax, j and |K j(k)| ≤ Kmax, j , where
vmax, j is the maximal forward velocity of thej-th ve-
hicle,vmin, j is the limit on the backward velocity and
Kmax, j is the maximal control curvature. These values
can be different for each robotRj .

2.2 Formation Driving using RHC

The presented approach relies on the well known
leader-follower method frequently used in applica-
tions of car like robots (Barfoot and Clark, 2004).
In the method, the followersRi , i ∈ {1, . . . ,nr} track
the leader’s trajectory which is distributed within the
group. The followers are maintained in relative dis-
tance to the leader in curvilinear coordinates with two
axesp andq, wherep traces the leader’s trajectory
andq is perpendicular top as is demonstrated in Fig-
ure 1. The positive direction ofp is defined fromRL
back to the origin of the movement and the positive
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Figure 1: Formation described by curvilinear coordinatesp
andq.

direction ofq is defined in the left half plane in direc-
tion of the forward movement.

The shape of the formation is then uniquely deter-
mined by the parameterspi(t) andqi(t), defined for
each followeri, which can vary during the mission.
To convert the state of the followers in curvilinear co-
ordinates to the state in rectangular coordinates, the
simple equations in (Barfoot and Clark, 2004) can be
applied.

The main idea of the receding horizon control is to
solve a moving finite horizon optimal control problem
for a system starting from current states or configura-
tion ψ(t0) over the time interval[t0, t f ] under a set of
constraints on the system states and control inputs. In
this framework, the lengtht f − t0 of the time interval
[t0, t f ] is known as the control horizon. After a so-
lution from the optimization problem is obtained on
a control horizon, a portion of the computed control
actions is applied on the interval[t0,δtn+ t0], known
as the receding step, whereδtn := ∆tn.3 This pro-
cess is then repeated on the interval[t0+ δtn, t f + δtn]
as the finite horizon moves bytime stepsdefined by
the sampling timeδtn, yielding a state feedback con-
trol scheme strategy. Advantages of the receding time
horizon control scheme become evident in terms of
adaptation to unknown events and change of strategy
depending on new goals or new events such as appear-
ing obstacles in the environment.

3 METHOD DESCRIPTION

In this section, a concept of complementary virtual
leaders, which enables backward driving of forma-
tions, will be proposed. The basic idea of the classical
leader-follower concept (see Figure 1) is based on the
fact that the followers continue with forward move-
ment until the place where the leader changed the po-
larity of its velocity. Such a behavior could cause col-
lisions or unacceptable disordered motion leading to

3Number of applied constant control inputsn is chosen
according to computational demands as was explained in
(Saska et al., 2009).

a breakage of the shape of formation. Natural con-
ception of the formation movement supposes that the
entire group keeps compact shape and so all mem-
bers should change the polarity of their velocity in the
same moment.

Such an approach requires an extension of the
standard method employing one leader to an approach
with two virtual leaders, one for the forward move-
ment and one for the backward movement. Their
leading role is switched always when the sign of the
leader’s velocity is changed. The suspended virtual
leader becomes temporarily a virtual follower. The
virtual follower traces the virtual leader similarly as
the other followers to be able to undertake its leading
duties at time of the next switching. Therefore, all
robots in our system will be considered as followers
and there is no physical leader. The virtual leaders
will be positioned at the axis of the formation, one in
front of the formation and one behind the formation.

In the presented approach, we propose to solve
collision free trajectory planning and optimal control
together for both virtual leaders in one optimization
step. This ensures integrity of the solution for the
separated plants. Beyond this, we extend the stan-
dard RHC method with one control horizon into an
approach utilizing two finite time intervalsTN andTM.
The first time intervalTN should provide immediate
control inputs for the formation regarding the local
environment. By applying this portion of the control
sequence, the group is be able to respond to changes
in workspace that can be dynamic or newly detected
static obstacles. The difference∆t(k+1)= tk+1−tk is
kept constant (later denoted only∆t) in this time inter-
val and should satisfy the requirements of the classical
receding horizon control scheme.

The second intervalTM takes into account infor-
mation about the global characteristics of the environ-
ment to navigate the formation to the goal and to au-
tomatically compose the entire maneuver containing
usually multiple switching between the virtual lead-
ers. Here, we should highlight that also the number
of switchings between the virtual leaders is designed
automatically via the optimization process. The tran-
sition points in this part can be distributed irregularly
to effectively cover the environment. During the op-
timization process, more points should be automat-
ically allocated in the regions where a complicated
maneuver of the formation is needed. This is enabled
due to the varying values of∆t(k+1) = tk+1− tk that
will be for the compact description collected into the
vectorT ∆

L,M = {∆t(N+1), . . . ,∆t(N+M)}.
To define the trajectory planning problem with

two time intervals in a compact form we need to
gather statesψL(k),k ∈ {1, . . . ,N} and ψL(k),k ∈
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{N + 1, . . . ,N + M} into vectorsΨL,N ∈ R3N and
ΨL,M ∈ R3M. Similarly the control inputs ¯uL(k),k ∈
{1, . . . ,N} andūL(k),k ∈ {N+1, . . . ,N+M} can be
gathered into vectorsU L,N ∈ R2N andU L,M ∈ R2M.
In the case of the direction of movement alterna-
tion, the formation has to travel into the distance
maxi={1...nr} pi to place the second virtual leader on
the position of the first one. Such a movement cre-
ates anappendixin the entire trajectory that is fol-
lowed. The minimal length of this additional tra-
jectory is defined by the size of the formation and
only the curvature of the leading robot is not uniquely
determined. Therefore, we have to define a vector
KApp collecting variablesKApp( j),∀ j ∈ {1, . . . ,N +
M−1} applied for the movement of the virtual lead-
ers in the appendixes.N+ M − 1 is maximal pos-
sible number of switchings. Usually the number of
switchings is significantly lower and the unused val-
ues ofKApp(·) will not be considered in the evalu-
ation of the optimization vector. All variables de-
scribing the complete trajectory from the actual po-
sition of the first virtual leader until target region
can be then collected into the unique optimization
vector ΩL = [ΨL,N,U L,N,ΨL,M,U L,M,T ∆

L,M,KApp] ∈
R6N+7M−1.u The vectorΩL contains necessary infor-
mation for both leaders, but we have to decide, which
part of the vector will be assigned to which leader.
Firstly, let us define an ordered set of indexes of
samples where the polarity of velocity is changed as
Isw := {i : vL(i)vL(i+1)<0},∀i ∈{1, . . . ,N+M−1},
where the values ofvL(·) can be extracted from the
vectorU L,MN = [U L,N,U L,M] ∈ R2(N+M). Now, we
can propose to collect the control inputs used for
the first virtual leader asU L1,MN = [ūL(1), ūL(2),
. . . , ūL(Isw(1)), ūApp1(1), ūF1(1), ūL(Isw(2) + 1),
ūL(Isw(2)+2), . . . , ūL(Isw(3)), ūApp1(2), ūF1(2), . . . ,
ūL(Isw(2nsw1 − 2) + 1), ūL(Isw(2nsw1 − 2) + 2), . . . ,
ūL(Isw(2nsw1 −1)), ūApp1(nsw2), ūF1(nsw2)], if nsw1 =
nsw2 and U L1,MN = [ūL(1), ūL(2), . . . , ūL(Isw(1)),
ūApp1(1), ūF1(1), ūL(Isw(2) + 1), ūL(Isw(2) + 2),
. . . , ūL(Isw(3)), ūApp1(2), ūF1(2), . . . , ūApp1(nsw2),
ūF1(nsw2), ūL(Isw(2nsw1 − 2) + 1), ūL(Isw(2nsw1 −
2) + 2), . . . , ūL(N + M)], if nsw1 6= nsw2. The
control inputs for the second virtual leader as
U L2,MN = [ūF2(1), ūL(Isw(1) + 1), ūL(Isw(1) + 2),
. . . , ūL(Isw(2)), ūApp2(1), ūF2(2), ūL(Isw(3) + 1),
ūL(Isw(3)+2), . . . , ūL(Isw(4)), ūApp2(2), ūF2(3), . . . ,
ūApp2(nsw1 − 1), ūF2(nsw1), ūL(Isw(2nsw2 − 1) + 1),
ūL(Isw(2nsw2−1)+2), . . . , ūL(N+M)], if nsw1 = nsw2

and U L2,MN = [ūF2(1), ūL(Isw(1) + 1), ūL(Isw(1) +
2), . . . , ūL(Isw(2)), ūApp2(1), ūF2(2), ūL(Isw(3) +
1), ūL(Isw(3)+ 2), . . . , ūL(Isw(4)), ūApp2(2), ūF2(3),
. . . , ūL(Isw(2nsw2 − 1) + 1), ūL(Isw(2nsw2 − 1) + 2),
. . . , ūL(Isw(2nsw2)), ūApp2(nsw1 − 1), ūF2(nsw1)], if
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Figure 2: Trajectories with denoted control inputs and states
of the two virtual leaders. The solid black curves denote
trajectories where the virtual leader is leading the formation
while the gray curves denote trajectories where the virtual
leader is the virtual follower. The initial positions of the
leaders are depicted by gray shadows.

nsw1 6= nsw2.
The valuensw1 (resp. nsw2) is number of time in-
tervals in which the first (resp. the second) virtual
leader has the leadership. Control inputs ¯uF1( j),∀ j ∈
{1, . . . ,nsw2} (resp.ūF2( j),∀ j ∈ {1, . . . ,nsw1}) are ob-
tained by the formation driving method when the first
(resp. the second) virtual leader is the virtual follower.
The control inputs ¯uApp1( j),∀ j ∈ {1, . . . ,nsw1} (resp.
ūApp2( j),∀ j ∈ {1, . . . ,nsw2 − 1}) are applied for the
formation driving in the appendixes and are obtained
usingKApp andvmax,L.

The vectorsT ∆
L1,MN (resp. T ∆

L2,MN) will be com-
piled similar as the vectorU L1,MN (resp. U L2,MN),
because the variables ¯u(·) and∆t(·) are inseparably
joined. An example illustrating this approach is pre-
sented in Figure 2 where the parameters and outputs
of the optimization are:N = 0, M = 5, Isw ∈ {2,4},
U L1 = [ūL(1), ūL(2), ūApp1(1), ūF1(1), ūL(5)], U L2 =
[ūF2(1), ūL(3), ūL(4), ūApp2(1), ūF2(2)].

The trajectory planning and the static as well as
dynamic obstacle avoidance problem for both virtual
leaders can be transformed to the minimization of sin-
gle cost function subject to sets of equality and in-
equality constraints. Accordingly the leader-follower
concept, the trajectory computed as the result of this
minimization will be used as an input of the trajec-
tory tracking for the followers. Details of the descrip-
tion of both, the leader trajectory planning and the
trajectory tracking for followers, can be found in our
previous publication in (Saska et al., 2009), where a
method with one leader enabling only forward move-
ment is presented.
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4 EXPERIMENTAL RESULTS

The results presented in this section have been ob-
tained using the introduced algorithm with parame-
ters: n = 2, N = 4, M = 8, and∆t = 0.25s. In the
scenario of a road with obstacles in Figure 3 a for-
mation of 6 robots is aimed to reach the target region
in minimum time. In accordance with real applica-
tion, the maximum forward and backward velocities
of the virtual leader of the formation were set unsym-
metrically asvmin,L = −vmax,L/2. Putting the final re-
gion sufficiently far behind the formation, the solu-
tion of theformation to target zone problemis to turn
the formation and then continue forward to reach the
desired area. Such a maneuver, which contains two
switching between the virtual leaders, is denoted by
dashed curves in Figure 3(a). The solution of the task
keeps the formation outside the obstacles during the
whole maneuver. Beyond this, the ability to avoid
dynamic obstacles with collision course detected by
rear sensors of the robots during the reverse driving is
demonstrated in the simulation (see snapshots in Fig-
ure 3(b) and in Figure 3(c)). The complete history of
the turning can be seen in Figure 3(d).

Actual time: 0

(a) Initial position of the formation with complete plan for
both virtual leaders denoted by the dash curve.

Actual time: 6

(b) Detection of movement
of one obstacle and conse-
quential reaction of the fol-
lowers.

Actual time: 7.5

(c) The followers success-
fully passed by the obstacle
and they are going back to
their position in the forma-
tion.

Actual time: 15.75

(d) Accomplished task with denoted trajectories of the
robots.

Figure 3: Snapshots of turning 180 degrees in the environ-
ment with static as well as dynamic obstacles.

The presented simulations have shown only simple ex-
periments to demonstrate a basic behavior of the pre-
sented approach. More complicated scenarios prov-
ing the ability to avoid a damaged follower crossing
trajectories of neighbors, to utilize different shapes of
formations or to deal with local minima in a complex
environment cannot be offered due to space limitation
of this paper, but can be found in (Saska et al., 2009;
Saska et al., 2007).

t=0s

(a) Two indoor robots in
positions appropriate for
cooperative shoveling ma-
terials to the side.

t=17s

(b) Robots have changed
formation to a shape ap-
propriate for turning.

t=41s

(c) The second ”plough”
is overtaking the leader-
ship.

t=73s

(d) The leading duties are
going back to the first
robot.

t=98s

(e) The formation has fin-
ished the turning maneu-
ver.

t=115s

(f) Robots are again ready
for shoveling.

Figure 4: Formation turning at the end of a blind corridor.

The presented hardware experiment is a part of
airport snow shoveling project using formations of au-
tonomous ploughs, which has been reported in (Saska
et al., 2008; Hess et al., 2009). Here, we applied the
approach presented in this paper for turning the for-
mation of snow ploughs at the end of cleaning run-
way. The experiment has been performed on G2Bot
robotic platform equipped with SICK laser range
finder (not utilized in the experiment) and odometry.

In a simplified version of the experiments (see
snapshots in Figure 4, data from odometry in Figure 5
and a movie of the experiment in (MOVIE, 2010)),
two autonomous indoor robots are facing a blind cor-
ridor with an aim to turn at the end. The map of the
environment and positions of the vehicles are known
before the mission. During the experiment, positions
are updated using a dead reckoning because an exter-

NAVIGATION AND FORMATION CONTROL EMPLOYING COMPLEMENTARY VIRTUAL LEADERS FOR
COMPLEX MANEUVERS
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Figure 5: Data captured from odometry of both ploughs
with depicted times of snapshots in Figure 4.

nal positioning system is not necessary in such a short
term experiment. The actual position of robots and
their plans are shared via wireless communication.
The plan of robots is as follows: 1) build a compact
formation appropriate for turning, 2) turn 180 degrees
and 3) return back to the shoveling formation. Such
an approach is necessary in a case of larger formations
covering the whole runway and it can also better clar-
ify the method employing two virtual leaders. The
transitions between the different formations as well
as the turning maneuver are computed automatically
using the methods presented in this paper. Only the
positions of the vehicles within the formations (safety
distances, required overlapping of shovels etc.) are
given by experts.

5 CONCLUSIONS

In this paper, we have presented an RHC approach to
formation driving of car-like robots reaching a target
area in environments with obstacles. The proposed
approach is novel in the sense of utilized pair of com-
plementary virtual leaders necessary for guidance of
the formation during backward driving. This allows
us arbitrary maneuvers of formations including the U-
turn in bordered environment, which is necessary for

complete autonomous airport snow shoveling system.
The applicability of the presented approach has been
verified with simulations and hardware experiment.
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Abstract: In this paper, we describe our current work on bio-inspired locomotion systems using smart materials. The
aim of this work is to investigate alternative actuation mechanisms based on smart materials, exploring the
possibility of building motor-less and gear-less robots. A swimming underwater robot is being developed
whose movements are generated using such materials, concretely Shape Memory Alloys. This paper focuses
on the actuators control in order to obtain a a sufficiently fast and accurate positioning.

1 INTRODUCTION

Robotics actuator technology is basically domi-
nated by two kind of actuators: electric mo-
tors/servomotors and pneumatic/hydraulic actuators.
In mobile robotics, the former is mostly used, with
exceptions being e.g. large legged robots. The (ro-
tatory) motion of the motors is then transmitted to
the effectors through gearboxes, belts and other me-
chanical devices in the case that linear actuation is
needed. Although applied with success in uncount-
able robotic devices, such systems can be complex,
heavy and bulky1. In underwater robots, propellers
are most used for locomotion an maneuvering. Pro-
pellers however may have problems of cavitation,
noise, efficiency, can get tangled with vegetation and
other objects and can be dangerous for sea life.

Underwater creatures are capable of high per-
formance movements in water. Thus, underwater
robot design based on the mechanism of fish loco-
motion appears to be a promising approach. Over
the past few years, researches have been develop-
ing underwater robots based on underwater creatures
swimming mechanism (Hu, 2006), (Anderson and
Chhabra, 2002), (Morgansen et al., 2007). Yet, most

1Robotuna, a robot fish developed at MIT in 1994, had
2,843 parts controlled by six motors (font: MIT News,
http://web.mit.edu/newsoffice/2009/robo-fish-0824.html)

of them still rely on servomotor technology and a
structure made of a discrete number of elements. One
of the most advanced fishe-like robot is the MIT fish
(Valdivia y Alvarado and Youcef-Toumi, 2006). This
fish has a continuous soft body. A single motor gen-
erates a wave that is propagated backwards in order to
generate propulsion.

In the last years, actuation technology in active
or ”smart” materials has opened new horizons as far
as simplicity, weight and dimensions. New materials
such as piezo-electric fiber composite, electro-active
polymers and shape memory alloys (SMA) are being
investigated as a promising alternative to standard ser-
vomotor technology. The potential gain in weight and
dimension would allow building lighter and smaller
robots, and even devising soft-bodied robots (Cowan
and Walker, 2008).

In order to reproduce the undulatory body mo-
tion of fishes, smart materials appear to be extremely
suited. In fact, over the last years, there has been an
increasing activity in this field. Research in the field
of smart materials for underwater locomotion is fo-
cused into mechatronics design and actuators control.
As far as mechatronic design, much work is devoted
to building hydrofoils using, e.g. piezo-electric fiber
composite (Ming et al., 2009), embedding SMA wires
into an elastic material such as silicone (Wang et al.,
2008) or using SMAs as linear actuators (Rediniotis
et al., 2002). An important challenge is the control
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of such materials. In the case of SMAs, excellent re-
sults have been achieved by (Teh, 2008) and (Meier
et al., 2009). In this paper, we present our work on
a swimming robot, focussing on the control of the
SMA-based actuation system.

2 MECHATRONICS DESIGN

Fishes can swim bending their body in such a way
to produce a backward-propagating propulsive wave.
Such bending comes in different ways. Anguilliform
swimmers show a snake-like motion: their body can
be divided into numerous segments from head to tail
and can reproduce at least one complete wavelength
along the body. Conversely, subcarangifor, carangi-
form and thunniform swimmers only bends the sec-
ond half of the body (roughly) and the number of seg-
ments is reduced to one or two.

For our model, we have chosen to imitate the sub-
carangiform swimming style because of the reduced
number of segments w.r.t. anguilliform fishes, which
simplifies the study and the implementation, while
having enough degrees of freedom that allow complex
motion patterns to be reproduced. Our fish model can
also bend the front part of its body, which makes a
total of three bendable segments (cf. Figure 1).

The fish is formed by a continuous structure made
of polycarbonate 1 mm thick, which represents the
fish backbone and spines. This material has been cho-
sen for its temperature resistance, impact resistance
and flexibility. Additional supporting structure made
of PVC is employed to support the silicon-based skin
of the robot. The overall length of the fish is 30 cm
(not including the caudal fin). Along the backbone,
six SMA actuators are used to bend the body. Their
length is 1/3 body length (i.e. 8.5cm, not counting
the caudal fin and the head) and are positioned in
pairs, in such a way to produce an antagonistic move-
ment. Thanks to this arrangement, the body segments
can bend up to ≈ 30 degrees. The diameter size of
the wires has been chosen as a trade-off between cur-
rent consumption, pull force and contraction time. We
have adopted a SMA with a diameter size of 150µm
that has a pull force of 230 grams, a consumption of
250 mA at room temperature, and a nominal contrac-
tion time of 1 second. Such contraction time allows
an undulation frequency that is enough for producing
motion in water.

2.1 Shape Memory Alloys

SMAs are materials capable of changing their crys-
tallographic structure (from austensite and marteniste

Figure 1: Lateral and upper view of the deformable struc-
ture. Note the location of the SMA wires along the body.

Figure 2: Principle of the bendable structure. The SMA
wire is parallel to the spine segment. As it contracts, it
causes the polycarbonate strip to bend.

phases), due to changes in temperature. When an
SMA wire is subjected to an electrical current, Joule
resistive heating causes the SMA actuator to contract.
SMAs have the advantage that they work at low cur-
rents and voltages, are extremely cheap and are easily
available commercially. Nitinol, one of the most com-
mercially available SMAs, is an alloy of nickel and
titanium (NiTi). It is characterized by a high recovery
stress (> 500MPa), low operational voltage (4−5 V ),
a reasonable operational strain (≈ 4%) and a long life
(up to 106 cycles).

The behavior of SMAs is more complex than
many common materials: the stress-strain relation-
ship is non-linear, hysteretic, exhibits large reversible
strains, and it is temperature dependent. For this rea-
son, a low-level control electronics has to be designed
in order to have a position control close-loop precise
enough for the application at hand. An important
characteristics of SMAs is that they can also be used
as sensors. In fact, once heated applying a given cur-
rent, one can measure their resistance and calculate
the actual percentage of shrinking. This measurement
can be used as feedback for achieving precise position
control.
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3 SMA CONTROL

The control accuracy of smart actuators such as SMAs
is limited due to their inherent hysteresis nonlineari-
ties (see Figure 3) with a local memory. The exis-
tence of minor loops in the major loop because of a
local memory also makes the mathematical model-
ing and design of a controller difficult for SMA ac-
tuators. Therefore, to enhance the controllability of
a smart actuator, the Preisach hysteresis model (Vis-
intin, 1995) has emerged as an appropriate behavioral
model. Nevertheless, the modeling is difficult and the
model equation remains complex. So even though
this model is commonly used (Choi et al., 2004), the
use of a heat transfer model and sensor hardware has
also been proposed.

As pointed out earlier, SMAs provide the possibil-
ity to develop controller systems without sensor hard-
ware. The detection of inner electrical resistance al-
lows to regulate the actuator movement (Ikuta et al.,
1988). The method consists in measuring the elec-
trical resistance of an SMA element (Teh, 2008) as
a form of temperature measurement. An advantage
of this method is that the hysteresis on the resistance
curve is smaller than the hysteresis on the temperature
curve, which makes the linear approximation more
accurate.

The maximum contraction of the wire can be mea-
sured as

∆LA f =
RSMAM f −RSMAA f

LR
, (1)

where RSMAM f (Ω) is the SMA resistance in marten-
site finish temperature (relaxed SMA), LR(Ω/m) is
the linear resistance and RSMAA f (Ω) is the resistance
at austenite finish temperature (i.e. at maximum con-
traction).

Figure 5 shows the performance of a mock-up for
a current of 350mA. The angle shown in the figure is
in good accordance with the theoretical value of 28◦

(cf. Figure 2). Note that the wires’ speed and strain
contraction depends on how fast and by how much the
wire temperature is increased. In our tests, we have
verified that SMAs wires can be fed with a current
of up to 500mA without compromising their behavior,
achieving faster response and higher percentages of
contraction.

3.1 Controller Tuning

In order to tune the control system, we set up a mock-
up of a segment of the fish’s backbone, corresponding
to a 10×2cm stripe of 1mm thick polycarbonate, with
a 174mm long SMA wire in a V-shaped configuration,
in order to double the pull force (see Figure 4).

Figure 3: Histeresis of the SMA. (As, the austenite start
temperature; A f , the austenite finish temperature; Ms, the
martensite start temperature; and M f , the martensite finish
temperature).

Figure 4: The test mock-up.

For the control, we used a PID (proportional-
integral-derivative) controller, which responds to the
equation

u(t) = Kpe(t)+Ki

∫ t

0
e(t)dt +Kd

de(t)
dt

, (2)

where e(t) is the signal error and u(t) is the con-
trol input of the process. Kp,Ki,Ke are the propor-
tional, integrative and derivative gains. Then by pos-
ing Ki =

Kp
Ti
,Kd = KpTd , where Ti is the integral time

constant and Td is the derivative time constant, the
PID controller can be written in the s domain as

U(s) = Kp

[
1+

1
Tis

+Tds
]

E(s). (3)

Following Ziegler-Nichols, we have tuned the val-
ues to the three parameters (Kp,Ti,Td) of the PID con-
troller based on the analysis of the open and close
loop of the system to be controlled. The dynamics
behavior of the system is defined using the following
first-order linear transfer function:

G(s) =
K0e−sτ0

1− sγ0
, (4)

where the coefficients K0,τ0 and γ0 are obtained from
the response of the open loop system to a step in-
put. Starting from the stabilized system at y(t) = y0
to u(t) = u0, a step input is applied from u0 to u1.
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Figure 5: Angle achieved of ≈ 28◦ at a 350mA current.

Figure 6: Voltage SMA vs. a given set point. y1 =
0.258,y0 = 0.232, t1 = 2.725t0 = 2.2t2 = 4u1 = 1u0 = 0,
experimentally determined.

The output is registered from transition to stabiliza-
tion stage.

From the experimental data corresponding to Fig-
ure 6, we can compute the following parameters:

τ0 = t1− t0,γ0 = t2− t1,K0 = (y1− y0)/(u1−u0).

According to Ziegler-Nichols, the relations between
these coefficients and the controller parameters are:

Kp = (1.2γ0)/(K0τ0), Ti = 2T0, Td = 0.5.

Then, according to the Z transform the discrete
PID controller is:

U(z) = E(z)Kp

[
1+

T
Ti(1− z−1)

+Td
1− z−1

T

]
. (5)

Also:
U(z)
E(z)

= a+
b

1− z−1 + c(1− z−1). (6)

Where:

a = K p, b =
KpT

Ti
, c =

KpTd

T
.

The parameters obtained were: τ0 = 0.525,γ0 =
1.276,K0 = 0.03,Kp = 97.22,Ti = 1.05,Td = 0.2625.
The discrete controller parameters are calculated
based at the time T = 0.1 < τ0/4. Finally, a =
97.22,b = 1.05,c = 255.202. Figure 6 shows the
answer to a 260mv step input, that corresponds to
300mA of SMA arousal. We used this value for tun-
ing the PID controller because it allows a stable SMA
response in open loop.

3.2 SMA Control Electronics

The control electronics is composed by a micro con-
troller where the basic PID equations are encoded.
The digital output of the PID controller is converted
to DC in two steps: first, it is used to set the parame-
ters of a PWM signal, and second, the PWM signal is
converted to DC. Then, a Voltage Controlled Current
Source (VCCS) transforms the DC voltage in a con-
stant current that feeds the SMA. This stage has been
designed to have a low power consumption (< 20mA).
The current that passes trough the SMA when it is
resting is less than 1.1µA. Figure 7 shows the control
block diagram and the electronics. The PWM duty
cycle goes from 5% to 95% with a 1kHz frequency
in order to avoid an excessive current on the SMA.
The response of the SMA (VSMA and ISMA) is fed back
to the micro controller, where it is converted to digi-
tal signal by the integrated A/D conversion hardware.
Since the hardware used (18F458 PIC) has a 10-bits
A/D converter and the maximum voltage measured at
the SMA is VSMA = 0.55V , we obtain a resolution of
0.537mV .

Thus, taking into consideration the maximum cur-
rent through the wire (500mA) we can measure the
SMA resistances variations of 1.074mΩ. Since the
maximum variation in the SMA length is 0.34cm
and the maximum variation of the resistance is 1.6Ω,
the system theoretical error on the SMA length is
0.067%. i.e. 0.12mm.

A problem associated to these kind of designs is
the integral windup, which can provoke long over-
shoot periods, encouraged by the excessive values that
reaches the control signal due to the accumulation in
the integrator. In order to avoid this problem and ac-
celerate the heating, (Teh, 2008) and (Meier et al.,
2009) proposed to feed the SMA with a high pulse of
current. However, while in (Teh, 2008) such pulse is
maintained throughout the SMA excitation time, our
control systems sends a high pulse of current only for
a small period of time, precisely 500mA for 150mS.
This step is a pre-heating stage. Then, it feeds the
SMA with a ramp from 10% of the target current to
100% of the target current (Figure 8). The advantage
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Figure 7: Control loop of a single SMA actuator.

Figure 8: Control strategy: pre-heating and heating.

Figure 9: Behavior of the control signal.

of this approach is that the wire supports less stress
and the energy consumption is lower.

Moreover, to reduce the over and undershoot, the
voltage was limited between a minimum and maxi-
mum value of 10mV and 60mV , respectively, making
the integrator act only when these limits are overcome
(cf. Figure 9). Such values have been determined ex-
perimentally.

4 EXPERIMENTAL RESULTS

Using the mock-up mentioned above, we have tested
the control system by applying different target resis-
tances (i.e. desired lengths). Given the small dis-
placements, it is very difficult to measure with suffi-
cient precision the final length of the wire. Therefore,

in order to assess the actual precision of the system we
have measured the final resistance of the SMA wire.

Figure 10 shows the comparison of the transient
period for different currents, ranging form 300mA to
500mA. The plots have been post-processed in or-
der to improve readability. The overshoot that can be
noticed in the plots is produced by the initial pulse.
Note how, thanks to the action of the integrator, the
overshoot is reduced w.r.t the behavior of the SMA
without it.

Table 1 summarizes the results for various set
points (target resistance) and the resulting bending er-
ror. The length error has been calculated as function
of the the resistance error (cf. Eq. 1). We refer to
bending as the angle between the tangent between to
the arc and the chord. As it can be noticed, the preci-
sion obtained is satisfactory, although higher than the
one theoretically achievable. Only for one value (cor-
responding to the smallest strain) the precision ob-
tained was not satisfactory, since it induces a bending
error of almost 6 degrees. The error was expected to
be smaller for higher temperatures, due to the hystere-
sis in the resistanceas, also reported in (Meier et al.,
2009). For all the other values, on the practical point
of view the precision obtained is satisfactory for the
purposes of our mechatronic system, since such error
translates into a bending error which has a negligible
impact for the mechanics of swimming.

Table 1: Summary of the performances of the control on the
SMA’s resistance and on the bending structure.

Target Target Resist. Length Bend
resist. (Ω) length (mm) error (Ω) error (mm) error (deg.)

12.12 173.1 0.095 (0.8%) 1.385 5.99
11.86 169.4 0.086 (0.7%) 1.186 2.81
11.72 167.4 0.019 (0.2%) 0.335 0.69
11.46 163.7 0.057 (0.5%) 0.819 1.36

5 CONCLUSIONS

The objective of this work is to investigate the use of
active materials such as SMAs as alternative actuation
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Figure 10: Comparison of the transient period for various currents, without (left) ant with the control (right).

system for bio-inspired locomotion.
Thanks to the proposed control system we have

achieved a position control for the SMAs that is ac-
curate enough for the application at hand, since pro-
duces an error that is negligible as far as undulatory
motion of the fish. Nevertheless, for applications
where more precision is needed (e.g. manipulation)
more accurate controllers are needed. As far as reac-
tion speed is concerned, the nominal contraction time
can be reduced to almost one half by a carefully de-
signed control, as other authors have demonstrated.

The main advantage of our mechatronics design
is its simplicity, extremely light weight and practi-
cally null volume of the actuators, at advantage of the
available payload. Moreover, the actuators are abso-
lutely silent and do not produce any vibration, a fea-
ture which can be exploited, e.g. in the observation of
sea wild life since the robot would not disturb.

In conclusion, smart actuators and flexible contin-
uous structures can be a promising field for making al-
ternative robots, that are simpler and lighter, and that
can have interesting application domains.
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Abstract: This paper presents a free Java software platform which enables users to easily create advanced robotic 
applications together with image processing. This novel tool is composed of two layers: 1) Easy Java 
Simulations (EJS), an open-source tool which provides support for creating applications with a full 2D/3D 
interactive graphical interface, and 2) EjsRL, a high-level Java library specifically designed for EJS which 
provides a complete functional framework for modeling of arbitrary serial-link manipulators and computer 
vision algorithms. The combination of both components sets up a software architecture which contains a 
high number of functionalities in the same platform to develop complex simulations in robotics and 
computer vision fields. 

1 INTRODUCTION 

Robotics and Computer Vision (R&CV) systems 
have highly complex behaviours. For this reason, 
throughout the last two decades there has been a 
strong development of simulation tools devoted to 
R&CV systems. Some of these tools have been 
designed for professional applications, while others 
for educational and research purposes. In the field of 
industrial Robotics, several graphical software 
environments as for example Easy-ROB3D (Easy-
ROB3D, 2004), have been created in the form of 
stand-alone business packages for well defined 
problems. These are powerful tools, but some of 
them lack of resources in some aspects for higher 
education. Otherwise, numerous open-source tools 
such as GraspIt (Pelossoft et. al, 2004), RoboMosp 
(Jaramillo et al., 2006) and Microsoft Robotics 
Studio (Jackson, 2007), overcome these deficiencies. 
Other open-source tools are in the form of toolboxes 
such as SimMechanics (SMC) (Babuska, 2005), 
RobotiCad (RBC) (Falconi and Melchiorri, 2008) 
and Robotics Toolbox for Matlab (Corke, 1996). 
With regard to Computer Vision tools, several 
libraries have been developed for education and 
research, such as the Open Computer Vision Library 
(OpenCV, 2001) and VXL (VXL, 2001), developed 
in C++ language, and Java Advanced Imaging (JAI, 
2004), written in Java. 

However, the majority of the above commented  

tools are independent software platforms which have 
been developed in a separated way. This feature 
represents a drawback when time comes to develop 
complex models which combine R&CV systems. 
Perhaps, only Robotics/Vision Matlab toolboxes 
provide a set of functions suitable for synthesis and 
simulation which can be programmed under the 
same environment. Nevertheless, both toolboxes do 
not provide a user-friendly graphical interface 
support for both creating a personalized application 
and building 3D virtual environments. Thus, 
educators and researches have to spend time and 
effort searching the suitable libraries and they must 
have programming skills to develop the application. 

The approach presented in this paper is a new 
tool called EJS+EjsRL, which provides a complete 
functional framework for modeling and simulation 
of R&CV systems, all embedded in the same 
toolbox. In addition, this software platform gives full 
2D and 3D graphical support both for creating user 
interfaces and complex robotic environments with 
computer vision algorithms in an easy and simplified 
way. The main novel feature of this approach is that 
its software architecture contains a higher number of 
functionalities in the same platform than the existing 
software applications for that purpose (see table 1). 
Most of these functionalities are included as high-
level tools, with the advantage of allowing users to 
easily create R&CV applications with a minimum of 
programming. The tool presented contains several 
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features for Robotics such as kinematics, 
programming, dynamics, world modeling, 
importation of 3D model files, etc. and a higher 
number of Computer Vision algorithms than the JAI. 

Table 1: Feature comparison with other toolboxes. 

Feature SMC RBC Matlab 
toolbox 

EJS+ 
EjsRL 

Kinematics ● ● ● ● 
Dynamics ● ● ● ● 
Programming  ● ● ● 
Importation 
VRML/OBJ 

  ● ● 

World Modeling    ● 
Computer 
Vision 

  ● ● 

Interface design    ● 
Software 
connection 

  ● ● 

 
Another meaningful problem is the platform 

dependency. Some C++ tools are not portable for all 
the operating systems. EJS+EjsRL is based on Java, 
a well-known programming language which is 
platform independent. 

The remainder of this paper is organized as 
follows: section 2 describes the overall software 
architecture of the platform. Section 3 shows a 
complete application design. Section 4 shows other 
advanced features of the system. Section 5 shows the 
simulation capabilities of EJS+EjsRL by means of 
several test cases. Finally, some conclusions are 
discussed in section 6. 

2 SYSTEM DESCRIPTION 

2.1 Components 

There are two main blocks that represent the 
functional core of this software platform: an object-
oriented Java library (EjsRL) which allows users to 
model both arbitrary serial-link robots and computer 
vision algorithms, and Easy Java Simulations (EJS), 
powerful software for developing simulations. The 
combination of both tools (EJS+EjsRL) permits to 
easily and quickly create R&CV simulations. 

EJS is a freeware, open-source tool developed in 
Java, specifically created for the creation of 
interactive dynamic simulations with higher 
graphical support (Esquembre, 2004). EJS has been 
designed for people who do not need complex 
programming skills. In order to develop a 
simulation, the user only provides the most relevant 
core of the algorithm and EJS automatically 

generates all the Java code needed to create a 
complete interactive application. There are a lot of 
applications which have been developed with EJS 
for research and teaching activities (Jara et al., 2008; 
Jara et al., 2009). 

EjsRL is a Java library specifically designed for 
EJS which provides a complete functional 
framework that enables it to model and design 
advanced R&CV applications. All the components 
belonging to this software layer have been structured 
and organized in an object-oriented form. Figure 1 
shows a simplified class diagram of EjsRL, 
specifying the most important packages and classes. 
For a complete description of all the classes, readers 
can visit the web page: http://www.aurova.ua.es/rcv. 

 

Figure 1: Package and class diagram of EjsRL. 

2.2 Software Architecture 

The software design is based on a hierarchical 
coordination between EJS and EjsRL. Each of them 
is divided into systems which must interchange data 
in order to develop R&CV simulations (figure 2). 

A specific simulation within the EJS’ 
environment must include the definition of the 
model and the definition of the view or graphical 
interface (figure 2). In order to describe the model, 
users must write the differential equations that 
establish how these variables change in time. For 
this last step, EJS offers two options. The first is a 
built-in editor of Ordinary Differential Equations 
(ODEs) in which users write the system equations in 
a similar way to how they would write on a 
blackboard. Users can choose different standard 
algorithms to numerically solve them (Euler, Runge-
Kutta, etc.). The second facility is a connection with 
Matlab/Simulink that lets users to model systems 
with the help of these tools (Sanchez et al., 2005) 
(see section 5). In relation to the view, EJS provides 
a set of standard Java Swing, Java 2D and Java 3D 
components to build the interface in a simple drag-
and-drop way. In addition, VRML and OBJ extern 
graphic files can be imported to the view. These 
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graphical components have certain properties that 
the user can connect with the model variables and 
set a link between the model and the view. 
Therefore, the simulation turns into an interactive 
application where users can change the model 
variables and observe the simulation behaviour in 
the view. 

There are three important modules which define 
the most high-level API of EjsRL (figure 2): 
Robotics, Matrix Computation and Computer 
Vision. This library works as an external interface to 
give to model variables of EJS the corresponding 
value in order to create R&CV applications. 

Java Library (EjsRL)

Easy Java Simulations

Model

View

Robotics

Matrix Computation

Computer Vision

ODEs

Java Swing

Java 2D

Java 3D
Kinematics
Dynamics
Programming
Path Planning

IO Fuctions
Vision Tools
Vision Algorithms

OBJ/VRML Import

Object Collision

Euler
Runge-Kutta
Dopri
Fehlberg

Variables/Methods

Interface Controls

Image Control

3D Objects

Code Generation

Java files (*.java, *.jar)
Java applet (*.html)

Java Web Start (*.jnlp)  

Figure 2: Software architecture of EJS+EjsRL. 

3 DESIGN OF A ROBOTICS 
APPLICATION 

3.1 Creating the Robot Arm and its 
Workspace 

The first step in order to create a robotic simulation 
is to execute EJS and to insert the library EjsRL as 
external resource (figure 3). In this way, all the 
methods and classes of EjsRL can be used within 
EJS’ environment. Secondly, it is necessary to create 
a specific robot in the model part. This action 
implicates to define the variables and to program a 
robot object specifying a minimum code. 

For creating an arbitrary robot arm object, users 
only have to know its Denavit-Hartenberg 
parameters, its physical features and the type of 
joints. With these data, a Java object variable 
defined    in    the   EJS’   environment   has   to   be  
initialized using the robot’s constructor of the 
Robotics module of EjsRL. Figure 4 shows the Java 
code  which  must  be  inserted  in the model of EJS’  

EJS Environment

Model and View

 EjsRL library

Area to insert
the Java code

 

Figure 3: Overview of the EJS’ environment 

environment and the necessary variables to 
program a robot of 6 rotational DOF. 

//DENAVIT-HARTENBERG variables
/*Fist Column (q)*/                      /*Second Column (d)*/   /*Third Column (a)*/     /*Fouth Column (alpha)*/
DHParams[0] = q[0]+Math.PI/2;   DHParams[6] = l1;        DHParams[12] = 0;      DHParams[18] = -Math.PI/2;
DHParams[1] = q[1]-Math.PI/2;   DHParams[7] = 0;          DHParams[13] = a2;     DHParams[19] = 0;
DHParams[2] = q[2]+Math.PI;     DHParams[8] = 0;          DHParams[14] = 0;       DHParams[20] = Math.PI/2;
DHParams[3] = q[3];                    DHParams[9] = l4;         DHParams[15] = 0;       DHParams[21] = -Math.PI/2;
DHParams[4] = q[4];                    DHParams[10] = 0;        DHParams[16] = 0;       DHParams[22] = Math.PI/2;
DHParams[5] = q[5];                    DHParams[11] = l6;       DHParams[17] = 0;       DHParams[23] = 0;

//DHq. Variables that change in the DH table
DHq[0] = 0;DHq[1] = 1;DHq[2] = 2;DHq[3] = 3;
DHq[4] = 4; DHq[5] = 5;

//Geometry
geometry[0]=l1;geometry[1]=a2;geometry[2]=0;
geometry[3]=l4;geometry[4]=0;geometry[5]=l6;

//Robot
char[] type = {'R','R','R','R','R','R'};
robot = new Robot(6, type);
robot.setDHParams(DHParams,DHq);
robot.setGeometry(geometry);
robot.setQLimits(qLimits);
robot.setInitPos(1,1,0);

EJS VARIABLES

 

Figure 4: Java code for modeling a 6 rotational DOF 
robot. 

After programming the robot object, the next 
step is to develop the interface or view for the final 
user. As stated, EJS provides a set of components to 
build the interface in a simple drag-and-drop way. In 
the case of a robotic simulation, the interface can be 
composed by the 3D solid links of the robot and its 
workspace, and other standard components to 
control the application (panels, buttons, sliders, 
plots, etc.). Figure 5 shows the construction of the 
interface for the example proposed. The component 
drawingPanel3D is the 3D environment where the 
robot and its workspace will be displayed. Here, it is 
defined each one of the 3D links of the robot by 
means of the VRML component, which allows to 
import models from existent VRML files. As 
mentioned, all the interface components of EJS have 
certain properties which are used for the simulation. 
Figure 5 shows the properties of the VRML 
component (Position and Size, Visibility and 
Interaction and Graphical Aspect). The position and 
transform fields will be used to move the robot since 
they will be connected with the model variables 
which define the robot. Figure 5 also shows a dialog 
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(Move Joints) where some sliders controls (q1…q6) 
have been added from the view components. These 
sliders are connected with the q variable of the robot 
model (see figure 4). 

VRML
Components

3D Solid

VRML File

 

Figure 5: Interface construction of a Robotics application. 

3.2 Kinematics and Path Planning 
Simulation 

The implementation of the forward kinematics can 
be easily programmed and simulated with 
EJS+EjsRL. Figure 6 shows the Java code to resolve 
the forward kinematics of the robot proposed. The 
joint values are got from the interface Move Joints 
for updating the DHParams array of the model. 
Afterwards, the homogeneous transformations of 
each link are computed using the method 
FKinematics of the Robotics module of EjsRL. 
Finally, these matrix objects (A01…A06) are inserted 
in the property Transform (figure 5) of the VRML 
components in order to move them according this 
kinematics algorithm. 

public void forwardKinematics () {

  //Update the current values of the joints
  DHParams[0] = q[0] + Math.PI/2;
  DHParams[1] = q[1]-Math.PI/2;
  DHParams[2] = q[2]+Math.PI;
  DHParams[3] = q[3];
  DHParams[4] = q[4];
  DHParams[5] = q[5];

   //Compute the forward kinematics
A01 = robot.FKinematics(DHParams[0],1);
A02 = robot.FKinematics(DHParams[1],2);
A03 = robot.FKinematics(DHParams[2],3);
A04 = robot.FKinematics(DHParams[3],4);
A05 = robot.FKinematics(DHParams[4],5);
A06 = robot.FKinematics(DHParams[5],6);

}

q = (-47.6,..,-16.8)

A01..A06

Interface Move Joints

Virtual Environment

 

Figure 6: Java code for the forward kinematics of a 6 
rotational DOF robot. 

EjsRL contains some methods to solve the 
inverse kinematics problem. Figure 7 shows an 
example for solving this based on the Jacobian 
operator. The method IKinematics receives the 
position and orientation of the end effector (Matrix 

T) and the current joint values of the robot (array 
q_current) as input parameters. Finally, the robot is 
moved to the suitable position using the forward 
kinematics method described before. 

public void inverseKinematics () {

//Current values of vector q
   double[] q_current = {q[0],q[1],q[2],q[3],q[4], q[5]};

 //Position and orientation of the end effector (X, Y, Z, Xº, Yº, Zº)
  Matrix T = new Matrix(4,4);
T.set(0,3,X); T.set(1,3,Y); T.set(2,3,Z);T.set(3,3,1.0); //Position
T.setMatrix(0,2,0,2,Maths.transRPYtoR(Roll, Pitch, Yaw)); //Orientation

 //Call to the inverse kinematics algorithm
  Solution sol = robot.IKinematics(T,q_current);
  if(sol!=null){
        q[0] = sol.getElemSolution(0); q[1] = sol.getElemSolution(1);
        q[2] = sol.getElemSolution(2); q[3] = sol.getElemSolution(3);
        q[4] = sol.getElemSolution(4); q[5] = sol.getElemSolution(5);

//Move the robot with the updated q values
        forwardKinematics();
  }
}

 

Figure 7: Java code for the inverse kinematics problem. 

With regard to trajectory planning, EJS+EjsRL 
allows users to easily perform the simulation of 
many path planning algorithms for n-axis robot 
arms. The ODEs editor implemented in EJS is 
employed to generate the position, velocity and 
acceleration values. The Robotics classes of EjsRL 
contain a path planning module which computes the 
acceleration parameters of several trajectories from 
their imposed constrains. Thus, two steps are only 
necessary to create a planning algorithm for a n-axis 
robot manipulator: 

 To write the equations of the basic motion of a 
multi-body system. Figure 8 shows these 
equations in the ODEs editor of EJS. These 
equations compute the sequence values of the 
position (q) and velocity (VPlan) of all the 
robot joints from the acceleration of the 
trajectory (APlan); 

 To compute the acceleration of the path 
planning algorithm proposed using one of the 
functions provided by the Robotics package. 
The trajectory planning module returns the 
acceleration parameters of several kinds of 
trajectories which can be used in the motion 
equations; 

 
Figure 8: ODEs of basic robot motion. 
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There are a lot of methods implemented in the 
Robotics module: splines, cubic interpolators, 
synchronous, asynchronous and linear trajectories, 
and the 4-3-4 polynomial path planning algorithm. 
Figure 9 shows the Java code to program this last 
interpolator in order to determinate the acceleration 
array for the differential equations.  

public void path434 () {

//Input contrains (initial point, final point, maximun velocity)
  double[] qi = {qd1*Rad, qd2*Rad,qd3*Rad,qd4*Rad,qd5*Rad,qd6*Rad};
  double[] qf = {qd1f*Rad,qd2f*Rad,qd3f*Rad,qd4f*Rad,qd5f*Rad,qd6f*Rad};
  double[] vqMax = {vq1max,vq2max,vq3max,vq4max,vq5max,vq6max};

//Time constrains
 double tace = 0.1;
  double tdec = 0.2;

 //Computation of the APlan values
  double[] vSyncro = robot.Synchro(qi,qf,vqMax);
APlan = robot.Coef434(tace,tdec,vSyncro);

 _play();
}

APlan ODEs q values
v values

Kinematics
(simulation)

Plot control

 

Figure 9: Simulation of a 4-3-4 polynomial trajectory. 

The generated joint values are automatically 
given to the kinematics model to simulate the robot 
movement (method _play). In addition, EJS plot 
controls can be used to visualize the trajectory 
variables (figure 9). 

3.3 Dynamics Features 

The Robotics module of EjsRL implements 
numerical methods to solve the forward and inverse 
dynamics problems (Newton-Euler and Walker-
Orin, respectively). Figure 10 shows an example 
which obtains the inverse dynamics with an external 
force. Mass, inertias and friction properties must be 
known in order to solve this algorithm. The array 
variables VPlan and APlan belong to the velocity 
and acceleration of the path planning previously 
computed. 

public void inverseDynamics(){

//Set the dynamics parameters of the robot
    robot.setMassRobot(mass);
    robot.setInertiaRobot(new Matrix(Inertia));
    robot.setVisFriction(friction);

//External force
    double mExternal = 1.0;
    double IxxExt, IyyExt, IzzExt;
    IxxExt = mExternal*0.3*0.3*0.167;
    IzzExt = IyyExt = IxxExt;
    Matrix IExternal = new Matrix(1,3,0.0);
    IExternal.set(0,0,IxxExt);IExternal.set(0,1,IyyExt);IExternal.set(0,2,IzzExt);
    robot.setExternalInertia(mExternal, IExternal);

//Newton-Euler computation
Tau = robot.NewtonEulerAlgorithm(VPlan, APlan);

}

EJS VARIABLES

 

Figure 10: Programming the inverse dynamics with an 
external force. 

3.4 Using Computer Vision Features 

The Computer Vision classes of EjsRL provide a 
complete library for the development of image 
processing algorithms within EJS’ environment. 
There are approximately fifty different functions 
implemented in this module, ranging from basic 
operations (format conversion, image adjustment, 
histogram, etc.) to image feature extraction (point 
and edge features). As example, authors implement a 
computer vision algorithm in the virtual robotic 
environment previously created. The aim is to 
perform an Eye-In-Hand (EIH) vision based control 
using four corner features in the control loop. 

First of all, it is necessary to obtain a view 
projection from the end effector of the robot. For 
that end, EJS has an option which allows users to 
create a virtual camera in the 3D robotic 
environment. Figure 12 shows the appearance of the 
interface developed where the window “Virtual 
Camera” shows the projection of the EIH virtual 
camera. Secondly, this projection must be processed 
in order to extract the corner features of the object. 
Figure 11 shows the Java code which computes 
corner detection in the virtual camera’s image (this 
code can also be used for real images). Initially, the 
image of the virtual camera control is obtained 
(variable vcamera) and the image objects are 
created. Afterwards, the processing algorithm is 
defined by means of the ImageFunction interface. 
Finally, the image is processed (processImag 
method), the point features are detected using one of 
the implemented algorithms, for example the 
SUSAN method (Smith and Brady, 1997), and these 
are returned as an array variable. These point 
features can be seen in the window “Virtual Image” 
of the figure 12. 

public ArrayList Corner_Detection(){

  //Get the Virtual Camera component
  ControlElement vcamera = _view.getElement("virtualCamera");

  //Create the image objects
  ImageObject initial_Image = new ImageObject(vcamera.getImage());
  ImageObject result_Image = null;

  //Proccess the image and extract the point features
  ImageFunction f1 = new FColorToGray(); //Function Color_to_Gray
  ImageFunction f2 = new FSusan();  //Function Corner detector
  result_Image = new ImageObject(f2.processImg (f1.processImg(initialImage)));
ArrayList pointsSusan = ((FSusan)f2).getPoints();

  return pointsSusan;
}

 
Figure 11: Java code for detecting corner features in the 
virtual image. 

The control action and the interaction matrix 
used in this control algorithm are based on a  
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Figure 12: Simulation of a visual-servoing task using point features. 

classical 2D visual servoing task, according to the 
following expressions: 
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where s are the current visual features, s* are the 

desired visual features, and λ is the proportional 
controller; (xi, yi) are the point coordinates of each 
feature; and Zi is the current distance from the 
camera to the each feature. The evolution of both 
velocity module and point features are showed in 
figure 12, which validate the correct convergence of 
the visual servo task. 

4 ADVANCED FEATURES 

EJS has a connection with Matlab/Simulink which 
lets users specify and solve their models with the 
help of these tools (Sanchez et al., 2005). Next, 
authors show a decoupled control of a 3 rotational 
DOF robot where the electrical model is computed 
by a Simulink diagram and the 3D graphical 
interface is developed using EJS+EjsRL. Figure 13 
shows the appearance of the application.  

In the upper part of this figure, it can be seen the 
simulation of the robot with its respective plot 
controls, which show the input and the output 

values. Simulink diagram is set up by the PID 
control of each DOF, the power amplifier stage and 
the engine blocks with the model of a DC motor. 
The torque values are transferred to the forward 
dynamics method of EjsRL to compute the 
acceleration for the path planning algorithm. 
Feedback variables q and v are values obtained 
directly from the path planning and connected with 
the Simulink blocks. 

Feedback values

PID Controls

DC Motors

Forward
Dynamics

ODEs
Path Planning

Acceleration

Plot Controls

Amplifiers

Simulink model

Torques

3D Simulation

q1=π/2

q2=π/3

q3= - π/4DH Systems
q1

q2

q3

q ,v

 

Figure 13: Position control of a robot using EJS+EjsRL 
and Simulink. 

5 EXPERIMENTAL EXAMPLES 

5.1 A Virtual and Remote Laboratory 

Authors  have  developed with EJS+EjsRL a virtual  
and remote laboratory for training in Robotics. This  
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system, called RobUALab.ejs (Jara et al., 2008), 
allows users to simulate path planning algorithms in 
a virtual robotic environment, as well as execute 
remote commands in a real robotic plant. 

Programming classes of EjsRL (figure 1, 
package “Programming”) enable users to develop 
Java routines in a robotic simulation. Figure 14 
shows a programming experiment which consists of 
doing pick-and-place operations of virtual objects 
located in the conveyor belt using synchronous 
trajectories (parameter “Syn” in the method moveJ). 

Frame 1 Frame 2

Frame 3 Frame 4

Frame 5 Frame 6

Frame 7 Frame 8

void main () {
double [] onBeltJ={27, 84.25 ,20.30 ,-9.73,-61};
double [] beltJ={27, 98 ,5.82 ,-9,-61};
double [] onTableJ={80.10, 52.54, 31, 11.8, 90 };
double [] tableJ={80.11, 59.48, 42.3, -6.43, 90 };
double [] homeJ={0,0,0,0,90};
double [] time1={3.0};
double [] time2={1.0};
int dataObject; double plus = 10.0;

DECLARATION OF
THE VARIABLES

posJ onBelt = new posJ(onBeltJ);
posJ belt = new posJ(beltJ);
posJ onTable = new posJ(onTableJ);
posJ table = new posJ(tableJ);
posJ home = new posJ(homeJ);

CREATION OF THE
OBJECTS posJ

for(int i=0; i<dataObject; i++) {
   belt();
   moveJ("Syn",onBelt,1,time1);
   open();
   moveJ("Syn",belt,0,time2);
   close();
   moveJ("Syn",onBelt,1,time2);
   moveJ("Syn",home,1,time1);
   moveJ("Syn",onTable,1,time1);
   table.setValue(table.getValue(0)+plus*i, 0);
   moveJ("Syn",table,1,time2);
   open();
   moveJ("Syn",onTable,0,time2);
   close();
  }
moveJ("Syn",home,1,time1);
}

ORDER
MOVEMENTS

dataObject = getNumberObj();NUMBER OF
OBJECTS

 

Figure 14: States of the virtual robot during the execution 
of the programming experiment. 

5.2 A Multi-robot System 

EjsRL allows users the instantiation of different 
robot objects. Thus, it is possible to developed 
multi-robot simulations in an easy way. As example, 
a multi-robotic system composed by a PA-10 robot 
of 7 rotational DOF and a 3 rotational DOF robot 
(RRR) is presented here. This last serial robot is 
attached to a link of the upper part of the PA-10 
(figure 15). In addition, the robot RRR has a virtual 
camera at the end as an EIH configuration. Figure 15 
shows the interface of the application developed: on 
the left, the 3D virtual environment of the 
workspace; on the right, the virtual projection of the 
EIH camera located at RRR. 

6 CONCLUSIONS 

In this paper, a free Java-based software platform for 
the creation of advanced R&CV applications has 
been presented. EJS+EjsRL is a suitable tool to 
develop research and educational simulations in 
R&CV   systems.   The   paper  has  showed  several  

 

Figure 15: Appearance of the interface of a multi-robot 
simulation. 

high-level applications which illustrate a part of the 
possibilities of EJS+EjsRL. More information can be 
obtained from http://www.aurova.ua.es/rcv, where 
readers can also execute a lot of test examples. 
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Abstract: This paper addresses the control of a team of nonholonomic mobile robots. Indeed, the most work, in this
domain, have studied extensively classical control for keeping a formation of mobile robots. In this work, the
leader mobile robot is controlled to follow an arbitrary reference path, and the follower mobile robot use the
sliding-mode controller to keep constant relative distance and constant angle to the leader robot. The efficiency
and simplicity of this control laws has been proved by simulation on different situations.

1 INTRODUCTION

The multi robots systems is an important robotics re-
search field. Such systems are of interest for many
reasons; tasks could be too complex for a simple robot
to accomplish; using several simple robots can be eas-
ier, cheaper and more flexible than a single power-
ful robot (Mazo et al., 2004), (Zavlanos and Pappas,
2008), (Murray, 2007), (Liu et al., 2007), (Klančar
et al., 2009).

Formation control has been one of the important
research topics in multiple robot systems as it is appli-
cable to many areas such as geographical exploration,
rescue operations, surveillance, mine sweeping, and
transportation. Different approaches have been devel-
oped recently, for example, behavior-based control,
LQ control, visual servoing control, Lyapunov-based
control, input and output feedback linearization con-
trol, graph theory, and nonlinear control.

In leader-follower formation control, the most
widely used control technique is feedback lineariza-
tion based on the kinematics model of the system. In
this study, we focus on the problem of leader-follower
robot formation control using a sliding-mode con-
troller.

The referenced robot is called a leader, and the
robot following it called a follower. Thus, there are
many pairs of leaders and followers and complex for-
mations can be achieved by controlling relative posi-
tions of these pairs of robots respectively. This ap-
proach is characterized by simplicity, reliability and
no need for global knowledge and computation.

Figure 1: A skid-steered four wheel mobile robot.

In this paper, it will be developped a method based
on the leader-following approach to investigate for-
mation control problem in a group of nonholonomic
mobile robots. For this purpose, we design a new con-
troller based on sliding-mode control to drive a fleet
of mobile robots in a leader-follower configuration.

Sliding Mode Control (SMC) method has been
widely noticed because of its superior robust con-
trol performance for systems with highly uncertainty
(Chwa, 2004), (Yang and Kim, 1999), (Floquet et al.,
2003), (Solea and Nunes, 2007), (Solea and Cernega,
2009).

The rest of this paper is organized as follows. First
formulation of the nonholonomic mobile robot sys-
tem is revealed. Then, the leader-following formation
model method used by the robots is exposed. After
that, the architecture of the siling-mode controller is
described. This paper concludes with some simula-
tion and results.
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2 FORMATION CONTROL

2.1 Formulation of the Nonholonomic
Mobile Robot System

As indicated in Figure 1, the mobile robots are skid-
steering mobile platforms. To develop the kinematic
model for a skid-steering mobile robot (SSMR) that
is assumed to move in a plane (for simplicity) with an
inertial coordinate system, denoted by(Xg, Yg), and
a local coordinate system, denoted by(Xr , Yr), where
the origin of (Xr , Yr) is fixed to the center of mass
(CG) of the SSMR as illustrated in Figure 2. The po-
sition and orientation of the CG, denoted byq(t)∈R3,
is defined asq= [xr yr θr ]

T (i.e., theCG position,xr
andyr , and the orientationθr of the local coordinate
frame with respect to the inertial frame).




ẋr
ẏr

θ̇r



=





cos(θr) −sin(θr) 0
sin(θr) cos(θr) 0
0 0 1



 ·





vxr
vyr
ωr





(1)
It is obvious that Eqn. (1) does not impose any

restrictions on the skid-steering mobile robot plane
movement, since it describes free-body kinematics
only. Therefore it is necessary to analyze the relation-
ship between wheel velocities and local velocities.

Suppose that thei− th wheel rotates with an an-
gular velocityωir (t), wherei = 1,2, ...,4, which can
be seen as a control input. For simplicity, the thick-
ness of the wheel is neglected and is assumed to be
in contact with the plane at pointPir as illustrated in
Figure 3. In contrast to most wheeled vehicles, the lat-
eral velocity of the SMRR,viyr , is generally nonzero.
This property comes from the mechanical structure of
the SSMR that makes lateral skidding necessary if the
vehicle changes its orientation. Therefore the wheels
are tangent to the path only ifωr = 0, i.e., when the
robot moves along a straight line.

Figure 2: Free body diagram.

Figure 3: Wheel velocities.

In this description we consider only a simplified
case of the SSMR movement for which the longitudi-
nal slip between the wheels and the surface can be ne-
glected. For traditional mobile robots, the wheel rota-
tion is translated into a linear motion along the tangent
of a curve without longitudinal slippage as described
by the following expressions:

vixr = Ri ·ωi (2)

wherevixr is the longitudinal component of the total
velocity vectorvir of the i − th wheel expressed in
the local frame andRi denotes the so-called effective
rolling radius of that wheel.

The vectorsdi(t) = [dix(t),diy(t)]T anddCG(t) =
[dCGx(t),dCGy(t)]T ∈ R2 are expressed in(Xr ,Yr) and
are defined from the instantaneous center of rotation
(ICR) of the vehicle toPi ∀i = 1,2, ...,4 anddCG(t)
from theICR to the vehicle toCG, respectively, as il-
lustrated in Figure 3. Based on the geometry of Figure
3, the following expressions can be developed:

vixr

diy
=

vxr

yICR
=

viyr

dix
=− vyr

xICR
= ωr (3)

where it is used the fact that the coordinates of theICR
expressed in(Xr ,Yr), denoted byxICR(t) andyICR(t)∈
R, are defined as[xICR,yICR]

T = [−dCGx,dCGy]
T .

From Figure 3 it is clear that the coordinates of
vectorsdir satisfy the following relationships:

d1y = d4y = dCGy−L
d2y = d3y = dCGy+L
d1x = d2x = dCGx+a
d3x = d4x = dCGx−b

(4)

After combining Eqns. (3) and (4), the follow-
ing relationships between wheel velocities can be ob-
tained:

vL = v1xr = v4xr vR = v2xr = v3xr
vF = v1yr = v2yr vB = v3yr = v4yr

(5)
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wherevL andvR denote the longitudinal coordinates
of the left and right wheel velocities,vF andvB are
the lateral coordinates of the velocities of the front
and rear wheels, respectively.

Using (3) - (5) it is possible to obtain the fol-
lowing transformation describing the relationship be-
tween the wheel velocities and the velocity of the
robot:







vL
vR
vF
vB






=







1 −L
1 L
0 −xICR+a
0 −xICR−b






·
[

vxr
ωr

]

(6)

Notice thatωL andωR which denote angular ve-
locities of left and right wheels, respectively, can be
regarded as control inputs at kinematic level and can
be used to control longitudinal and angular velocity
according to the following relationships:

vxr = R· ωR+ωL

2
, ωr = R· ωR−ωL

2 ·L (7)

while R is so called effective radius of wheels and 2·L
is a spacing wheel track depicted in Figure 2.

It is interesting to see that the analysed kinematic
model of the SSMR is quite similar to the kinematics
of the two-wheel mobile robot.

From the last equations it is clear that, theoreti-
cally, the pair of velocitiesωL andωR can be treated
as a control kinematic input signal as well as veloc-
ities vxr andωr . However, the accuracy of the rela-
tions (7) mostly depends on the longitudinal slip and
can be valid only if this phenomenon is not dominant.
In addition, the parametersR andL may be identified
experimentally to ensure a high validity of the deter-
mination of the angular robot velocity with respect to
the angular velocities of the wheels.

To complete the kinematic model of the SSMR,
the following velocity constraint can be considered:

vyr + xICR ·ωr = 0 (8)

The last equation is not integrable. In conse-
quence, it describes a nonholonomic constraint which
can be rewritten like:

[

−sin(θr) cos(θr) xICR
]

·





ẋr
ẏr

θ̇r



= 0 (9)

2.2 Leader-follower Formation Models

Figure 4 is a leader-follower control model where the
formation pattern is specified by the separate distance
d and the relative bearingψ for two robotsr1 andr2.
The desired formation pattern can be defined as the
desired separate distancedd and the relative bearing

Figure 4: Leader-follower approach for SSMR.

Figure 5: Block diagram.

ψd. The followerr2 regulates the formation state er-
rors of the separate distance and the relative bearing
through its speed control signalsur2 = [vxr2,ωr2]

T :
[

d̃
ψ̃

]

=

[

dd

ψd

]

−
[

d
ψ

]

(10)

The relative distance between the leader and the
follower robot is denoted asd, the separation bearing
angle isψ, and they are given by:

d =
√

(xr1− xc2)2+(yr1− yc2)2 (11)

ψ = π− [θr1−arctan2(yr1− yc2,xr1− xc2)] (12)

where:

xc2 = xr2+ l ·cos(θr2), yc2 = yr2+ l ·sin(θr2)

The formation control can be investigated by mod-
eling the formation state error as follows (Das et al.,
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2002):
[ ˙̃d

˙̃ψ

]

= G ·ur2+F ·ur1, φ̇ = ωr1−ωr2 (13)

and

G=

[ −cos(φ+ψ) −l ·sin(φ+ψ)
sin(φ+ψ)

d
− l ·cos(φ+ψ)

d

]

,

F =

[

cos(ψ) 0

−sin(ψ)
d

1

]

whereφ = θr1−θr2 andl is the distance between the
robot position(xr2,yr2) and the robot hand position
(xc2,yc2) as shown in Figure 4.

2.3 Sliding-mode Controller Design

In a leader-follower configuration, with the leader’s
position given and once the follower’s relative dis-
tance and angle with respect to the leader are known,
the follower’s position can be determined. To use the
leader-following approach, it is assumed that the an-
gular and linear velocities of the leader are known.
In order to achieve and maintain the desired forma-
tion between the leader and follower, it is only need to
control the follower’s angular and linear velocities to
achieve the relative distance and angle between them
as specified. Therefore, the leader-following based
mobile robot formation control can be considered as
an extension of the tracking control problem of the
nonholonomic mobile robot.

A practical form of reaching the control law (pro-
posed by Gao and Hung (Gao and Hung, 1993)) is
defined as

ṡi =−pi · |si |α ·sgn(si), 0< α < 1, i = 1,2 (14)

This reaching law increases the reaching speed
when the state is far away from the switching man-
ifold, but reduces the rate when the state is near the
manifold. The result is a fast reaching and low chat-
tering reaching mode.

A new design of sliding surface is proposed, such
that the separation bearing angle,ψ and the orienta-
tion errorφ, are internally coupled with each other in
a sliding surface leading to convergence of both vari-
ables. For that purpose the following sliding surfaces
is proposed:

s1 =
˙̃d+ γd · d̃ (15)

s2 = ˙̃ψ+ γψ · ψ̃+ γ0 ·sgn(ψ̃) · |φ| (16)

hereγ0, γd, γψ are positive constant parameters andd̃,
ψ̃, φ are defined by (10), (13).

−4 −2 0 2 4 6
−2

0

2

4

6

8

10
Trajectory

x [m]

y[
m

]

 

 

leader
follower

Figure 6: Simulation I - Trajectory of the leader and the
follower.

If s1 converges to zero, triviallyd̃ converges to
zero. If s2 converges to zero, in steady-state it be-
comes˙̃ψ = −γψ · ψ̃− γ0 · sgn(ψ̃) · |φ|. Since|φ| is al-
ways bounded, the following relationship betweenψ̃
and ˙̃ψ holds:ψ̃ < 0⇒ ˙̃ψ > 0 andψ̃ > 0⇒ ˙̃ψ < 0.

From the time derivative of (15) and (16) and us-
ing the reaching law defined in (14) yields:

ṡ1 =
¨̃d+ γd · ˙̃d =−p1 · |s1|α ·sgn(s1) (17)

ṡ2 = ¨̃ψ+ γψ · ˙̃ψ+ γ0 ·sgn(ψ̃) ·sgn(φ̃) · φ̇ =
=−p2 · |s2|α ·sgn(s2)

(18)

After some mathematical manipulation, one can
achieve:

v̇xc2 =
p1 · |s1|α ·sgn(s1)+ γd · ˙̃d−D1

cos(φ+ψ)
(19)

ω̇c2 =
(p2 · |s2|α ·sgn(s2)+ γpsi · ˙̃ψ) ·d−D2

l ·cos(φ+ψ)
(20)

where
D1 = l · ω̇r2 ·sin(φ+ψ)−d · (φ̇+ ψ̇) · (ψ̇+ωr1)−
−v̇xr1 ·cos(ψ)− vxr1 · φ̇ ·sin(ψ)
D2 = γ0 ·sgn(ψ̃ ·φ) · φ̇ ·d− v̇xr2 ·sin(φ+ψ)+
+v̇rx1 ·sin(ψ)− vxr1 · φ̇ ·cos(ψ)− (φ̇+ ψ̇) · ḋ−
−d · ω̇r1− ḋ · (ψ̇+ωr1)

Thesignumfunctions in the sliding surface were
replaced bysaturationfunctions, to reduce the chat-
tering phenomenon (Slotine and Li, 1991).

3 SIMULATION RESULTS

In this section, simulation results for the proposed
SMC are presented. The simulation are performed
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in Matlab/Simulink environment to verify behavior of
the controlled system. The parameters of the SSMR
model were chosen to correspond as closely as possi-
ble to the real experimental robot presented in section
1 in the following manner:a= 0.10[m], b= 0.20[m],
L= 0.12[m], R= 0.04[m]. Wheel velocity commands,
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Figure 7: Simulation I - Sliding surfacess1 ands2, separate
distance(d̃), relative bearing(ψ̃) and relative orientation
(φ).

ωR =
vxc2+L ·ωc2

R
; ωL =

vxc2−L ·ωc2

R
; (21)

are sent to the power modules of the follower mobile
robot, and encoder measuresNRandNL are received
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Figure 8: Simulation II - Trajectory of the leader and the
follower.

in the robots pose estimator for odometric computa-
tions.

Figure 5 shows a block diagram of the proposed
sliding-mode controller.

In order to compute the actuating control input,
equation (6) needs to be integrated and some initial
valuesvxc2(0), ωc2(0) to be fixed.

Two simulation experiments were carried out to
evaluate the performance of the sliding mode con-
troller presented in Section 2.3. The first simula-
tion refers to the case of circular trajectory (vxr1 =
0.4[m/s] and ωr1 = 0.1[rad/s]). The initial condi-
tions of the leader and the follower are,xr1(0) =
0.5, yr1(0) = 0, θr1(0) = 0, xr2(0) = 0, yr2(0) = 0,
θr1(0) = 0, dd = 1.0[m], ψd = 135[deg].

In the second simulation the leader robot execute a
linear trajectory but with a non-zero initial orietation
(θr1 = 45[deg]). The initial conditions of the leader
and the follower in this second case are,xr1(0) = 0.5,
yr1(0) = 0, θr1(0) = pi/4, xr2(0) = 0, yr2(0) = 0,
θr1(0) = 0, dd = 1.0[m], ψd =−120[deg].

Figure 6 shows the trajectory of the leader and the
follower for the first simulation case. In order to have
a temporal reference in the figure the robots are drawn
each second: the blue car represent the leader and the
red car represent the follower.

In Figure 7.a the sliding surfacess1 ands2 asymp-
totically converge to zero. Finally, Figures 7.b and c
show the time histories of̃d, ψ̃ andφ.

The results of the second case called Simulation
II are given in Figures 8 - 9. Figure 8 shows the tra-
jectory of the leader and the follower, Figures 9 the
sliding surfaces and the time histories ofd̃, ψ̃ andφ.

The good performance for controlling the forma-
tion with the developed control law can be observed
from Figures 6 - 9. The outputs of the formation sys-
tem (d̃, ψ̃ andφ) asymptotically converge to zero, as
shown in Figures 7 and 9.
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Figure 9: Simulation II - Sliding surfacess1 ands2, separate
distance(d̃), relative bearing(ψ̃) and relative orientation
(φ).

4 CONCLUSIONS

In this paper is proposed a sliding mode forma-
tion tracking control scheme of nonholonomic mobile
robots. The leader and follower are a skid-steering
mobile robots. The desired formation, defined by two
parameters (a distance and an orientation function) is
allowed to vary in time. The effectiveness of the pro-
posed designs has been validated via simulation ex-
periments.

Future research lines include the experimental val-
idation of our control scheme and the extension of our
results to skid-steering mobile robots. For the sake of
simplicity in the present paper a single-leader, single-
follower formation has been considered. Future in-

vestigations will cover the more general case of multi-
leader, multi-follower formations.
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Abstract: This paper presents a Divide and Conquer strategy to estimate the kinematic parameters of parallel symmetri-
cal mechanisms. The Divide and Conquer kinematic identification is designed and performed independently
for each leg of the mechanism. The estimation of the kinematic parameters is performed using the inverse cali-
bration method. The identification poses are selected optimizing the observability of the kinematic parameters
from a Jacobian identification matrix. With respect to traditional identification methods the main advantages
of the proposed Divide and Conquer kinematic identification strategy are: (i) reduction of the kinematic iden-
tification computational costs, (ii) improvement of the numerical efficiency of the kinematic identification
algorithm and, (iii) improvement of the kinematic identification results. The contributions of the paper are:
(i) The formalization of the inverse calibration method as the Divide and Conquer strategy for the kinematic
identification of parallel symmetrical mechanisms and, (ii) a new kinematic identification protocol based on
the Divide and Conquer strategy. As an application of the proposed kinematic identification protocol the iden-
tification of a planar 5R symmetrical mechanism is simulated. The performance of the calibrated mechanism
is evaluated by updating the kinematic model with the estimated parameters and developing simulations.

1 INTRODUCTION

In mechanisms and manipulators the accuracy of the
end-effector critically depends on the knowledge of
the kinematic model governing the control model
(Zhuang et al., 1998). Therefore, to improve the accu-
racy of a mechanism its kinematic parameters have to
be precisely estimated by means of a kinematic iden-
tification procedure (Renaud et al., 2006).

Kinematic identification is an instance of the robot
calibration problem. The estimation of rigid-body in-
ertial parameters and the estimation of sensor gain
and offset are instances of calibration problems at the
same hierarchical level of the kinematic calibration
problem (Hollerbach et al., 2008).

This paper is devoted to the kinematic identifi-
cation of parallel symmetrical mechanisms. Parallel
mechanisms are instances of closed-loop mechanisms
typically formed by a moving platform connected to
a fixed base by several legs. Each leg is a kinematic
chain formed by a pattern of links, actuated and pas-
sive joints relating the moving platform with the fixed
base. If the pattern of joints and links is the same for

each leg and each leg is controlled by one actuator,
then the parallel mechanism is denoted symmetrical
(Tsai, 1999).

For parallel mechanisms the kinematic identifi-
cation is usually performed minimizing an error be-
tween the measured joint variables and their corre-
sponding values calculated from the measured end-
effector pose through an inverse kinematic model
(Zhuang et al., 1998; Renaud et al., 2006). This
method is preferred for the identification of parallel
mechanisms because:
1. Inverse kinematics of parallel mechanisms is usu-
ally derived analytically avoiding the numerical prob-
lems associated with any forward kinematics solution
(Zhuang et al., 1998; Renaud et al., 2006).
2. The inverse calibration method is considered to
be the most numerically efficient among the identi-
fication algorithms for parallel mechanisms (Renaud
et al., 2006; Besnard and Khalil, 2001).
3. With respect to forward kinematic identification
no scaling is necessary to balance the contribution of
position and orientation measurements (Zhuang et al.,
1998).

In the case of parallel symmetrical mechanisms
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the inverse kinematic modeling can be formulated us-
ing independent loop-closure equations. Each loop-
closure equation relates the end-effector pose, the ge-
ometry of a leg, and a fixed reference frame. In conse-
quence, an independent kinematic constraint equation
is formulated for each leg forming the mechanism.
For the case of parallel symmetrical mechanisms the
set of constraint equations is equal to the number of
legs and to the number of degrees of freedom of the
mechanisms. Each kinematic constraint equation can
be used for the independent identification of the pa-
rameters of the leg correspondent to the equation.

The independent identification of the kinematic
parameters of each leg in parallel mechanisms allows
to improve:
1. The numerical efficiency of the identification algo-
rithm (Zhuang et al., 1998).
2. The kinematic calibration performance by the de-
sign of independent experiments optimized for the
identification of each leg.
The independent identification of leg parameters in
parallel mechanisms was sketched in (Zhuang et al.,
1998) and developed for the specific case of Gough
platforms in (Daney et al., 2002; Daney et al., 2005).
However, the idea of the independence in the kine-
matic identification of each leg in a parallel mecha-
nism is not completely formalized.

This article presents a contribution to the im-
provement of the pose accuracy in parallel symmet-
rical mechanisms by a kinematic calibration protocol
based on inverse kinematic modeling and a divide and
conquer strategy. The proposed divide and conquer
strategy takes advantage of the independent kinematic
identification of each leg in a parallel mechanism not
only from a numerical stand point but also from the
selection of the optimal measurement set of poses that
improves the kinematic identification of the parame-
ters of the leg itself.

The layout for the rest of the document is as fol-
lows: section 2 develops a literature review on the in-
verse calibration of parallel mechanisms method, sec-
tion 3 presents the divide and conquer identification
of parallel mechanisms strategy, section 4 develops a
kinematic identification of parallel mechanisms pro-
tocol, section 5 presents the simulated kinematic iden-
tification of a planar 5R symmetrical mechanism us-
ing the identification protocol, finally, in section 6 the
conclusions are developed.

2 LITERATURE REVIEW

The modeling of mechanical systems include the de-
sign, analysis and control of mechanical devices. An

accurate identification of the model parameters is re-
quired in the case of control tasks (Hollerbach et al.,
2008). Instances of models of mechanical systems in-
cludes kinematic, dynamic, sensor, actuators and flex-
ibility models. For parallel mechanisms updating the
kinematic models with accurately estimated param-
eters is essential to achieve precise motion at high-
speed rates. This is the case when parallel mech-
anisms are used in machining applications (Renaud
et al., 2006).

The inverse calibration method is accepted as the
natural (Renaud et al., 2006; Zhuang et al., 1998) and
most numerically efficient (Besnard and Khalil, 2001)
among the identification algorithms for parallel mech-
anisms. The inverse calibration method is based on
inverse kinematic modeling and a external metrolog-
ical system. The calibration is developed minimiz-
ing an error residual between the measured joint vari-
ables and its estimated values from the end-effector
pose though the inverse kinematic model. The deriva-
tion of the inverse kinematic model of parallel mech-
anisms is usually straightforward obtained (Merlet,
2006).

For our Divide and Conquer kinematic calibra-
tion strategy we adopt the inverse calibration method.
The method takes advantage of an intrinsic charac-
teristic of parallel mechanisms: the straightforward
calculation of the inverse kinematics. However, not
all the intrinsic characteristics of parallel mechanisms
are exploited. Specifically, (Zhuang et al., 1998; Ryu
and Rauf, 2001) reported that for parallel mechanism,
methods based on inverse kinematics allow to iden-
tify error parameters of each leg of the mechanism
independently. The independent parameter identifica-
tion of each leg is reported to improve the numerical
efficiency of the kinematic identification algorithm,
(Zhuang et al., 1998). However, it is not reported a
general kinematic identification strategy based on the
independent identification of the legs and its advan-
tages with respect to traditional identification meth-
ods.

This article presents a contribution to the kine-
matic calibration of parallel mechanisms developing a
kinematic identification protocol based on the inverse
calibration method and on the independent identifica-
tion of the parameters of each leg (Divide and Con-
quer strategy).

With respect to traditional identification methods,
our Divide and Conquer strategy has the following ad-
vantages:
1. The identification poses can be optimized to the
identification of reduced sets of parameters (the sets
corresponding to each leg).
2. The independent identification of the parameters
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of each leg improves the numerical efficiency of the
identification algorithms.
3. By 1. and 2. the identified set of parameters is
closer to the real (unknown) set of parameters than
sets identified by other traditional calibration meth-
ods.

The divide and Conquer strategy for the inde-
pendent kinematic identification of the parameters of
each leg in a parallel symmetrical mechanism is pre-
sented in section 3.

3 DIVIDE AND CONQUER
IDENTIFICATION STRATEGY

Parallel symmetrical mechanisms satisfy (Tsai,
1999):
1. The number of legs is equal to the number of de-
grees of freedom of the end-effector.
2. All the legs have an identical structure. This is,
each leg has the same number of active and passive
joints and the joints are arranged in an identical pat-
tern.

In a practical way, the definition of parallel sym-
metrical mechanism covers most of the industrial par-
allel structures. For parallel symmetrical mechanisms
the kinematic identification by inverse kinematics and
a divide and conquer strategy is stated for each leg κ

independently, κ = 1,2, . . . ,nlimbs.

Given:
1. A set of nominal kinematic parameters of the κth
leg (ϕκ). nκ parameters are assumed to be identified:

ϕκ =
[
ϕκ,1 . . .ϕκ,nκ

]T
. (1)

2. An inverse kinematic function gκ relating the κth
active joint variable (qκ) with the end-effector pose
(r). For the jth pose of the mechanism the inverse
function of the κth leg is defined to be:

g j
κ : ϕκ× r j→ q j

κ,

j = 1,2, . . . ,N.
(2)

3. A set of N end-effector measured configurations
(R̂κ) for the identification of the κth leg:

R̂κ =
[
r̂1

κ · · · r̂N
κ

]T
. (3)

4. A set of measured input variables (Q̂κ) correspond-
ing to the set of end-effector measurements (R̂κ):

Q̂κ =
[
q̂1

κ · · · q̂N
κ

]T
. (4)

Goal. To find the set of unknown (real) kinematic
parameters (ϕ̄κ) that minimizes an error between the
measured joint variables (Q̂κ) and their correspond-
ing values (Q̄κ) estimated from the measured end-
effector poses by the inverse kinematic model gκ. The
problem can be formally stated as the following non-
linear minimization problem:

ϕ̄κ :
N

∑
j=1

∥∥Q̂κ− Q̄κ

(
R̂κ,ϕκ

)∥∥2
is minimum,

subject to : Rκ ⊂WR,

WR is the usable end− effector workspace.

(5)

The optimization problem is constrained by the
useful workspace (a workspace without singularities)
of the mechanism.

A kinematic identification of parallel symmetrical
mechanisms protocol based on the Divide and Con-
quer identification strategy is developed in section 4.

4 KINEMATIC IDENTIFICATION
PROTOCOL

Based on the Divide and Conquer strategy for
the kinematic identification of parallel symmetrical
mechanisms (section 3) the following kinematic iden-
tification protocol (Figure 1) is proposed.
1. Given the nominal parameters of the κth leg (ϕκ,
Eq. 1) and the correspondent inverse kinematic func-
tion (gκ, Eq. 2) to calculate the κth Jacobian identifi-
cation matrix of a representative set of postures of the
usable workspace:

Cκ(WR,ϕκ) =
∂gκ(WR,ϕκ)

∂ϕT
κ

. (6)

2. Given the Jacobian identification matrix calculated
in the first step to select an optimal set of postures
(Rκ(Cκ)) for the kinematic identification of the κth
leg. The set of postures is selected searching the im-
provement of the observability of the set of parame-
ters ϕκ. To select the poses we adopt the active cali-
bration algorithm developed by (Sun and Hollerbach,
2008) that reduces the complexity of computing an
observability index reducing computational time for
finding optimal poses. The optimized identification
set of postures is then defined in the following man-
ner:

Rκ : O1(Rκ) is maximal,

O1(Rκ) =
nκ
√s1 s2 · · ·snκ

nκ

,

Rκ ⊂WR,

(7)
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is minimum,

,
.

Figure 1: Kinematic identification of parallel symmetrical
mechanisms protocol.

were O1 is an observability index of the identifica-
tion matrix (Cκ(Rκ,ϕκ)) of the κth leg, nκ is the num-
ber of parameters to be identified in the κth leg, and
s1, s2 . . . ,snκ

are the singular values of the identifica-
tion matrix Cκ. As a rule of thumb, in order to sup-
press the influence of measurement noise, the number
of identification poses should be two or three times
larger than the number of parameters to be estimated
(Jang et al., 2001).
3. Given the optimized set of identification postures
obtained in the second step and the correspondent sets
of active joint (Q̂κ) and end-effector (R̂κ) measure-
ments to solve the optimization problem defined on
Eq. 5 for the identification of the kinematic parame-
ters (ϕκ) of the κth leg.
4. Given the identified set of parameters of the κth
leg obtained in the third step to update the kinematic
model of the parallel mechanism.

The protocol is repeated until all the legs in the
mechanism are identified.

With respect to traditional identification algo-
rithms for the kinematic identification of parallel
mechanism (Renaud et al., 2006; Zhuang et al., 1998)
the proposed kinematic identification protocol has the

following advantages:
1. Reduction of the kinematic identification compu-
tational costs. If a linear least-squares estimation of
the kinematic parameters is used to solve the identi-
fication problem (Eq. 5), then the correction to be
applied to the kinematic parameters (∆ϕ) can be esti-
mated iteratively as (Hollerbach and Wampler, 1996):

∆ϕ =
(
CTC

)−1
CT

∆Q. (8)

The computational cost of the matrix inversion
(CTC)−1 is reduced proportionally to the square of
the number of legs of the mechanism, Table 1.
2. Improvement of the numerical efficiency of the
kinematic identification algorithm by the independent
identification of the parameters of each leg.
3. Improvement of the kinematic identification by the
design of independent experiments optimized for the
identification of each leg.

Table 1: Computational and measurement costs of kine-
matic identification.

Traditional kinematic Divide and conquer
identification identification

Regressor CTC(N nlimbs × N nlimbs) CT
κ Cκ(N× N)

Computational
cost (Matrix ∝ N3 nlimbs

3 ∝ N3 nlimbs
inversion)

The kinematic identification of parallel mecha-
nisms protocol is used in the simulated identification
of a planar 5R symmetrical mechanism in section 5.

5 RESULTS

The results on kinematic identification of parallel
mechanisms by a Divide and Conquer strategy are
presented using a case study: the simulated kinematic
identification of the planar 5R symmetrical parallel
mechanism.

The planar 5R symmetrical mechanism (Figure 2)
has two degrees-of-freedom (DOF) that allows it to
position the end-effector point (P) in the plane that
contains the mechanism. The mechanism is formed
by two driving links (l1 and l2) and a conducted dyad
(L1 and L2), Figure 2. The planar 5R symmetrical
mechanism is an instance of the parallel symmetrical
mechanisms defined in section 3. A complete charac-
terization of the assembly configurations (Cervantes-
Sánchez et al., 2000), kinematic design (Cervantes-
Sánchez et al., 2001; Liu et al., 2006a; Liu et al.,
2006b; Liu et al., 2006c), workspace (Cervantes-
Sánchez et al., 2001; Cervantes-Sánchez et al., 2000;
Liu et al., 2006a), singularities (Cervantes-Sánchez
et al., 2001; Cervantes-Sánchez et al., 2000; Liu et al.,
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2006a) and performance atlases (Liu et al., 2006b) are
reported. However, no research is reported on kine-
matic identification.

A1

P(x,y)

X

Y
θ1

l1 l2
A2

L1 L2

θ2

P(x,y)

l2

A2

L2

θ2ψ2

P(x,y)

A1

θ1

l1

L1

ψ1

Leg1 Leg2

Figure 2: Planar 5R symmetrical mechanism.

The kinematic identification of the planar 5R
symmetrical mechanism is simulated using the kine-
matic identification of parallel symmetrical mecha-
nisms protocol (section 4) under the following con-
ditions:
1. A linear model is assumed for the active joint Aκ:

θκ = kψκ + γκ, (9)

where the kκ represent the joint gain, γκ is the joint
offset, ψκ is the measured active joint angle and θκ is
the active joint angle, κ = 1,2.
2. In parallel mechanisms the principal source of er-
ror in positioning is due to limited knowledge of the
joint centers, leg lengths and active joint parameters
(Daney et al., 2002). In consequence, the parameters
to be estimated are the attachment points (Aκ), the leg
lengths (lκ, Lκ), and the joint gain and offset (kκ, γκ),
κ = 1,2:

ϕκ = [lκ Lκ Aκx Aκy kκ γκ]
T . (10)

3. The external parameters associated with the mea-
suring device will not be identified. For the exter-
nal measuring system this implies that its position is
known and coincident with the reference frame X−Y
and the measurement target is coincident with the
end-effector point.
4. The nominal kinematic parameters of the mecha-
nism are disturbed adding a random error with normal
distribution and a standard deviation σ. The nominal
and disturbed parameters are shown in Table 2.
5. The constrain equation of the inverse kinematics
is defined independently for the κth leg (Liu et al.,
2006a), κ = 1,2:

Lκ
2 = (x− lκ cosθκ−Aκx)

2+

(y− lκ sinθκ−Aκy)
2. (11)

6. The end-effector and joint workspace are lim-
ited by the maximal inscribed workspace (MIW),

Table 2: Planar 5R symmetrical mechanism. Nominal and
real (disturbed) parameters.

Nominal Real Nominal Real
value value value value

A1x [m] -0.5000 -0.4988 A2x [m] 0.5000 0.4961
A1y [m] 0.0000 0.0028 A2y [m] 0.0000 0.0066
k1 1.0000 1.004 k2 -1.0000 -0.9984
γ1 [rad] 0.0000 0.0048 γ2 [rad] 3.1416 3.1418
l1 [m] 0.7500 0.7507 l2 [m] 0.7500 0.7559
L1 [m] 1.1000 1.0995 L2 [m] 1.1000 1.0959

Figure 2. The MIW corresponds to the maximum
singularity-free-end-effector workspace limited by a
circle (Liu et al., 2006c).
7. Each leg is identified using a set of 18 postures
of the mechanism to measure the end-effector posi-
tion and the corresponding active joint variable. The
designed sets of identification postures in the end-
effector workspace are presented in Figure 4b.
8. The set of end-effector measurements (R̂κ) and
its corresponding active joint measurements (Q̂κ) are
simulated using forward kinematics and adding ran-
dom disturbances with normal distribution and stan-
dard deviation σ = 1 ·10−4.
9. A linearization of the inverse kinematics is used for
iteratively solving the non-linear optimization prob-
lem (Eq. 5), then, for the jth identification pose the
identification problem of the κth leg is in the follow-
ing form:

∆q j
κ =

∂g j
κ

∂ϕκ

∆ϕκ =C j
κ∆ϕ,

∆q j
κ = q̂ j

κ− q̄ j
κ,

∆ϕκ = ϕ̄κ−ϕκ.

(12)

Using N = 18 measurements to identify the set of pa-
rameters ϕκ the identification problem is stated in the
following manner:

∆Qκ =Cκ∆ϕκ,

Cκ =
[
C1

κ · · ·CN
κ

]T
,

∆Qκ =
[
∆q1

κ · · ·∆qN
κ

]T
,

(13)

were Cκ is the identification matrix of the κth leg. The
parameters of the κth leg can be updated using a lin-
ear least-squares solution of Eq. 13, (Hollerbach and
Wampler, 1996):

∆ϕκ = (CT
κ Cκ)

−1CT
κ ∆Qκ. (14)

10. An alternative traditional kinematic identification
by inverse kinematic modeling is calculated and used
as a comparison with respect to the proposed kine-
matic identification protocol. The traditional identifi-
cation is performed by means of a set of 36 optimized
postures selected in order to maximize the observabil-
ity of the total identification matrix. The observability
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Figure 3: Planar 5R mechanism. Residual errors in the kinematic parameters before and after calibration.
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Figure 4: Planar 5R mechanism. Estimated end-effector local root mean square error for the maximal inscribed workspace
(MIW) after calibration.

was defined as the Eq. 7. The designed set of identi-
fication postures is presented in Figure 4a.

The results of the kinematic identification under
these conditions are presented in Figure 3 (residual
errors in kinematic parameters before and after cali-
bration). The residual errors are calculated as the dif-
ference between the real (virtually disturbed) param-
eters and the estimated parameters. Finally, Figure 4
presents the estimated local root mean square error for
the MIW after calibration and the selected postures
for kinematic identification. Additionally the compu-
tational and measurement identification costs are es-
timated for the identification of the planar 5R parallel
mechanism, Table 3. The measurement costs of the
Divide and Conquer strategy are incremented with re-
spect to a traditional identification method. The incre-
ment of the measurements is required because each
leg requires an independent set of end-effector mea-
surements. In the case of a traditional identification
the set of end-effector measurements is common to all
the legs. In despite of the measurement increment the
Divide and Conquer identification results in a supe-
rior estimation with respect to a traditional kinematic
identification methods (Renaud et al., 2006; Zhuang
et al., 1998). The conclusions of the paper are pro-
posed in section 6.

Table 3: Planar 5R symmetrical mechanism. Computa-
tional and measurement costs of kinematic identification.

Traditional kinematic Divide and conquer
identification identification

Regressor CTC(36×36) CT
κ Cκ(18× 18)

Computational
cost (Matrix ∝ 183 ·23 ∝ 183 ·2
inversion)
Measurement 2 ·18 ·2 = 72 18 ·2(2+1) = 108
cost

6 CONCLUSIONS

This article presents a new (Divide and Conquer)
strategy for the kinematic identification of parallel
symmetrical mechanisms. The new strategy devel-
ops a formalization of the inverse calibration method
proposed by (Zhuang et al., 1998). The identification
strategy (section 3) is based on the independent identi-
fication of the kinematic parameters of each leg of the
parallel mechanism by minimizing an error between
the measured active joint variable of the identified leg
and their corresponding value, estimated through an
inverse kinematic model. With respect to traditional
identification methods the Divide and Conquer strat-
egy presents the following advantages:
1. Reduction of the kinematic identification computa-
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tional costs,
2. Improvement of the numerical efficiency of the
kinematic identification algorithm and,
3. Improvement of the kinematic identification re-
sults.

Based on the Divide and Conquer strategy, a new
protocol for the kinematic identification of parallel
symmetrical mechanisms is proposed (section 4, Fig-
ure 1). For the selection of optimal identification pos-
tures the protocol adopts the active robot calibration
algorithm of (Sun and Hollerbach, 2008). The main
advantage of the active robot calibration algorithm is
the reduction of the complexity of computing an ob-
servability index for the kinematic identification, al-
lowing to afford more candidate poses in the optimal
pose selection search. The kinematic identification
protocol summarizes the advantages of the Divide and
Conquer identification strategy and the advantages of
the active robot calibration algorithm.

The kinematic identification protocol is demon-
strated with the simulated identification of a planar
5R symmetrical mechanism (section 5). The perfor-
mance of our identification protocol is compared with
a traditional identification method obtaining an im-
provement of the identification results (Figs. 3, 4).
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Abstract: This paper describes a motion controller for differential drive vehicles with a compensation for castor wheel
turn forces. The controller has been developed for electricwheelchairs with two front castor wheels, which
require large steering forces to move into the direction given by the joystick in situations where a sharp turn
of the castor wheels is needed. It computes the required forces to turn the castor wheels and modifies the drive
request adequately. This also helps physical or cognitive impaired users who otherwise have to compensate
castor turn forces manually using the joystick, which requires fast reaction time (e.g. when the castor wheels
turn quickly into the driving direction) to avoid collisions.

1 INTRODUCTION

Figure 1 presents the intelligent wheelchairROLLAND
(Lankenau and Röfer, 2001) based on a Meyra
wheelchair of the model CHAMP (Meyra Ortopedia,
2010). As many other electric wheelchairs, CHAMP
uses pneumatic tires for both back differential drive
wheels and front castor wheels to achieve comfort-
able indoor and outdoor driving. The configuration
of back differential drive and two front castor wheels
is probably the most frequently used one for electric
wheelchairs. With the large ground contact area of
the castor wheels, the high load (typical 160kg for
the wheelchair with the driver, about one third on the
front axis), and the tire material (rubber), the addi-
tional force to change the angle of the castor wheel
is significant, especially when maneuvering at low
speed in a narrow environment. Recently, an empiri-
cal study (reference skipped) on the evaluation of the
safety assistant modul developed forROLLAND was
carried out, which monitors the surrounding environ-
ment using sensor data gathered by the equipped laser
scanners and brakes in time if an obstacle is danger-
ously close to the wheelchair. During the experiment
a common phenomenon was observed: after the in-
tervention of the safety assistant, the participants at-
tempted to regain control over the wheelchair by givi-

Figure 1: The intelligent wheelchairROLLAND.

ng driving commands via the joystick, but the
wheelchair did not drive in the direction they expected
or did not move at all.

The primary reason for such problems is that the
wheelchair requires a lot of motor force to turn the
castor wheels, if the wheelchair starts in a standing
position with castor wheels positioned in a blocking
state (i.e., the two castor wheels stand transversely to
the required drive direction). Moreover, users often
change the joystick command if the wheelchair does
not react to the previously given command, as most
participants did in the above study. As a result they
tried to give the wheelchair some arbitrary commands
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via the joystick or pressed the joystick powerfully,
which caused an even less expected behaviour of the
wheelchair. One solution to this problem, and as the
focus of the current paper, is to apply a castor wheel
controller, which enables the wheelchair to adjust cas-
tor wheels correctly, such that the time delay to realize
the requested drive command can be reduced in those
situations, and the joystick can remain in a stable po-
sition.

Castor wheels have been investigated in the liter-
ature mainly to model and minimize wheel shimmy
(see (de Falco et al., 2009), (Brearley, 2009), (Kau-
zlarich et al., 2000)). In (Kauzlarich et al., 1984), cas-
tor turn forces are compared for different grounds and
tire materials, but without a projection of these forces
to the differential drive of an electric wheelchair.
Therefore no compensation of these forces is dis-
cussed in that work.

This paper is structured as follows: We begin in
Section 2 with the kinematic model for differential
drive wheelchair with two front castor wheels, and
introduce a model to predict castor turn forces and
discuss possible compensation. Section 3 explains
the integration of the castor force compensation into
ROLLAND. Section 4 discusses some test results by
comparing the wheelchair behaviour with and without
the castor controller. Before concluding in Section 6
we discuss some related approaches in Section 5.

2 A KINEMATIC MODEL

We are going to present a kinematic model of cas-
tor turn forces for differential drive wheelchairs with
two front castor wheels. The castor wheel angles are
essential for the required turn forces, thus should be
discussed first.

2.1 Castor Wheel Angles

C

Forward
α

υ
ω

b

r

a a′

c

b′

Figure 2: Determination of castor wheel angles.

To compute the required force to turn the castor

wheels, the castor angles must be computed based on
the current driving request. The motion state of dif-
ferential drive vehicles can be described by its rota-
tional speedω (rad/s) and translational speedυ (m/s)
measured at the center point C between the powered
wheels. The radiusr (see Figure 2) is determined by

υ
r
= ω ⇔ r =

υ
ω

(1)

However, there is always a small gapc between a cas-
tor’s ground touch point and the intersection of its
steering axis with the ground plane (also calledtrail ).
Furthermore, the steering axis inclination is usually
0 or almost 0 for castor wheels, and can be assumed
to be 0. Ifc equals 0, the angle of the castor can be
obtained (using trigonometry) by

tanα =
r −b

a
(2)

For 0< c ≪ a (as usual), the castor wheel angleα
obtained by Equation 2 is already a good approxima-
tion. However, a higher precisionα′ can be obtained
using the ground touch point at distancesa′ and b′

derived from the first estimation of the castor wheel
angleα and the value of the gapc (see Equation 5),
with which more precise castor turn forces can be cal-
culated.

a′ = a− c∗ cosα (3)

b′ = a− c∗ sinα (4)

tanα′ =
r −b′

a′
(5)

2.2 Castor Turn Forces
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Figure 3: Castor turn forceF projected to differential drive
wheels.

Figure 3 shows the geometry of theROLLANDelectric
wheelchair as an example for a differential drive robot
with two castor wheels. Let thecastor turn force Fbe
the force that is required to start the castor wheel to
swivel without rotating the wheel and applied at the
castor steering joint. This force must be applied per-
pendicular to the driving direction of the castor wheel.
F can be split into

F = Fground+Fjoint (6)
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where Fground represents the friction between the
ground and the tire at the ground touching point, and
Fjoint the friction inside the turning joint. The joint
is typically so constructed thatFjoint ≪ Fground. A
difference between sticking and gliding forces could
not be observed, due to the plasticity of the tire. As
frictional forces grow proportionally with the normal
force between the surfaces, the castor turn forces can
be described as

F = ccastorL (7)

whereL is the load of the castor wheel andccastor
is constant for a given wheelchair and ground mate-
rial. Equation 7 must be understood as an upper limit
of the required castor force. A rolling castor wheel
requires much smaller turn forces, which should be
considered by the castor controller (see Section 3).

The castor turn force can be projected to the forces
of the two differential drive wheels,FL andFR (see
Figure 3):

θ = α± π
2

(8)

F̄ = F̄l + F̄r (9)

FL = Fl cosτl (10)

tanτL =
a

b− d
2

(11)

FR = Fr cosτr (12)

tanτR =
a

b+ d
2

(13)

+ or − in Equation 8 is chosen depending on the in-
tended castor steering direction (left or right swivel).
Equation 9 splits the castor correction forcēF into
forces of the differential drive wheels. The left en-
gine produces̄Fl as the sum of the motor forcēFL and
a shearing forceS̄L (see Figure 3). The left engine
forceFL is computed by Equations 10 and 11, and the
right one by Equations 12 and 13.

Mb

M

Mr

l
r

p

q

Ml
M f

Figure 4: Mass distribution to castor and differential drive
wheels.

Figure 4 shows the center of massM of the
wheelchair at the point with a distance ofp to the back
axis. The back wheels are connected with springs to

the chassis, such that both wheels can be assumed
to carry the same weight that sums up toMb at the
back axis center. The front wheels carry the remain-
ing massM f , giving the following mass distribution:

M f = M
p

p+q
(14)

Ml =
r

l + r
M f (15)

Mr =
l

l + r
M f (16)

The values forp, l , andr can be obtained from the
ground touch points as in Figure 2.

2.3 Maximal Castor Turn Forces

Using the kinematic model of Sections 2.1 and 2.2,
Figure 5 gives an overview of the forces required by
the differential drive vehicle using the geometry of
the Meyra CHAMP wheelchair (in mm:d= 585, p=
160,a= 470,b= 42). For each value of the left cas-
tor angle (x-axis), the diagram shows the angle of
the right castor wheel, which maximises the required
correction force for one of the two differential drive
motors. The force factor (right y-axis in Figure 5)
is the relation between the required motor force and
the standard situation in the left diagram of Figure
6, where castor turn forces and engine forces are all
equal, and the castor wheels are in a blocking state
when driving forward. The diagram in Figure 5 shows
two symmetric maximal force factors−2.21 (left en-
gine) and 2.21 (right engine). The−2.21 maximum
for the left drive wheel is also shown in the right
diagram of Figure 6 with castor anglesL = 46.08◦,
R= 8.28◦.

3 MOTION CONTROLLER

The kinematic model described in Section 2 has
been implemented and integrated into the wheelchair
ROLLAND in two ways:

• as an add-on for a classical proportional-integral
(PI) controller using odometry information to
control translational and rotational wheelchair
speed (used for autonomous driving).

• as a pure castor force compensation controller to
support joystick driving.

Although the tests reported in Section 4 have been run
with the pure castor controller, both controllers have
been implemented using the following principles:

1. The castor controller applies a slowly growing
correction force. This helps to adapt to different
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Figure 6: Castor correction forces in standard (left) and
maximized situation (right).

frictional forces for varying undergrounds, stand-
ing or rolling castor wheels. It smoothly applies
forces for the transition fromstanding still (no
correction forces applied) todriving (correction
applied).

2. The correction force will be significantly reduced,
if the castor wheel turns too fast.

3. The correction force is reduced, when the differ-
ence between actual and requested castor angle is
small.

4. If the given command changes the driving direc-
tion, the control intensity is reduced. A control in-
tensity built for a specific driving direction should
not be applied for a completely different driving
direction.

5. The correction force of the controller is reduced to
zero, if one of the castor correction forces changes
its sign (the castor angle has crossed its target an-
gle). This allows to reach the target castor angle
exactly and reduces oscillations around the ideal

castor angle.

6. The mass distribution to each individual wheel
can be significantly influenced by the differential
drive forces. The Meyra CHAMP, for example,
has an independent wheel suspension using a trail-
ing arm for each wheel. The forward torque of a
wheel moves the trailing arm and its wheel down-
ward, which increases the load of the castor wheel
on the opposite side. The measurements of this ef-
fect have been used in the controller to correct the
mass distribution described in Figure 4.

7. If the differential drive stands still, the engine
torques grow nonlinear with the given driving
command. The relation between them has been
measured and recorded in a table to apply correct
forces.

The combination of the castor controller with a PI-
controller requires to join the drive requests produced
by both controllers. A brief impression can be ob-
tainded by the following two principles:

• For small deviating castor angles, the influence of
the castor controller should be small. This gives
priority to the PI-controller.

• Correction forces of the castor controller are sub-
tracted from integral parts of the PI-controller.
This gives priority to the castor controller, if cas-
tor wheels are in a blocking state.
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Figure 7: Wheelchair behaviour for a left turn with blockingor adjusted castor wheels.

4 TEST RESULTS

In order to evaluate the influence of the pure castor
wheel controller, a number of tests have been carried
out using the wheelchairROLLAND. In the following
we are going to discuss some test results.

The test shown in Figure 7 compares the reaction
of the wheelchair between blocked and unblocked
castor wheels while making a left turn without a cas-
tor controller. The steering command for blocked (3)
and unblocked (5) castor wheels is slowly increased
to a level that moves the wheelchair. With unblocked
castor wheels, the engine force can be limited to 20%
(5) to reach a wheelchair turn speed of about 0.6 rad/s
(6). For blocked wheels, the engine force must be in-
creased to 50% (3) to let the castor wheels turn around
(angles are shown in (1) and (2)). In this case, the
castor wheels start to swivel after about 5 seconds.
The steering command is then reduced to zero (dur-
ing this measurement) to avoid a too fast rotation of
the wheelchair. Usually, the steering command must
be reduced by the wheelchair user manually.

The adjustment of giving steering commands by
the pure castor controller is demonstrated by Figure
8. The diagram shows a left-turn of the wheelchair
starting with castor wheels in a blocking state using
the castor controller. It compares the given steering
command (5) from the user and the motor commands
for steering (3) and forward motion (4) computed by
the controller. The forward motor command is the
mean value of left and right motor command, and
the steering motor command the difference between
them. The controller uses the driving command and

the castor angles of the left (1) and right (2) wheels
as input values. It produces a peak for the left en-
gine of about 80% power (computed from forward
(3) and steering (4) motor command), and will be re-
duced when the castor wheels start to swivel. The
wheelchair starts to turn around significantly after the
peak is reached, as indicated by curve (6) measured by
the odometry of the wheelchair. The castor controller
reacts much earlier than an odometry based controller
and releases the user from doing this manually.

5 RELATED APPROACHES

An alternative approach is to turn the castor wheels
using an additional actuator, as for the Toyota PM re-
search vehicle (Toyota Motor Sales USA, 2009; Bon-
sor, 2004). The trail of the castor wheel can then
be 0, which makes it 180◦ rotation symmetric. The
wheelchair manufacturer Otto Bock recently pre-
sented the XENO wheelchair with a steering system
calledS3 (Single Servo Steering, (Otto Bock Health-
Care GmbH, 2010)) in combination with a differen-
tial drive using an approach similar to that of the PM
research vehicle. For the additional cost of the cas-
tor turn servo engines, the Otto Bock system releases
the differential drive from the burdon of castor turn
forces, but the time to turn the front wheels can be
significantly longer than the time needed to turn clas-
sical castor wheels. This can confuse a user who is
unaware of this fact.
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Figure 8: Castor controller for a left turn with blocking castor wheels.

6 CONCLUSIONS

In this paper we presented a castor wheel controller
for differential drive wheelchairs with two front castor
wheels (e.g.,ROLLANDbased on a Meyra wheelchair
of type CHAMP). The controller uses the devel-
oped kinematic model to project turn forces of castor
wheels to engine torques of differential drive vehicles.
Some test data were given to compare the steering be-
haviour with and without the controller. The major
benefit of the castor wheel controller is to release the
user from the task to compensate the castor turn forces
using the joystick to simplify the driving with the joy-
stick.

One future work is to do more experimental eval-
uation and performance analysis of the pure and com-
bined castor wheel controllers before carrying out real
user studies. Moreover, the measurement of castor an-
gles through potentiometers is unprecise in a certain
range of angles. We will replace them by magnetic
angle measurement sensors for full coverage.
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Abstract: Heterogeneous mobile robots are often required to cooperate in some optimal fashion following specific 
cost functions. A global cost function is the sum of all agents’ cost functions. Under some assumptions it is 
expected that a provable convergent computation process gives the optimal global cost for the system. For 
agents that can exchange ontological information via a network, different variables in the global vector are 
relevant when ontology instances have been recognized and communicated among agents. It means the 
optimization depends on what is known to each agent at the current time. There are two ways to solve an 
optimization of this kind: (a) to weight agents according to the ontology instances or (b) to add ontology-
defined optimization constraints. This paper illustrates the benefits of the weighted optimization method.  

1 INTRODUCTION 

Intended applications for the optimization method 
proposed in this paper are systems of cooperating 
robots, where each robot is designed using an agent 
architecture. Each robot has specific sensors and 
actuators, thus robots and agents are in general 
heterogeneous. 

In order to fulfil goals at an abstract level, agents 
can exchange ontological information (Văcariu, 
Chintoanu, Lazea and Creţ, 2007). As shown in 
Section 2, ontological concepts are mapping the 
sensed world with non-trivial modes of actuation 
and goal seeking. Using a symbolic layer with 
ontologies means that agents can undergo rather 
discontinuous changes when recognizing different 
types of environment that are associated to complex 
actions and goals. 

It is typical for applications with many sensors, 
actuators and high-level of intelligence that the same 
goal could be achieved in many ways and at 
different costs. Thus optimization of cost functions 
of agents is an important requirement for a practical 
solution. We consider a total number of M agents 

acting in all the robots; each agent has an index i 
(i=1,…,M) and a related convex cost function fi(x). 
The argument x is a vector in Rn of resources. 
Initially, agents know their own resources but they 
have a degree of uncertainty about the resources 
available to other agents. In time, each agent tries to 
compute the best estimate of the resource vector x 
that optimizes the agent’s own cost function. By 
exchanging resource vectors and ontologies among 
agents, the optimization can make a better resource 
allocation using common resources. Thus, the cost 
function for each agent converges to an (almost) 
optimal value and the overall cost function 

∑
=

=
M

i
i xfK

1

)(  will be also minimized. 

In our model, the non-smooth cost functions 
obtained by discrete changes in resource vectors by 
ontology update are not differentiable over the 
whole domain, thus these functions are optimized by 
a subgradient method (Shor, Kiwiel, and 
Ruszcaynski, 1985). 
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2 AGENT MODEL 

In   traditional  applications,  the  components  of  a  
resource vector used for optimization are physical 
measured values. In more advanced applications, 
resource vectors change, an interesting case being 
when agents exchange ontologies. 

Here we describe the relationship between the 
resource vector x and the symbolic part of the agents 
ontological representation. 

We consider that each robot is built on an agent 
architecture that can host a number of specialized 
agents. These can use local robot resources. We 
have a set of cooperating robots Ro, indexed from 1 
to M. The set of sensors of a system of robots is: 
 

Se: Ro x Ns (1)
 
where Ns = number of sensors. 

The decisions made by agents are not based 
directly on raw sensor data. Normally, a so called 
perception relation is the result of processing the 
data from several sensors. For a robot with Kr 
sensors, a perception relation is defined as a 
mapping of sensors to indices Np: 
 

Re: SeKr x Np (2)
 

Perception relations are associated symbolic 
names by a mapping from the set of perception 
relations Re to a vocabulary (set of words) Tv called 
symbolic perceptions: 
 

RelS: |Re| x N → Tv (3)
 
where |Re| is the index of a relation in (2) and N is 
the index of the robot. 

Ontology is a formal representation of a set of 
concepts within a domain and the relationship 
between these concepts (Noy and McGuinness, 
2001). These concepts being specific to a domain, it 
generally means that there is no obvious one-to-one 
mapping between ontological concepts and the 
perception relations. If the set of ontological 
concepts is Z, a robot-specific ontology is defined as 
the relation between the perception relations and a 
relationship between a set of L ontological concepts: 
 

Ont: Tv → ZL (4)
 

Depending on the inclusion relation between the 
specific ontology and the perception relations, there 
are three cases. A specific ontology is (1) 

fundamental when LKr ZSe ≡ ; (2) is minor relative 

to the perception relations if LKr ZSe ⊂ ; (3) is 
major relative to perception relations if LKr ZSe ⊃ . 

We consider here major specific ontologies. 
Agents are using the actuator gear of robots to 

achieve goals. Actuators are denoted: 
 

Ac: Ro x Na (5)
 
with Na being the actuator index and Ro the set of 
robots. A relation of actuation is a mapping from the 
symbolic perceptions Tv to actuators: 
 

RelA: Tv  → Ac (6)
 
which shows the intended action for each symbolic 
perception in Tv. Finally, it is assumed that since 
each action is executed under known conditions, the 
intended effect of the action is known as a specified 
next symbolic perception. This is called the 
actuation effect relation (or actuation relation) EfA: 
 

EfA: Ac x Tv → Tv (7)
 

The dynamics of the data evaluation is shown in 
the Figure 1 below: 

RelS Tv
Z L

EfA  

Figure 1: Data evaluation. 

3 MULTI-AGENT MODEL 

In the multi-agent system each robot has a number 
of agents, each agent having a specific set of 
relations of the type (1) – (5). All agents are 
assumed to use the same domain ontology since this 
ensures that common goals can be achieved and that 
communication is not robot manufacture-dependent. 
Each agent has only a subset of the common domain 
ontology, subset that was considered appropriate for 
its sensors, actuators and goals at the design time. 
During the cooperation phase, agents are exchanging 
information such as sensor data, ontology concepts 
or resource vectors. It is also assumed that all agents 
have a bounded communication time interval T. 
There are several mechanisms for ontological 
communication but we describe only the method 
called Simple Ontological Substitution (SOS). 

Let ta and tc be two symbolic perceptions in the  
Tv set of a local agent such that according to relation 
(7), we have tc = EfA(ac,ta) (Figure 2). 
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tb ab

Local agent executing SOS

Remote agent  

Figure 2: Simple Ontological Substitution. 

Formally, the intended sequence towards a goal 
is as follows: sensors of the local agent expect 
reading data which is used to interpret the symbolic 
perception ta as true. The associated actuation ac is 
expected to materialize the symbolic perception tc. 
However, the environment of the robot changes such 
that no symbolic perception among those of the Tν 
set of the local agent will become true. The agent 
cannot recognize the environment state in which it 
acts. The local agent has information according to its 
EfA relation about the wanted perception to realize 
tc. Another agent in some remote robot has a 
corresponding relation EfA of the type tc = EfA(_,_). 
The local agent is sending a request for all agents in 
the system, with the following content: (a) a remote 
agent should have the EfA resulting in tc and (b) the 
remote agent should send this EfA together with the 
corresponding ZL (see Figure 1) to the local agent. 

If such a remote agent exists, and answers with 
the tc = EfA(ab,tb), then the local agent will ask for 
the execution of ab

 that will result in tc. Next time, 
when a similar situation happens, the local agent has 
the ontology knowledge to cope with this situation. 

4 OPTIMIZATION 

4.1 Optimizing Individual Agents 

Each agent i, i = 1,…,n has an individual cost 
function fi: Rn → R expressing e.g. energy, material 
or wear and tear costs. A minimum value of the cost 
function means finding a so called optimal resource 
vector x* such that: 
 

fi(x*) ≤ fi(x) ∀x ∈ Rn (8)
 
All cost functions are assumed convex:  

 
f(ta + (1 – b)t) ≤ tf(a) – (1 – t)f(b) (9)

For each convex function a local optimum is also 
a global optimum. This makes the computation of an 
optimum easy when the function is smooth (it has 
derivatives of high order). For example, from the 
truncated Taylor expansion: 

2

2

)("
)(')()( hxfhxfxfhxf ++≈+ , 

by differentiation on h we obtain 

0)('
2

)("
2 =⋅+⋅⋅ dhxfxfdhh , and after reductions, 

)("

)('

xf
xfh −= . This gives the iteration which is 

Newton’s method for solving 0)(' =xf (k is the 

iteration index). 
 

xk+1 = xk + h (10)
 
The example above shows the two important 

parts of a program solving an optimization 
application (Bonnans, Gilbert, Lemaréchal, and 
Sagastizábal, 2002): 

(a) The Algorithm for Searching the x Space. This 
manages the update of the argument x to the fastest 
convergence rate of the sequence x1, x2,…, xk,…, x*.  

There are two types of search methods: one is a 
direct search, i.e. the traditional Nelder-Mead 
method (Fletcher, 2003); the other is to use 
information about the functions to be optimized, 
such as its higher derivatives. For example, the 
corresponding of the Newton method (relation (10)) 
for the multi-dimensional case is: 
 

)()(1
1 kkfkk xfsHxx ∇−= −
+  (11)

 
To determine the iteration step, must be solve the 

linear system: Hf(xk)sk = – ∇f(x) such that relation 
(11) becomes xk+1 = xk + sk. 

(b) The Simulator. For each new iteration 
determined by the search algorithm, a computation 
is done using the new x in the problem P to be 
optimized to find a gradient descent or an equivalent 
“good” direction. Often the initial problem P is 
replaced by a simpler problem Pk which computes a 
direction along a line of the solution.  

The method can be illustrated with subgradients 
on non-smooth functions. Let f(x) to be a non-
smooth, convex function, defined on R, with values 
in R (Figure 3). Let x0 be a point of discontinuity of 
the function. A subgradient is any line of direction c 
containing the point (x0, f(x0)), such that: f(x) – f(x0) 
≥ c(x – x0), a  line  “below”  a  convex function and  
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Figure 3: Subgradient in R1. 

which  intersects  the  function  in  only  one  point. 
For vectors in Rn a subgradient is a vector sf(x0) 

such that: 
 

f(x) – f(x0) ≥ sf(x)T(x – x0) (12)
 

The set of all subgradients of f at x0 is called the 
subdifferential of f at x0 and it is denoted as ∂f(x0). In 
Figure 3 the subdifferential is the set of lines through 
the point (x0, f(x0)) placed between the lines S1 and 
S2 defined by the directions of the non-smooth 
function. Using the results obtained until now, the 
iterative algorithm for an agent i at iteration k+1 is: 
 

xi(k+1) = xi(k) – αi(k)di(k) (13)
 
where αi(k) is the size of the step used by agent i and 
di(k) is a subgradient of agent’s i objective function 
at xi(k). 

4.2 Optimization of the Multi-agent 
System 

A global optimization means that a vector x* 
representing common resources to all agents, 
minimizes the sum of cost functions fi(x*) of each 
agent i. Initially, before a new optimization cycle 
begins, each agent may have different values for its 
vector x. However, the size of the vector and the 
resource or physical meaning of each element in the 
vector is common to all agents. 

An algorithm shown to converge for optimizing 
multi-agent systems (Nedic, Ozdaglar, 2009), uses 
the subgradient method shown in formula (13), but 
with the difference that at each step k, an agent 
combines its resource vector with a weighted value 
of the resource vectors of all other agents. For an 
agent i, its weight relative to an agent j at iteration k 
is Rkw j

i ∈)( . Weights are normalized 1)(
1

=∑
=

M

j

j
i kw  

for each agent i and each iteration k. With this 
change, formula (13) becomes: 

)()()()()1(
1

kdkkxkwkx i
ij

M

j

j
i

i ⋅−⋅=+ ∑
=

α  (14)

The index j ranges over all M agents. As in 
relation (13), αi(k) is a scalar being the step size 
used by agent i and di(k) is a vector in Rn, the 
subgradient of agent’s i objective function at xi(k).  

While the weights in the work of Nedic and 
Ozdaglar (2009, p. 49) uses a concept of agents 
close to each other, in this work we use information 
about shared ontologies and EfA relations described 
in (7) and Figure 1.  

4.3 Optimization in the Presence of 
Ontological Communication 

The relative weight of agent i to agent j, )(kw j
i , 

shows how “close” resources of the two agents are. 
Resources can be “close” even when their physical 
nature is very different.  

Using ontologies, as shown in relations (3)-(7) 
and Figure 1, an agent can determine which 
resources are used as these are mapped to 
ontologies. As agents act continuously, the weights 

)(kw j
i change to reflect that some other set of 

resources are currently used.  
The resource vector is a vector x ∈ RN, so it 

contains as components only numerical, real values. 
In the chain of relations RelS → Tν → ZL, 
information from sensors are interpreting perception 
relations RelS, which are determining which 
symbols in Tv have the value True, which are 
determining which ontological concepts are 
identified. When an ontological concept is 
identified, it means all its properties are considered 
to hold. 

It is important that at each new symbolic 
perception, the corresponding ontology is shared 
with other agents. Some of the previous resources 
will still be used while some new are going to be 
used. The choice of the weights )(kw j

i must reflect 
these transitions. 

Thus, to find the weight factor among agents 
means determining a concept of distance among 
ontologies. One definition for distance uses a tree-
ontology metrics: a distance using a formal 
representation of the ontology, by a measure of the 
path length between concepts. According to this 
measure, if c1 and c2 are two nodes in a formal 
representation of the ontology, l is the shortest path 
between the concepts and h is the depth of the 
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deepest concept subsuming both concepts, then the 
distance between c1 and c2 is 
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(k1 and k2 are scaling parameters for the shortest path 
vs. the depth) (Debenham, and Sierra, 2008). This 
type of measure can be done for asserted ontologies.  

Another style of metrics is based on set-theoretic 
principles, by counting intersections and unions of 
ontological concepts. Best known is Tversky’s 
similarity measure between two objects a and b and 
with properties (feature sets) A and B: 
 

||)),(1(||),(||

||
),(

ABbaBAbaBA
BAbas

−−+−+∩
∩

=
αα

 
(16)

where |.| is the cardinality of the set, minus is the set 
difference and α(a,b) in the interval [0,..,1] is a 
tuning factor that weights the contribution of the 
first reference model (Tversky’s similarity measure 
is not symmetrical).  

Besides Tversky’s measure, similarity measure 
functions available in most scientific mathematical 
libraries are, for example Cosine, Dice, Euclidian, 
Manhattan or Tanimoto.    

The algorithm for using any of the similarity 
measures above to determine the weight between 
two agents is the following: 
1. Generate the set of all ontological properties (both 
numerical and non-numerical) of agent i as a union 
of all ontological properties valid at iteration k. Let 
this set be A and the cardinality of the set be |A|; 
2. Generate in the same manner the set of all 
ontological properties for agent j; let this set be B 
with cardinality |B|; 
3. Compute the cardinality of the intersection, union, 
differences, symmetric difference, as needed by the 
selected similarity formula; 
4. Compute the similarity index. The resulting value 
is the weight )(kw j

i . 

5 EXAMPLE 

To demonstrate the weighted method we present an 
example with a cooperation multi-robot system used 
in supermarket supervision. Two of the robots in the 
system have both common and distinct sensors. 
Robot 1, Ro1, has sensors (see relation (1)): 
Distance = Se(1,1); Shape (cube, cylinder, sphere) = 

Se(1,2); Dimensions (length, width, height, 
diameter) = Se(1,3); Temperature = Se(1,4); Colour 
= Se(1,5). 

The second robot, Ro2, has sensors to obtain 
information for: Distance = Se(2,1); Shape = 
Se(2,2); Dimensions  Se(2,3); Weight = Se(2,4). 

Combining Ro1 sensors information, we obtain 
possible perception relations (see relation (2)), e.g.: 
Re([Se(1,1), Se(1,2), Se(1,3)], 1) – for a 
combination of Distance, Shape and Dimension and  
Re([Se(1,1), Se(1,4), Se(1,5)], 5) – for a 
combination of Distance, Temperature and Colour. 

These perception relations have associated 
symbolic perceptions (see relation (3)), as shown in 
Table 1. 

Table 1: Symbolic perceptions Ro1. 

Index Re Perception Relation Re 
Tv 

(symbol) 
1 Distance < 10m AND Shape = 

Parallelepiped AND Dimension > 
10m x 2m x 2m 

shelf 

2 Distance < 5m AND Shape = 
Parallelepiped OR Cube AND 
Dimension < 1m x 1m x 0.5m 

box 

3 Distance < 5m AND Shape = 
Sphere AND Dimension < 1m 

ball 

4 Distance < 5 m AND Shape = 
Sphere AND Dimension < 0.5m 

balloon 

5 Distance < 50m AND 
Temperature > 2000C AND Colour = 
Red OR Orange 

fire 

6 Distance < 10m AND 
Temperature > 500C AND Colour = 
White OR Yellow 

lamp 

A similar computation for robot 2 gives the 
results in Table 2. 

Table 2: Symbolic perceptions Ro2. 

Index 
Re 

Perception Relation Re 
Tv 

(symbol)
1 Distance < 10m AND Shape = 

Parallelepiped AND Dimension > 10m x 2m 
x 2m 

shelf 

2 Distance < 5m AND Shape = 
Parallelepiped OR Cube AND Dimension < 

1m x 1m x 0.5m AND Weight > 3 kg 

box 

3 Distance < 5m AND Shape = 
Parallelepiped AND Dimension < 1.5m x 

0.5m x 1m AND Weight < 3 kg 

cart 

We have now two sets of symbols for the two 
robots (agents): P={shelf, box, ball, balloon, fire, 
lamp} and Q={shelf, box, cart}. We compute the set 
operations required e.g. using the “dice” similarity 
measure:  
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|P∪Q| = |{shelf, box, ball, balloon, fire, lamp, 
cart}| = 7; |P-Q| = |{ball, balloon, fire, lamp}| = 4 

and |Q-P| = |{cart}| = 1. So the weight 2
1w  between 

agent 1 and 2 is: 73,0
7214

722
1 =

⋅++
⋅

=w . 

The full matrix of weight is computed in this 
fashion for all agents. 

The example is using three agents with three 
different cost functions of type 2

2
2
1)( BxAxxf += , 

with parameters from Table 3. 

Table 3: Agents cost functions. 

Agent A B Init vector 
Agent 1 0.5 2.5 [1 3] 
Agent 2 1.0 4.0 [3 6] 
Agent 3 3.0 1.0 [4 5] 

Figure 4 shows that indeed vectors converge 
towards the intended minimum value [0 0]. 
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Figure 4: Convergence results. 

The relation between the convergence precision 
and step size is shown in Figure 5. 

 

Figure 5: Convergence precision vs. step size. 

An optimum step size is in the range 0.6 – 1; 
outside this range, the convergence precision 
decreases. 

6 CONCLUSIONS 

This paper capitalizes on recent results showing 
convergence of optimization in distributed agent 
applications. The optimization is based on 
establishing weights between agents, such that a 
weighted recursive computation shown in formula 
(14) gives a shared optimal resource allocation. This 
approach is appropriate for cooperative multi-robot 
system. 

The paper’s contribution is to demonstrate that a 
natural approach to compute a “distance” (the 
weight) among agents that exchange ontologies 
among them is the degree of shared ontologies the 
agents are using at the current computation step. 
This allows both numerical and symbolical 
ontological concepts to be used by set-theoretic 
similarity measures. 
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OFFROAD NAVIGATION USING ADAPTABLE MOTION PATTERNS
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Abstract: This paper presents a navigation system which is able to steer an electronically controlled ground vehicle to
given destinations considering all obstacles in its vicinity. The approach is designed for vehicles without a
velocity controlled drivetrain and without an odometry system, making it especially useful for typical remote-
controlled vehicles without upgrading the motor controllers. The vehicle is controlled by sets of commands,
each set representing a specific maneuver. These sets are then combined in a tree-building procedure to form
trajectories towards the given destination. While the sets of commands are executed the vehicle’s movement
is measured to refine the prediction used for path generation. This enables the approach to adapt to surface
alterations. The technique requires a precise position estimation, which is provided in our implementation by
a 3D laser mapping based relative localization system. We tested our approach using a 400kg EOD robot in
an outdoor environment. The experiments confirmed that our navigation system is able to control the robot to
its destination while avoiding obstacles and adapting to different ground surfaces.

1 INTRODUCTION

In the design of robot systems operating in unstruc-
tured outdoor environments, special care has to be
taken that the robots do not accidentally collide with
obstacles in their vicinity. Compared to indoor situ-
ations the robot can suffer drastically more damage
by the more hazardous surrounding. Safe operation
is commonly achieved by means of collision avoid-
ance mechanisms which ensure a minimal distance
to obstacles. This task is exacerbated by different
ground surfaces which have a distinct effect on the
wheel grip. This deviation has to be anticipated to en-
sure the reproducibility of planned motions and thus
making collision avoidance possible.

Additional complications arise for robots which
were designed for remote-control. Such robots are
normally only equipped with relatively simple mo-
tor controllers. This has a significant impact on the
techniques available for the collision avoidance be-
cause most classic navigation algorithms only gener-
ate velocity commands. To interpret such commands
the controllers need to have an appropriate servo loop,
which is not the case for such robots.

In this article we present an approach which al-
lows a mobile robot with any kind of electronic mo-
tor controller to operate in cluttered outdoor environ-
ments. To be able to improve the navigation behavior

Figure 1: The Quinetiq Longcross robot Suworow equipped
with a Velodyne 3D and an additional (unused) 2D laser
range finder.

of the robot in unknown locations, our approach fol-
lows a local navigation paradigm and does not need a
map of the environment. Instead, the robot’s motion
control decides solely based on the robot’s sensory in-
put; in our current implementation this is a Velodyne
3D laser range scanner with 360 degree field of view
which is used to compute a local 2.5D map. In ad-
dition, the laser scanner is used to exactly determine
the robot position in a local frame of reference using
a local mapping technique. This procedure also com-
pensates the missing robot odometry.

The motion planning for the robot is based on a
tree-search technique which we developed to suit the
special requirements of the robot’s motor controllers.
Our planning algorithm composes paths by combin-
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ing predefined Motion Patterns. Each Motion Pat-
tern consists of a set of robot commands and a se-
ries of poses which represent the robot’s movement
when the command set is executed by the controllers.
With these Motion Patterns, the local navigation mod-
ule repeatedly computes trees of collision-free com-
mand sequences. From each tree a path is extracted
which brings the robot close to the destination coordi-
nate as fast as possible. To tackle the surface traction
problem, the robot’s movements are measured on the
fly. The collected data is used to update the measured
movement part of the Motion Patterns. The upgraded
Motion Patterns are handed over to the planning pro-
cess and used for the tree generation.

The remainder of this article is organized as fol-
lows: After discussing related work in section 2, we
introduce our Velocity Grid environment representa-
tion in section 3 followed by a description how they
are utilized by our Motion Pattern based local navi-
gation approach in Section 4. Section 5 then explains
the movement measuring and Motion Pattern learning
procedures. Before we conclude, we describe some
experiments carried out with our robot to illustrate the
capabilities and the robustness of our approach. We
implemented our approach on a Quinetiq Longcross
EOD robot (see Figure 1) and verified its feasibility
in outdoor settings.

2 RELATED WORK

Waypoint navigation is one of the fundamental tasks
for autonomous mobile robots. Many popular sys-
tems utilize the benefits of cars with ackermann steer-
ings by first generating a feasable path and then try to
follow this path as fast as possible. This can be done
because, apart from physical limitations of the vehi-
cle, the velocity does not affect the trajectory. For ex-
ample, the DARPA Grand Challenge winning robot
Stanley (Thrun et al., 2006) benefits from this prin-
ciple. But because our robot does not have a veloc-
ity controlled drivetrain, the velocity cannot be con-
trolled without affecting the trajectories.

Another approach (V. Hundelshausen et al., 2008)
uses a different navigation technique by defining
a limited set of commands or command-sequences
and greedily decides in every computing interval
which entity should be applied. Their path genera-
tor uses combinations of speeds and steering angles
to generate trajectories which are then further eval-
uated. Therefor, an occupancy grid generated by a
3D-laser and different weighting functions are used.
This is similar to the Dynamic Window Approach
(DWA) (Fox et al., 1997; Brock and Khatib., 1999)

because both methods restrict the search to a single
time step, i.e. they select the next best controls based
on the current sensor input and a model of the robot’s
dynamics.

In addition to these pure navigation algorithms,
learning methods for robot motion have also been pro-
posed in the past. Future robot positions can be es-
timated by regarding the current terrain type (Brun-
ner et al., 2010). Therefor, intertial sensor data is
processed with Gaussian process models to infer the
movement velocities for position estimation and to
deduce the terrain type from vibrations. Unfortu-
nately, this method can only distinguish known sur-
faces and the used models require large amounts of
computational power. Gaussian Processes in com-
bination with reinforcement learning have been used
to predict the movement of autonomous blimps (Ko
et al., 2002), but just as the approach above it requires
an extensive preparation phase. Seyr et al. use arti-
ficical neural networks to predict the trajectories of a
two-wheeled robot (Seyr et al., 2005). It was shown
that every trained situation can be recognized by their
predictor. The used robot model is heavily bound to
velocity parameters and thus again requires a suitable
drivetrain.

The concept of motion template based learning
has been previously employed to simplify the learn-
ing of complex motions (Neumann et al., 2009). In
contrast to our approach the templates have param-
eters which are adjusted to fit the desired trajectory.
This implies a feasible correlation between parameter
input and drivetrain behavior.

3 VELOCITY GRIDS

In outdoor environments, a 3D-sensor (see Figure 1)
is indispensable for an effective collision avoidance.
Commonly used two-dimensional indoor variants are
almost useless because of their insufficient envi-
ronment coverage. However, the gain in coverage
comes with the disadvantage of a drastically increased
amount of data. Processing all this information while
planning motions requires an unreasonable amount of
computing power. Thus we simplify the 3D-sensor’s
data to a two-dimensional grid. In every grid cell the
maximum admissible velocity of the corresponding
area is stored. This type of map is referred to as Ve-
locity Grid and it can be used for collision tests with
less operating expense. This allows us to use modi-
fied two-dimensional planning algorithms. Although
Velocity Grids seem to be similar to costmaps, they
are utilized by our local navigation algorithm in a dif-
ferent way (see section 4).
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Figure 2: Left: A 2.5D height map acquired using a Velo-
dyne. Right: The corresponding Velocity Grid. A car and
the following person are marked as impassable (red), the
sidewalk’s curb is identified as slowly traversable (yellow).

To generate a Velocity Grid, the first step is to cal-
culate a 2.5D map or height grid. A simple method
to do this is to use a maximum-function on all mea-
surements corresponding to one cell. Of course more
sophisticated approaches could be used here, even
including terrain classification (Vallespi and Stentz,
2008; Wellington et al., 2005), but all of these ap-
proaches require additional computation power and
introduce additional delay. Since low latency and suf-
ficient computing power are requirements for the fol-
lowing navigation approach, the simple mechanism
was chosen over more intelligent algorithms. An ex-
ample height grid is shown on the left in Figure 2. The
information on the floor height now has to be trans-
formed to a format which can easily be used for col-
lision checks. For this purpose, we follow a line from
the robot’s center to every border cell of the Velocity
Grid. Along this line the elevation changes are calcu-
lated, an appropriate maximum speed dependent on
the robot’s capabilities is chosen and assigned to the
second of the two involved cells. This corresponds
to extracting level curves in a star-like shape with the
star’s center in the center of the robot and categorizing
the stepping of each curve into speed groups. Because
of the Velocity Grid’s geometry it is guaranteed that
every cell is at least processed once. On the right of
Figure 2 the outcome of this algorithm can be seen.

During the Velocity Grid calculation, it is assumed
that the robot always moves in straight lines away
from the center. For a robot that can turn on the spot
this is a good estimate for the direct proximity, but
a single Velocity Grid cannot be used for the plan-
ning and execution of a u-turn or similar. It has to
be considered, that the Velocity Grid is continuously
updated, several times per second, to ensure that new
obstacle information reaches the motion planning in
time. As soon as the planning module realizes that its
previous path is invalid, it will generate a new trajec-
tory with respect to the freshly detected obstacles.

4 USING MOTION PATTERNS
FOR LOCAL NAVIGATION

4.1 Motion Patterns

The core of the overall approach is a local naviga-
tion planning component which directly controls the
robot and steers it from its current position to a given
destination on a collision-free path in configuration
space. In our case a configuration ct = (x,y,θ,v)>t of
the robot at time t consists of the robot’s position and
heading (xt ,yt ,θt)

> as well as its translational veloc-
ity vt . In order to simplify the planning process, the
rotational velocity is not considered here. Destination
coordinates d of the local navigation are also defined
as four dimensional vectors d = (x,y,θ,e)>, but in-
stead of a velocity they contain a distance threshold
e which defines a circle around the target coordinate.
When the robot reaches this circle, the destination is
considered reached, a technique which has also been
used by Bruch et al. (Bruch et al., 2002). Since the
robot is controlled by motor power commands instead
of velocity commands, the outcome of a command
depends on many factors and is far too expensive to
compute.

Thus we introduce Motion Patterns to simplify the
motion planning. The first component of each Mo-
tion Pattern is a series of robot control commands.
These commands can be of any type; when used with
a Longcross robot, they are motor power commands.
This set of commands is static and not changed. The
second component of a Motion Pattern is an array
of oriented positions. It represents the trajectory on
which the robot would probably move when the com-
mand series is sent to the robot. Together with the di-
mensions of the robot, the path the robot would take
can be calculated and checked for collisions using the
Velocity Grid described in section 3. This is a popu-
lar technique, because it “allows computing the cost
of a motion without explicitly considering the mo-
tion itself” (Pivtoraiko et al., 2009). Notice that the
number, shape, and complexity of Motion Patterns
are not restricted, but definitely have an impact on the
later described planning process. To combine Motion
Patterns to a continuous path we have to make sure
that the transitions between the chosen patterns are
smooth. To accomplish this, the initial and final ve-
locities are stored with every pattern. Furthermore,
every Motion Pattern is assigned to a velocity group
depending on its maximum speed. This property is
used as criterion for exclusion.
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4.2 Path Planning

Based on the model above, we can now build a
collision-free tree of Motion Patterns T = (V,E) con-
sisting of nodes V and possible transitions E between
nodes. Every node V represents a Motion Pattern.
The root node is defined by the final state of the cur-
rently applied Motion Pattern. New nodes are created
in a breadth-first manner and are connected to their
parent node if they meet the following three require-
ments:

1. The node’s initial velocity matches the final ve-
locity of its parent.

2. It is possible to apply the assigned Motion Pattern
at the final position of the parent. In detail: the
minimum speed of the cells, which the node tra-
verses in the Velocity Grid, does not exceed the
Motion Patterns maximum speed. This implies
the absence of collisions.

3. The occurring roll and pitch angles are within the
robot’s safe operational parameters.

After adding a node, a weight-equivalent is assigned:
Since the planning algorithm intends to find the
fastest path to a given destination, distances between
two configurations ci and cj are represented by the
approximated travel time h(ci,cj). This way it is pos-
sible to subsume the robot’s current orientation, the
spatial distance to, and the orientation of the destina-
tion into one scalar.

h(ci,cj) =
d(ci,cj)

vavg
+ s

(|α(ci,cj)|+ |β(ci,cj)|)
ωavg

(1)

Here d(ci,cj) represents the line-of-sight distance to
the target, vavg denotes the robot’s average transla-
tional speed, and ωavg is the average rotational veloc-
ity. The angle α(ci,cj) describes the difference be-
tween the robot’s heading in state ci and the line-of-
sight between ci and cj. Similarly, β(ci,cj) is defined
as the difference between the heading of the target cj
and the line-of-sight. The idea behind this heuristic is
to separate the motion from ci to cj into a rotation on
the spot, followed by a straight line motion, followed
again by a final rotation on the spot. Of course the
robot generally translates and rotates simultaneously.
The numerical constant s is introduced to account for
the resulting speed advantage. If the destination’s
heading θ is undefined, β is set to zero. During the
tree creation the node with the smallest h is marked.
To ensure an effective movement, nodes which reach
the destination threshold area should always be supe-
rior to other nodes, regardless of their h-value. Cer-
tainly the heuristic function does not guarantee that
the destination pose is precisely reached but it always

Figure 3: A tree of collision free paths that has been build
using Motion Patterns in an 2-dimensional simulated envi-
ronment. This tree would be used for planning.

delivers a feasible path which at least moves the robot
closer to the target area. Furthermore, the constant s
defines how hard our approach tries to match the des-
tination’s orientation.

The Velocity Grids are not used to sum up the
costs of a potential path. Instead they are used as ex-
clusion criterion for potentional Motion Patterns. The
chosen Motion Patterns then define the cost.

The creation of new nodes is aborted when a suf-
ficient tree depth or a time limit is reached. A poten-
tial new path is available after a tree is constructed.
To be certain that a new path is available in time, the
tree construction has to be finished before the Motion
Pattern which is currently applied by the robot, is ex-
ecuted completely. To ensure this, the time limit for
the tree construction process is equivalent to the time
consumption of the quickest Motion Pattern available.

As mentioned before, the size of the Motion Pat-
tern pool has a significant impact on the generated
tree: While more available patterns enhance the qual-
ity of the resulting tree, they also decrease the tree
depth that can be reached in the computation time
window. A suitable quantity of Motion Patterns has to
be choosen with respect to the capabilities of the used
computer. An example tree from our current imple-
mentation can be seen in Figure 3. The used Motion
Pattern pool consisted of five different basic maneu-
vers: accelerate, decelerate, turn left, turn right and
move forward.

Using the previously marked node, a series of Mo-
tion Patterns representing a path towards the destina-
tion can be extracted from the tree.

5 MOTION LEARNING

A problem arising from our special kind of local navi-
gation is its sensitivity to surface and traction changes.
Motion Patterns are created for specific surfaces only.
And it is unlikely that the surface or the surface’s con-
dition always remains constant, especially in outdoor
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Figure 4: A flowchart showing the navigation process and
the intregation of the learning mechanism.

scenarios. To compensate this, a basic learning mech-
anism has been added: While the command set of a
Motion Pattern is executed, the robot’s reactions are
measured with the on-board IMU. Recorded are the
relative x and y positions and the orientation. The
measurements are integrated in the Motions Pattern’s
existing prediction using a component-by-component
exponential smoothing function to allow continuous
learning:

m̄p,t = (1−w)mp,t +(w)m̄p,t−1 (2)

with 0 ≤ w < 1. Here mp,t is the measured trajec-
tory of a Motion Pattern p at time t. m̄p,t−1 represents
the existing prediction of the pattern and m̄p,t the up-
dated prediction. To limit the impact of new measure-
ments, w should not be larger than 1

2 . Note that it is
not possible to adapt the command sequence to match
the desired trajectory, because the mapping from tra-
jectories to commands is unknown and possibly not
even computable. Figure 4 depicts how the learning
mechanism is integrated in the navigation process.

A side effect of the Motion Pattern adaption is the
possibility of pattern pool depletion: It occurs when
an update causes one or more patterns to become best
suited for a specific maneuver that was previously
covered by another pattern. As the original Motion
Pattern will not be used any more, it cannot be up-
dated and remains unused. In order to counteract this
effect, we delay pattern updates until new motion data
for all Motion Patterns has been collected. Then, we
update all patterns at once. The drawback of this
method is that the trajectory construction will be less
accurate due to outdated Motion Patterns.

Between the pattern updates some Motion Pat-
terns will be executed more frequently than others.
Therefore, we apply a secondary exponential smooth-
ing with a much larger w which tracks the amount
of change that is to be applied with the next update.
This technique effectively balances the disproportion-
ate impact that more frequently used Motion Patterns
have on the pattern pool.

Figure 5: The obstacle course and the path autonomously
driven by the robot.

6 EXPERIMENTAL RESULTS

6.1 Obstacle Course

To show the functionality of our navigation planning
system, we set up an obstacle course with a length
of about 50 m. Figure 5 shows the trajectory driven
by the robot. The 50 m course was completed in 60
seconds. With an average Motion Pattern speed of
1.25 m/s this might sound surprising, but the robot ex-
ecuted a backward motion at the beginning and a turn-
on-the-spot maneuver at the end of the course, which
slowed it down. Notice that our system does not use
global maps and thus was never meant to find opti-
mal routes. To prevent such correction maneuvers, an
additional global navigation is required.

6.2 Changing Surface

The second experiment demonstrates the adaption ca-
pabilities on a surface with varying characteristics.
Therefor, a series of GPS-waypoints resulting in a to-
tal path lenght of approximately 260 m was given to
the local navigation. The experiment was conducted
with and without the learning mechanism. The aver-
age Motion Pattern speed was 1.25 m/s again.

To compare the performance, the absolute devia-
tion from the predicted trajectory was measured for
every executed Motion Pattern. The results are vi-
sualised using a rolling average on the left of Fig-
ure 6. The mean error without learning was 0.16 m
and decreased by 18% (t-test significance >95.5%)
with learning. Also, the total legth of the driven path
was somewhat shorter. This seems to indicate a posi-
tive effect of the learning mechanism on the path plan-
ning. The two histrograms in Figure 6 show the er-
ror distributions for each setup. Both distributions are
roughly normal and corroborate our findings.
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Figure 6: Experimental results: Left: The rolling and total average of the two setups. The learning variant outperforms the
static version. Middle and right: Histogram showing the absolute error distribution without and with learning. Right: Large
errors occur less frequent.

7 SUMMARY AND
CONCLUSIONS

In this paper we presented a navigation system based
on predefined motion templates which are combined
with a tree-search technique to achieve efficient tra-
jectories. We introduced Velocity Grids to represent
difficult or impassable terrain by means of a maxi-
mum admissible velocity. The system has the ability
to adjust the motion templates according to the actual
robot movement, which is measured by an IMU, GPS,
and lidar-based motion estimation. The soundness of
our approach has been shown both in real-word navi-
gation tasks. The system proved that it can navigate a
robot through an obstacle course, and that it is able to
adapt to different surfaces quickly.

Future work will focus on improving the perfor-
mance of the motion learning and adapting mecha-
nisms. The current countermeasure against pattern
pool depletion causes temporarily outdated predic-
tions. The most promising remedy would be to prop-
agate the changes of one Motion Pattern to all others,
provided that a sufficiently precise online approxima-
tion can be found. Another improvement worth inves-
tigating is the usage of the pattern deviation that is de-
termined by the learning module as uncertainty mea-
sure in order to optimize the Motion Patterns’ safety
margins.
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Abstract: The increasing demand of high performance applications in industrial environments calls for improved control
strategies for nonlinear mechanical systems. Common flatness based approaches, effectively linearizing a
highly nonlinear system, are available and ready for deployment. This contribution focuses on evaluating
these strategies in a modern and widely used industrial setup.

1 INTRODUCTION

The objective to reduce cycle times while increasing
the tool center point precision and dynamics, espe-
cially in robotic applications, requires sophisticated
motion control.

Robots with a high number of degrees of freedom,
for example articulated robots, are complex machines.
Their system dynamics may be described by the equa-
tions of motion, a set of highly nonlinear differen-
tial equations. In contrary to the common approach,
using Lagrange equations of second kind, this con-
tribution utilizes the projection equation in subsys-
tem representation, well described in (Bremer, 2008).
Next to commonly used decentralized proportional
and derivative (PD) control schemes, different model-
based linearization techniques exist, as (Isidori, 1985;
Slotine and Li, 1990; Fliess et al., 1995; Khalil and
Dombre, 2004) suggest. These methods effectively
linearize and decouple the equations of motion by us-
ing the inverse dynamic model in the feedback loop.

State of the art hardware with high processing
power and low reaction times allows implementing
these methods, not only under laboratory conditions,
but also in industrial setups. With these tools at hand,
the suggested linearization strategies are used to con-
trol a Stäubli RX130 industrial robot. Due to the fact
that the author is unaware of any works which com-
pare and investigate these approaches, this contribu-
tion tries to evaluate their performance. Focusing on
measurements, the occurring lag errors with different
control approaches are the basis for a final interpreta-
tion and conclusion.

2 SYSTEM DYNAMICS

In order to present detailed information on the multi-
body system under investigation,

Figure 1: Sketch of the RX130L.

Figure 1 shows a sketch of the Stäubli industrial robot.
It is a medium scale robot with six degrees of free-
dom, 1.6 m reach and a total mass of 235 kg.

Fundamentally, the basis for model based control
approaches are the equations of motion

M(q)q̈+G(q, q̇)q̇+Q(q, q̇) = Qm∈ R
n, (1)

whereq denotes the vector of minimal coordinates,
respectively the robots joint angles,M(q) is the con-
figuration dependent, positive definite and symmetric
mass matrix andG(q, q̇) contains the velocity depen-
dent nonlinearities as coriolis and centrifugal forces.
The vectorQ(q, q̇) consists of all generalized forces,
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e.g. forces resulting from gravity or friction. The ac-
tuating motor torques are separated on the right side
of the equations of motion and found in the vector
Qm. The variablen represents the number of degrees
of freedom which equals the number of joints, assum-
ing a rigid multi body system.

The equations of motion, as stated in (1), are com-
monly derived using analytical methods, e.g. with the
Lagrange equations. However, an articulated robot
consists of several joints and may be regarded as an
assembly ofn arm/motor units.

Introducing such a unit, also called subsystem, as
sketched in Figure 2,

vo

ωF

q

Figure 2: An arm/motor subsystem.

with the vectoṙyk

ẏk =
[

vT
0 ωT

F q
]T
k (2)

containing the translational and rotational velocities
v0 andωF of thek-th subsystems reference frame and
the corresponding joint angleq, leads with the projec-
tion equation

Nsub

∑
k=1

(

∂ẏk

∂q̇

)T

[Mkÿk+Gkẏk−Qk] = 0 (3)

in subsystem representation, see (Bremer, 2008), to
the equations of motion. This synthetical method,
based on projecting the linear and angular momen-
tum in the free directions of movement, effectively
makes use of the serial composition of several at-
tached arm/motor units. The interested reader may
find more information on the subsystems matrices and
vectors,Mk, Gk andQk and their detailed derivation
in (Gattringer, 2006).

2.1 Model Verification

After an identification process as suggested in (Sciav-
icco and Siciliano, 2004; Khalil and Dombre, 2004),
the model parameters are verified by comparing mea-
sured and simulated motor torques. The simulation
is carried out by integrating the equations of mo-
tion. The reference trajectory for verification pur-
poses strictly differs from the ones used during the
identification process to assure the parameters’ cor-
rectness in the whole task space.

Figure 3 presents the accordance of the first three
joints. Joints four to six are of equivalent quality.
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Figure 3: Measured versus simulated motor torques.

3 MOTION CONTROL

This section summarizes the control strategies for
tracking the tool center point along a desired trajec-
tory. All introduced methods are part of the evaluation
process.

3.1 Decoupled PD-control

As the name suggests, the decoupled PD-control is
a decentralized single joint control law. Each single
axis compensates the nonlinearities, e.g. influences
from the other joints, while tracking the desired refer-
ence trajectory in joint space. The control law is given
by

Qm = KP(qd−q)+KD(q̇d− q̇), (4)

where the lower right indexd denotes the desired ref-
erence values for joint positions and velocities. The
positive definite diagonal matricesKP andKD are the
proportional and derivative gains.

The major disadvantage of this common and sim-
ple control law is the lack of knowledge about the sys-
tem which is to be controlled.

Asymptotic stability can only be proven if the sys-
tem remains in steady state with the classical stabil-
ity theorems of mechanical systems, summarized in
(Bremer, 1988).
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3.2 Decoupled PD-control with
Feedforward

To negate the major drawback of the decoupled PD-
control an additional feedforward term is inserted into
control law (4), yielding

Qm = KP(qd−q)+KD(q̇d− q̇)+uFF . (5)

Effectively exploiting the system knowledge, ob-
tained through the dynamic modeling and identifi-
cation, the necessary reference motor torques which
guide the tool center point along a desired trajectory,
are given with the equations of motion (1) and are so
intuitively suitable for a feedforward control

uFF = M(qd)q̈d +G(qd, q̇d)q̇d +Q(qd, q̇d). (6)

Obviously, if the reference trajectory is two times
continuously differentiable with respect to time, the
resulting feedforward torques will show a continu-
ous progression. This set of feedforward control is
also called exact feedforward linearization in litera-
ture, see (Hagenmeyer and Delaleau, 2003).

With this choice the PD-controller’s task is re-
duced to compensate modeling inaccuracies, param-
eter variations and external or unknown disturbances.

Proving asymptotic stability, however, still leads
to further challenges, because inserting the feedfor-
ward term and evaluating the equations of motion
transforms the dynamics to a nonlinear time-variant
system. The interested reader may find more infor-
mation in (Kugi, 2008; Hagenmeyer and Delaleau,
2003).

3.3 Computed Torque

Introducing the computed torque control law

Qm = M(q)v̈+G(q, q̇)q̇+Q(q, q̇) (7)

and inserting it into the equations of motion (1) yields
the system

q̈ = v (8)

of n double integrators, resulting in a solely linear in-
terrelation between the new system inputv and the
joint anglesq. A possible choice for the new system
inputv is

v = q̈d +KD(q̇d− q̇)+KP(qd−q) (9)

with the positive definite diagonal matricesKP and
KD as stabilizing gains.

By defining the joint tracking errore= qd−q and
inserting Equation (9) in (8) the system dynamics of
the tracking errore for the closed loop system

q̈d− q̈+KD(q̇d− q̇)+KP(qd−q) = 0

ë+KD ė+KP e = 0 (10)

is found. Equation (10) instantly allows to shape the
error dynamics by choosing the gainsKP andKD, for
example by pole placement.

Please note, in literature the computed torque
method is also referred to as inverse dynamics,
feedback linearization or flatness based control, as
(Isidori, 1985; Slotine and Li, 1990; Fliess et al.,
1995) describe.

3.4 Extended Linearization

Similar to Subsection 3.3, the nonlinearities in the
equations of motion are eliminated with the control
law

Qm = M(q)(v̈+K0 q+K1 q̇)

+ G(q, q̇)q̇+Q(q, q̇). (11)

Inserting the control law (11) into the equations of
motion (1) yields

q̈ = v−K0 q−K1 q̇ (12)

or equivalent in state space representation

d
dt

[

q
q̇

]

=

[

0 E
−K0 −K1

] [

q
q̇

]

+

[

0,
E

]

v,

(13)
which describes the dynamics of the closed loop sys-
tem. Apparently, this MIMO-system is controllable
with the whole repertory of tools available from linear
system theory, for example linear quadratic regulators
or pole placement, well summarized in (Chen, 1998).

Certainly, before designing a linear controller for
system (13), the matricesK0 andK1 need to be cho-
sen. It is suggested to pick them in a manner so
that the closed loop system (13) resembles its phys-
ical counterpart. One suggestion is that the eigenval-
ues of the linearized equations of motion may be used
as guideline for picking the eigenvalues of the closed
loop system. However, due to stability issues positive
eigenvalues in the closed loop system (13) need to be
avoided.

Asymptotic stability of Equation (13) is derived
with linear system theory.

3.5 Friction Feedback Issues

One common problem with feedback linearization
methods occurs when friction models are part of the
inverse dynamics. This is usually the case for any me-
chanical or robotic application. If the classical model
for friction

Qf ric = dv q̇+dcsignum(q̇) (14)

is part of the feedback loop, then the noisy measure-
ment of the velocity signal ˙q will be amplified and fed
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through to the actuators, directly resulting in a dis-
turbing hum.

To counter this effect the friction characteristics
in the feedback loop have to be adapted. Two simple
solutions are given by

Qf ric,a = dv q̇+dc signum(q̇) for q̇≥ ε1
Qf ric,a = 0 else

or
Qf ric,b = dv q̇+dc tanh(q̇/ε2)

(15)
with suitable values forε1 andε2. Figure 4 shows the
original and adapted friction models.

4 EXPERIMENTS

The introduced control strategies are evaluated in a se-
ries of experiments. Additionally, details on the labo-
ratory setup and the recorded data are the dominating
topics of this section.

4.1 Setup

In the laboratory, the Stäubli RX130 industrial robot
is interfaced with state-of-the-art motion hardware.
All mechanical and electrical parts of the robot itself,
like motors and resolvers, remain untouched. The
servo drives, powering the synchronous motors, and
the digital processing unit are of industrial standard
but still offer the necessary development tools for im-
plementing the proposed methods.

Figure 5 shows the main components and their in-
terrelation to each other. The central computing unit
is connected to six servo drives via a high-speed Pow-
erlink bus. Each servo drive acts as an amplifier for
the AC motor, evaluates resolver signals and may use
an internal linear cascaded controller for position and
velocity control of the attached motors.

Automation
PC

Servo
Drives Robot Mechanics

Figure 5: Setup.

4.2 Trajectory

A reference trajectory with significant characteristics
is necessary for the process of evaluation. It needs to
cover a reasonable workspace while containing high
dynamics, even in disadvantageous poses and config-
urations.

A suitable choice, meeting this prerequisites, is
found in (ISO NORM 9283, 1998) which originally
defines a standardized trajectory for tool center point
measurements and evaluations. By sharing a common
objective, the proposed trajectory is also the reference
in the following experiments.

The velocity and acceleration of the tool center
point is given with 1 m/s and 5 m/s2. These set-
tings represent the highest values without exceeding
the available actuating torques. The trajectory itself is
a composition of straight lines, circles and squares in
space.

The inverse kinematics is computed numerically,
yielding the according joint values and their deriva-
tives with respect to time. It is also guaranteed that
all reference joint angles are two times continuously
differentiable with respect to time.

4.3 Centralized / Decentralized Control

When realizing the introduced control structures on
the industrial hardware, the feedforward and feed-
back approach show major differences. Basically, the
model based control methods – feedforward as well
as feedback – evaluate the equations of motion each
sample step in order to linearize the mechanical sys-
tem. Furthermore some stabilizing gains guarantee
stability.

However, in the case of feedforward control,
which is a decoupled and decentralized method, the
stabilizing PD feedback loop may be implemented di-
rectly on the servo drives which profit from very short
response times and a fast sampling rate. On the other
hand, linearizing the system only by using reference
values instead of actual ones, is not as exact as with
feedback linearization.
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Figure 6: Lag errors with various control strategies.

4.4 Results

During a series of experiments the lag errors of the
joints are recorded. Due to the rigid construction and
the high stiffness of the gears, the joints’ lag errors
may be used to give estimations for the tool center ac-
curacy. Also, all design parameters are chosen with
highest possible gains which were evaluated in an-
other set of preceding investigations.

In Figure 6, the lag errors for joint one, two and
three are revealed. The lag errors resulting with ex-
tended linearization are denoted witheLin, respec-
tively the ones with computed torque and feedforward
with eCT andeFF .

While the performance of the control methods
seems to be nearly equal for joint one, the joints
two and three show different results. Especially axes
with high loads resulting from gravity are benefiting
from their reduced lag errors with the feedforward ap-
proach.

The axes four, five and six are of similar behav-
ior and thus omitted. All values presented are joint
angles, transformed to the gears’ output sides.

5 INTERPRETATION

It is clearly not immediately evident that the feedfor-
ward linearization excels in performance in case of
this robotic application. The reason lies in the struc-
ture of control. If the feedforward linearization

is used in combination with the decoupled PD - con-
trol, the servo drives assume the task of decentralized
controllers. These decentralized controllers profit
from very short cycle times, still supported by the
feedforward variables.

The centralized control methods, which linearize
the system by feedback, are mathematically outstand-
ing and superior. However, due to the delays which
arise from closing the feedback loop to the central
processing unit, the maximum gains are drastically re-
duced. Thus, deviations from the model and external
disturbances are eliminated in a slower manner.

The effort for preparation – originating from ob-
taining the dynamic model with a valid and well iden-
tified set of parameters – is equal for all proposed
model-based control strategies because they share a
common origin, the equations of motion.

To sum up, the method of choice to control the
motion of an articulated robot with six axes is the
feedforward linearization approach. Model based sys-
tem knowledge can effectively be exploited to support
the servo drives internal, fast sampling controllers
which are technically mature and professional prod-
ucts.

6 CONCLUSIONS

With the interpretation at hand, the feed forward lin-
earization technique is investigated in more detail.
From a practical viewpoint, the endeffector error
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along a given trajectory is a characteristic of interest.
Assuming a rigid model and high gear stiffnesses, the
forward kinematics is evaluated to compute the de-
viation between the desired trajectory and the actual
trajectory.

To analyze the effects of the feedforward lin-
earization, the experiment is conducted with and
without superimposed feed forward loop. Figure 7
shows the tool center point (short TCP) error in iner-
tial coordinates. Thex- andy-axes are parallel to the
robots mounting surface whereas thez-axis points in
the same direction as the gravity vector.
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Figure 7: Evolution of TCP errors.

Interpreting the plot shows, that the robots manip-
ulator has nearly an average of 4 mm deviation in di-
rection of thez-axis. This static payload of the robot’s
own mass is instantly compensated with the feed for-
ward approach. During the phases with high dynam-
ics, the result with feed-forward control is also con-
siderably improved.
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Abstract: A continuum arm prototype was designed and implemented using two different shapes: cylinder like and 
cone like. This new robot is actuated by stepper motors. The rotation of these motors rotates the cables 
which by correlated screwing and unscrewing of their ends determine their shortening or prolonging, and by 
consequence, the tentacle curvature. The kinematics and dynamics models, as well as the different control 
methods developed by the research group were tested on these robots. The lack of no discrete joints is a 
serious and difficult issue in the determination of the robot’s shape. A solution for this problem is the vision 
based control of the robot, kinematics and dynamics. An image – based visual servo control where the error 
control signal is defined directly in terms of image feature parameters was designed and implemented. In 
this paper, we analyze some mechanical capabilities of this type of continuous robots. We present the 
structure of the tentacle robot, it’s kinematics model and the results for a series of tests regarding the 
mechanical behaviour of the robotic structure. 

1 INTRODUCTION 

Modern industrial robots are mostly (human) arm-
inspired mechanisms with serially arranged discrete 
links. When it comes to industrial environment 
where the workspace is structured and predefined 
this kind of structure is fine. This type of robots are 
placed in carefully controlled environments and kept 
away from human and their world.  

When it comes to robots that must interact with 
the natural world, it needs to be able to solve the 
same problems that animals do. The rigid structure 
of traditional robots limit their ability to maneuver 
and in small spaces and congested environments, 
and to adapt to variations in their environmental 
contact conditions (Suzumori et al., 1991), 
(Robinson and Davies, 1999). For improving the 
adaptability and versatility of robots, recently there 
has been interest and research in “soft” robots 
(Cowan and Walker, 2008). In particular, several 
research groups are investigating robots based on 
continuous body “continuum” structure. If a robot’s 
body is soft and/or continuously bendable it might 
emulate  a  snake  or  an   eel  with   an   undulating  

locomotion (Crespi and Ijspeert, 2006). 
The continuum or hyper-redundant robot 

manipulators behaviour is similar to biological 
trunks, tentacles or snakes. The movement of the 
continuum robot mechanisms is generated by ending 
continuously along their length to produce a 
sequence of smooth curves (Blessing and Walker, 
2004). This contrasts with discrete robot devices, 
which generate movement at independent joints 
separated by supporting links. 

We can also describe as continuum robots snake-
like robots and elephant’s trunk robots, although 
these descriptions are restrictive in their definitions 
and cannot be applied to all snake-arm robots. A 
continuum robot is a continuously curving 
manipulator, much like the arm of an octopus 
(Davies, J.B.C., 1998). An elephant’s trunk robot is 
a good descriptor of a continuum robot. The 
elephant’s trunk robot has been generally associated 
with an arm manipulation – an entire arm used to 
grasp and manipulate objects, the same way that an 
elephant would pick up an apple. Snake-arm robots 
are often used in association with another device 
meant to introduce the snake-arm into the confined 
space. However, the development of high-
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performance control algorithms for these 
manipulators is quite a challenge, due to their unique 
design and the high degree of uncertainty in their 
dynamic models. The great number of parameters, 
theoretically an infinite one, makes very difficult the 
use of classical control and the conventional 
transducers for position and orientation. 

2 THE ROBOTIC STRUCTURE 

A research group from the Faculty of Automation, 
Computers and Electronics, University of Craiova, 
Romania, started working in research field of hyper 
redundant robots over 20 years ago. The 
experiments started on a family of TEROB robots 
which used cables and DC motors. The kinematics 
and dynamics models, as well as the different 
control methods developed by the research group 
were tested on these robots. Since 2008, the research 
group designed a new experimental platform for 
hyper redundant robots. 

Our robotic system is composed from two units, 
one with a flexible structure with kinematic 
possibilities similar with the snake’s locomotion and 
another one with driving. The flexible unit is 
composed from three modules with independent 
driving, that confers a complex 3D configuration, 
with multiple kinematic possibilities for the working 
space. The flexible structure is conceived in modular 
systems with decoupling possibilities for a 
controlled optimization of the working space. 

The flexible structure as an integrate system, or 
as independent modules, is conceived to allow 
driving in two modes, respective: 

- one with wires and a flexible central column; 
- one with flexible vertebrates and a flexible 

central column; 
In the case where the driving is made by wires, a 

module has two freedom degrees and in the case of 
driving with flexible columns each module has three 
degrees of freedom. As it can be observed the 
flexible unit structured in three modules for 
controlling a complex workspace, with multiple 
kinematic possibilities. The machine structure for 
each module is based upon thread transmissions with 
self decelerations possibilities and adjust of the 
axial-radial clearances.The flexible unit with the 
snake-like design is composed from a base flange, 
some intermediary flanges, and four flexible shafts, 
with high elasticity, which will be called vertebral 
spines. The central shaft is mounted rigidly to all the  
intermediary flanges, fig. 1. 

The three super elastic spines are mounted 
equidistantly upon the central spine. The entire 
vertebrates are connected only to the end flange. The 
intermediary flanges maintain constant the radial 
distance between the secondary tubes and the central 
vertebrate. Changing in an active way the length for 
two of the vertebrate spines, the final flange can be 
manipulated with two degrees of freedom in any 
direction. 

The three actuating spines are rigidly jointed 
only to the end flange, the joint between them and 
the intermediary flanges is like one translational 
joint. 
 

 
Figure 1: The virtual model with the driving and vertebral 
unit. 

 
Figure 2: Redundant driving unit. 

 
Figure 3: The assembly of the robotic system with the 
baggy vertebral unit. 
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2.1 Experimental Modelling  

As it was presented above, the robot is designed in a 
modular structure, with three modules, 
independently actuated through thread transmissions 
with possibility to adjust the radial and axial 
clearances, in the aim to assure the imposed 
kinematics precision. The vertebrate unit is designed 
to work in two ways, respectively with two or three 
degrees of freedom on each module.  

2.2 Modelling with Finite Elements 

For demonstrating the viability of mechanical 
system it is proposed the modelling and simulation 
functionality with finite element method. Faithfully 
are respected the shape conditions and loadings, so 
that through a Virtual Prototyping attempt it is 
obtained a parameterized virtual system, which can 
be loaded so that you get various types of deformed 
shapes, obviously controlled for the analyzed 
mechanic system (Dumitru et al., 2009). 

Parameterized modelling of the flexible system 
allows 3D simulation for different variants with one, 
two or three modules, with different size dimensions 
and types of materials with circular vertebras full or 
tubular, in this way assuring a wider area of skills 
for the proposed and analyzed system. 
 

 
Figure 4: Elastic displacement distribution for a kinematic 
chain with 3 modules. 

3 THE KINEMATIC MODEL OF 
THE TENTACLE ARM 

In order to control a hyper-redundant robot we have 
to develop a method to compute the positions for 
each one of his segments (Ivanescu et al., 2006). By 
consequence, given a desired curvature S*(x, tf) as 
sequence of semi circles, identify how to move the 
structure, to obtain s(x, t) such that: 

),(),(lim *
ftt txStxs

f
=→  

(1)

where x is the column vector of the shape 
description and tf is the final time (see Fig. 6). 

Y

X 

R

R2 R1 

Z 
 

Figure 5: The description of the desired shape. 

3.1 Tentacle Shape Description 

The tentacle’s shape will be described considering 
two angles (θ, α) for each segment, where θ is the 
rotation angle around Z-axis and is the rotation angle 
around the Y-axis (see Figure 5). In order to 
describe the movement we can use the roto-
translation matrix as shown in Figure 6. Figure 7 
shows the relation between the orientation of one 
projection on the main plane segment and the 
curvature angle of the previous segment. 
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Figure 6: The description of a 3D curvature. 
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The generic matrix in 2D that expresses the 
coordinate of the next segment related to the 
previous reference system can be written as follow: 
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Figure 7: Curvature and relation between θ and β. 

In 3D space we cannot write immediately the 
dependence that exists between segments. This 
relation can be obtained through the pre-
multiplication of generic roto-translation matrix 
(Cojocaru et al., 2008). One of the possible 
combinations to express the coordinate of the next 
segment related to the frame coordinate of the 
previous segment is the following: 
 

: ( ) ( ) ( ) ( )i i i i i i i i
generic z y y zR R Tr V R Rθ α θ= ⋅ ⋅ ⋅  (3)

where )(R ii
z θ  and 

)(R ii
y α

 are the fundamental 
roto-translation matrix having 4x4 elements in 3-D 
space, and Try(V) is a 4x4 elements matrix of pure 
translation in 3-D space and where Vi is the vector 
describing the translation between two segments 
expressed in coordinate of i-th reference system. The 
main problem remains to obtain an imposed shape 
for the tentacle arm. In order to control the robot, we 
need to obtain the relation between the position of 
the wires and the position of the segment. 

3.2 Curvature of One Segment 

In the current stage of our research, a decoupled 
approach is used for the robot control scheme, thus 
the three segments are controlled separately, without 
considering the interaction between them. This 
section presents the way direct kinematics of one 
segment was obtained. The geometry of one 
segment for the 2D case is described in Fig. 10. The 
curvature angle θ of the segment is considered as the 
input parameter, while the lengths L1 and L2 of the 
control wires are the outputs (Boccolato et all., 
2009). 
 

 
Figure 8: The geometry of one segment. 

The radius R of the segment curvature is 
obtained using equation (4): 

H
R

θ
=  (4)

 

where H is the height of the segment. The following 
lengths are obtained from Fig. 10, based on the 
segment curvature: 
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where D1 and D2 are the diameters of the segment 
end discs. 
Based on the Carnot theorem, the lengths A1 and A2 
are then obtained: 
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The control wires curvature radius R1 and R2 are 
given by the relations (7): 
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Finally, the lengths of the control wires are 
obtained as in (8): 
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Figure 9: Projection of the wire to get the α direction. 

For the 3D case, a virtual wire is considered, 
which gives the α direction of the curvature. 
Considering one virtual wire in the direction of the 
desired curvature having length calculated as below. 
First, the following lengths are calculated: 
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Based on (6) and (9) the curvature radius R1, R2 
and R3 of the three control wires are then obtained. 
Finally the lengths of the control wires are 
calculated with relation (11): 
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Besides, for the system presented we can obtain 
two useful relations: 
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The second equation can be utilized to estimate 
the compression or the extension of the central bone. 

4 EXPERIMENTS 

We  conducted  a  series  of  experiments,  having  as 

purpose the analysis of the robotic structure, 
including the behavior of the arm and the stepper 
motors used for its actuation.  
For these tests, we used the following equipment: 

 Spider 8 acquisition system, with eight input 
channels and 12 bit resolution per channel 
 Nexus 2692-A-0I4 signal conditioner with load 
compensation, four input/output channels, 
frequency domain 0.1Hz ÷ 100KHz and linear-
ity error ≤0.05%; 
 Bruel&Kjaer model 4391 accelerometers, 
frequency domain 0.3 ÷ 10000Hz, load 1 pC/ms-
2, linearity error ≤1%; 

 
Figure 10: Recorded dataset. Marked with black - the 
current, with red - end effector oscillation and with blue - 
the displacement. 

 
Figure 11: Recorded data for a movement executed at 
19.23 mm/s. 

 
Figure 12: Frequency analysis for oscillation. Slow speed 
case. 
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 WA300 inductive transducer for linear 
displacement, displacement range 0÷300mm, 
linearity error ≤1%; 

 MicroSwitch model CSLA 20KI current 
transducer, current domain ±20A, linearity 
error ≤1% 

 The data was recorded on a IBM notebook with 
Testpoint V5.1 soft-ware installed 

We placed the sensors as follows: 

 
Figure 13: Medium speed movement (156.99 mm/s). 

 The displacement sensor was connected at the 
robot’s arm free end. The objective is to 
measure the total displacement realized by the 
end effector. Because of the sensor’s intrinsic 
structure, and for obtaining a linear relation 
between sensor measurement and robot 
displacement in the 3D space, we restricted the 
robot’s movement to a movement in a plane 
formed by the robot’s backbone and the 
sensor’s extension axis 

 The accelerometer was placed in the same 
point as the displacement sensor. The objective 
is to determine the vibration induced in the 
robot arm structure by the actuation system and 
the control algorithm. 

 The ammeter was connected in a serial mode 
with one of the stepper motor phases (the 
stepper motors are tree phases ones). The 
objective is to determine the stepper motor 
current need during the movements, and also to 
detect if and when the losing steps 
phenomenon occurs, based on the fact that a 
losing step process can be noticed by observing 
a high current peak. 

In the figure 10 can be observed a recorded 
dataset. The measured current is represented with 
black color, with blue is represented the arm 
displacement, and with red is marked the oscillation 
recorded at the end of the robot arm. The dataset 
recorded a same trajectory described by the robot, 
but at different speeds. In the left side can be 

observed the movement execution at a lowest speed 
(19.23 mm/s), and in the right side at high speed 
(330 mm/s). In the following paragraphs we will 
analyze the robot’s behavior for these two extreme 
movements. The first move observed was executed 
with a speed of 19.23 mm/s, going forward from the 
origin to the end point and, after a short break, back 
to the original. The detailed recorded data can be 
seen in the Figure 11.  

The oscillation was amplified 100 times, for 
having a better view for its evolution. As expected 
for slow moves case, when the effort needed for 
robot arm displacement is low, the current evolution 
indicates that the stepper motor doesn’t lose any 
steps and the movement there is no position error. 
Regarding oscillation, one can observe that near the 
origin position the robot exhibits a higher oscillation 
of its end effector. We consider that this 
phenomenon appeared due to the fact that near 
origin the tension in the actuation cables is lower, 
because the potential energy due gravity have the 
lowest value, and at end point the potential energy 
have a considerable higher value, conducting to a 
higher tension in cables which prevents the robot 
arm to oscillate. 

 
Figure 14: Frequency analysis for oscillation. Medium 
speed case. 

 
Figure 15: High speed movement. 
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If we take a closer look at the oscillation, and 
make a frequency analysis (figure 12), it can be 
observed that there are two spikes in frequency, one 
at 2.9 Hz, and one at 159.99 Hz. 
 

 
Figure 16: Frequency analysis for oscillation. High speed 
case. 

As already identified, where an artificial vision 
system was used (Tanasie et al., 2009), the first 
spike at 2.9 Hz represents the natural resonance 
frequency for the robotic arm. By observing the 
oscillation analysis for faster movements, we 
determined that the second spike, with a higher 
level, placed at 159.99 Hz, is induced by the 
actuation system – the vibrations frequency 
generated by the actuation system and transmitted in 
the cables, also being responsible for the resonance 
spike at 2.9 Hz. 

Considering a medium speed movement (156.99 
mm/s), the following dataset was recorded (Figure 
13). Analyzing the current evolution, a singular 
spike can be observed at 63.8 second on the 
timescale, which indicates that the motor loses a 
single step, this situation being caused by the fast 
stop of the robotic arm. Correlated with this fact, the 
analysis of the trajectory evolution shows that the 
end of the robot arm don’t stop directly at the 
desired position, and under the effect of inertia 
determined by its own mass it passes that position. 
While the cables exhibit neither compression nor 
extension, the position error is determined 
exclusively by a shear effect. Shear is an elastic 
deformation, thus generating a force that brings the 
robot arm back at the desired position. This 
transitory effect takes 0.2 seconds and the maximum 
position error is 2 millimeters. 

The oscillation graph shows a similar evolution 
as described for the previous case, but the frequency 
analysis gives a different characteristic (Figure 14). 
The natural oscillation frequency can be identified as 

a spike at the same frequency 2.9 Hz, but the 
vibration induced by the actuation system may be 
found now at 24.6 Hz, as a result of the motor’s 
speed variation.  

The last observed evolution is for high speed 
movement (330 mm/s). The recorded data is 
represented in the Figure 15. The current evolution 
is more dramatic and irregular, as can be observed in 
the figure 15 (marked with black line). The current 
profile isn’t anymore smooth, as in previous cases, 
and some major fluctuations can be seen at 76.9 sec 
and at 79.7 sec. Those fluctuations correspond to a 
large number of lost steps, the effort required for 
moving the robot being very large. This conclusion 
is sustained by the conclusions of analysis conducted 
for displacement and vibration. Regarding the 
displacement, the robot was programmed to execute 
the very same movement, going from origin to a 
desired position and then back to the origin, but at 
different speeds. This means that in all recorded 
data, the robot must achieve the same desired 
position, and the position at the end of the 
movement must be the same with the position from 
where the movement started (the origin). Observing 
the displacement from figure 15 (marked with blue 
line), it can be determined a difference of 12 mm 
between the beginning position and final position. 
Also, if one compares the desired position achieved 
in figure 11, 13 and 15, can determine that the 
desired position is achieved successfully in figure 11 
and 13, but in figure 15 the robot fails to reach the 
desired position, introducing a position error of 6 
mm. The inertial effect is very high, the robot 
presenting a large oscillation before remaining 
steady in the desired position. Previous conclusions 
are also sustained by the recorded vibrations, 
marked with red line in figure 15. On the same 
timeline with the current fluctuations can be noticed 
a large amplitude of the vibration, as an effect of the 
discontinuity in movement determined by lost steps. 
Moreover, as the frequency analysis shown in the 
figure 16 denotes, this high speed actuation 
determines a resonance with the natural frequency of 
the robot arm, affecting the robot arm evolution. 

5 CONCLUSIONS 

As conclusions, for the slow speed moves, there are 
no lost steps in stepper motors, meaning that an open 
loop control can be successfully applied to the 
system. There is a low amplitude oscillation of the 
robot’s arm, mainly at 159.99 Hz, induced by the 
actuation system, but it induces only a small 
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amplitude natural frequency resonance, so the robot 
arm doesn’t resonate with actuation system. Also, 
considering the displacement (marked with blue in 
the figure), it can be observed that the position error 
is zero. The overall behavior of the structure is a 
very good one. 

For the medium speed moves, the stepper motors 
may lose steps, but this phenomenon occurs 
occasionally and can be considered insignificant if is 
evaluated as a ratio lost steps / total number of steps, 
meaning that an open loop control can still be 
successfully applied to the system. There is a low 
amplitude oscillation of the robot’s arm, mainly at 
24.6 Hz, induced by the actuation system, but it 
induces only a small amplitude natural frequency 
resonance, so the robot arm doesn’t resonate with 
actuation system. The displacement record reveals a 
transient evolution around the final position, 
introducing a transient position error, having 2 mm 
maximum amplitude and with a short duration, 0.2 
seconds. At the end of the transient evolution, the 
robot stops on the desired position and the position 
error is zero. The overall behavior of the structure is 
a good one. 
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Abstract: Constructing a mosaicing image with broader field-of-view has become an interesting topic in image guided 
diagnosis and treatment. In this paper, we present a robust method for video mosaicing in order to provide 
more guiding information for robotic assisted minimally invasive surgery. Outliers involved in the feature 
dataset are removed using trifocal constraints, homographies between images are estimated with L -norm 
optimization and chained together in a practical way. Finally refinement based on bundle adjustment is 
applied to minimize the error between reprojection and feature measurement. The proposed method has 
been tested with endoscopic images from Totally Endoscopic Coronary Artery Bypass (TECAB) surgery. 
The results showed our method performs better than other typical methods in terms of accuracy and 
robustness to deformation.  

1 INTRODUCTION 

The past decade has witnessed significant advances 
on robotic assisted Minimally Invasive Surgery 
(MIS) evolving from early laboratory experiments to 
an indispensable tool for many surgeries. MIS offers 
great benefits to patients: the incisions and trauma 
are reduced and hospitalisation time is shorter. 
Robotic assisted techniques further enhance the 
manual dexterity of the surgeon and enable him to 
concentrate on the surgical procedure. Despite of all 
these advantages, MIS using an endoscope still 
suffers from a fundamental problem: the narrow 
field-of-view. As a result, the restricted vision 
impedes the surgeon’s ability to collect visual 

information from the scenes and his/her awareness 
of peripheral sites. 

A straightforward solution to overcome the 
difficulty is video mosaicing, creating a 2D image 
with wider field-of-view by aligning and properly 
blending a number of partly overlapped images 
acquired at different positions. A lot of research 
work about video mosaicing has been done in both 
computer vision and medical imaging communities. 
1n 1975, Milgram (Milgram, 1975) proposed the 
first photomosaics method by minimizing the visual 
impact of the introduced seam. Geometric and 
greyscale information was used to combine the 
images on a line-by-line basis and to choose a best 
seam point for each line. After that, this area has 
attracted great attention from researchers in 
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computer vision community. For example, Zoghlami 
et al. (Zoghlami et al., 1997) proposed a 
feature-based algorithm to compute the homography 
between images with relatively small overlap and 
experimental results showed that it could deal with 
large rotation around optical axis and zooming factor. 
Alternatively, Capel (Capel, 2001) focused on the 
global registration for the video mosaicing, the 
alignment of the image frames, taking into account 
all the overlapped images, and not just the 
consecutive ones. Maximum likelihood estimate was 
used to build the chain of consisted homographies 
using all the available feature points. Most recently, 
Brown and Lowe (Brown and Lowe, 2007) 
introduced an automatic mosaicing method based on 
the invariance features. The features are detected 
and matched together between images using SIFT 
(Lowe, 2004). This method is robust to orientation, 
scale and illumination of the input images and can 
recognize multiple panoramas in an unordered 
image dataset. These methods work well for static 
scene without any deformable objects in it. However, 
medical image usually involves some deformation 
from organs and soft tissues, which often lead to the 
failure of these methods. 

In medical imaging community, Seshamani et al. 
(Seshamani et al., 2006) presented an endoscopic 
mosaicing technique to display a wider field-of-view 
of the surgical scene by stitching together images. 
This method, which was evaluated using 
microscopic retinal and catadioptric endometrial 
images, can perform online image registration and 
provide warping models to handle tubular organ 
structure. Vercauteren et al. (Vercauteren et al., 2006) 
also proposed a similar mosaicing method but they 
applied statistics for Riemannian manifolds to 
pairwise registration. Their method is able to 
produce a globally consistent mapping of input 
frames which is also aligned to a reference plane. It 
also considers non-rigid deformations of soft tissue, 
and the irregular sampling present in fibered 
confocal microscopy. Recently Miranda-Luna et al. 
(Miranda-Luna et al., 2008) also proposed a method 
of mosaicing of bladder endoscopic images by 
mutual information-based similarity measure and 
stochastic gradient optimization. Besides, an 
undistortion method is used to preprocess the 
endoscopic images in order to improve the 
robustness of the registration. Unfortunately, a 
common trait shared by these methods is the 
requirement of large overlap to guarantee the 
convergence and accuracy of the local and global 
alignment. 

So in this paper, we propose a robust method to 

mosaic medical images for robotic assisted 
minimally invasive surgery. Good features are 
detected and tracked based on the optical flow and 
then the potential outliers are removed from the 
feature dataset using the trifocal tensor. 
Homographies between images are estimated using 
Second-Order Cone Programming (SOCP) under 

L -norm. Then they are chained together under a 
common and global reference system, followed by 
bundle adjustment refinement to minimize the total 
misalignment. The contributions of the proposed 
method are as follows: (1) Mosaicing image with a 
broader field-of-view can be constructed from the 
input images containing deformable organs and soft 
tissues. Thus it can be used for 2D-3D registration of 
the anatomy to the preoperative CT/MRI data in 
order to provide more information for image guided 
diagnosis or surgery. (2) A robust strategy based on 
the trifocal tensor and bundle adjustment is used to 
remove outliers obtained from incorrect locations 
and incorrect tracking and to obtain the global 
alignment by minimizing the reprojection error.  

2 ROBUST ESTIMATION FOR 
VIDEO MOSAICING 

Given a set of images iI  ( mi  , ,1 ), and some 
image point  Ti

k
i
k

i
k yx 1 , ,x  detected on each frame 

i . If two images iI  and jI  can be related by a 
linear transformation of the projective plane, we 
have 

jjii xHx ,  
(1)

where H  is a 33  matrix, representing the 
2D-2D transformation via a projective plane, also 
called a homography. 

2.1 Feature Detection and Tracking 

The first step to construct mosaicing image is to 
track image features as the camera moves. One of 
the well-known tracking methods is the 
Lucas-Kanade (LK) tracker (Tomasi and Kanade, 
1992). The LK tracker minimizes the sum of squared 
errors between two images kI  and 1kI  by 
altering the warping parameters p  which are used 
to warp 1kI  to the coordinate frame of kI . For a 
general motion model with transformation function 

 px   ,W , the objective function is 

      

x

xppx
21 ;min kk IWI  (2)
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This expression is linearized by a first order 
Taylor expansion on   ppx  ;1 WI k  

     












 

x

x
p

px

2

11 ;min kkk I
W

IWI  (3)

Where 1 kI  is the image gradient vector and 
pW  is the Jacobian of the transformation 

function.  

2.2 Outlier Removal 

Usually there are some outliers in the feature dataset 
after the detection and tracking, and they are in gross 
disagreement with a specific postulated model and 
must be handled by robust approaches. More 
importantly, the L  optimization, which will be 
discussed in the next section, is very vulnerable to 
outliers. So the outlier removal is crucial to the 
success of the whole mosaicing process. 

Given three cameras characterized by projective 
matrices  0IP  , ][ VAP  , ][ VBP  , the 
images of a 3D point in each view can be denoted as 

 Tyx 1 , ,x ,  Tyx 1 , , x ,  Tyx 1 , , x in 
homogeneous coordinates. It can be noted that 
matrices A  and B  are 2D homograph matrices, 
where Axx   and Bxx  , and V  and V   are 
the projection of the first camera centre into the 
second and third images.  Then the trilinear 
constraints across the three views can be compactly 
expressed in terms of trifocal tensor, jk

iT , which is a 
333   matrix with 27 entries. And the relation 

xxx   can be described as (Shashua, 1995) 

j
i

kk
i

jjk
i avbvT  ,    3  ,2  ,1  ,  , kji  (4)

Since every corresponding triplet x , x , x   
contributes four linearly independent equations, then 
seven point correspondences uniquely determine (up 
to scale) the tensor T . In fact the trifocal tensor can 
be estimated from a minimum of six point 
correspondences since it has only 18 degrees of 
freedom. However, the six-point estimation involves 
the solution of a cubic and a complicated 
parameterization (Quan, 1994), and so for simplicity, 
we use the seven-point method to compute a 
possible solution and employ the RANSAC strategy 
to detect the outliers based on the geometric error.  

     



n

i
iiiiii

n

i
i dddRR

1

222

1

ˆ  ˆ  ˆ  x,xx,xx,x  (5)

This error measures the sum-of-squares of the 
geometric distances between the image points 

iii xxx   and the corrected data points 

iii xxx ˆˆˆ  , with the latter obeying the trilinear 
constraint Eq. (4) for the estimated tensor T . Thus, 
given three images with overlap, we can estimate the 
trifocal tensor among them and use the above error 
measure to detect outliers accordingly.  

The above method is only applicable to three 
images, we require a method to process an entire 
image sequence and remove the outliers. The 
simplest way is to compute the tensor among three 
consecutive images,  2 ,1 ,  iii , e.g., image triplet, 
 3 ,2 ,1 ,  4 ,3 ,2 , etc, as shown in Fig.1 (a), and 
delete feature points if  they are considered an 
outlier from any independent tensor estimation. 
Besides, we also employ additional image triplets 
for computation, e.g.,  3 ,1 ,  iii , as shown in 
Fig.1 (b). However, the more image triplets that are 
used, the more feature points will be removed if a 
previous decision rule is applied (e.g. once an outlier, 
always an outlier). Our method carries out a number 
of independent tests (each time using a unique 
combination of three images) on each feature point. 
Feature points are only removed if they are 
determined to be outliers more than 50% of the 
times.  

3,2
1T

4,3
2T

5,4
3T  

(a) 

4,2
1T

5,3
2T

6,4
3T  

(b) 

Figure 1: Strategy of outlier removal based on trifocal 
tensor. (a) The three consecutive images  2 ,1 ,  iii  
are used to compute the trifocal tensor. (b) More nearby 
images  3 ,1 ,  iii  are used to remove the outliers from 
the image sequence. 

2.3 Image Alignment 

Today L -norm optimization has been widely used 
in various multiple-view geometry problems (Kahl 
and Hartley, 2008). One of the main advantages of 

L  is that: problems formulated by L  often 
possess a single, hence global, optimum. Besides, it 
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usually leads to a simpler formulation for the same 
problem compared with 2L . 

Without loss of generality, we set the last 
element of the homography H , 33h , to 1 and have 

j
k
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So the residual of homography estimation between 
image i  and j  can be expressed as 
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(6) 
where T

lh  represents the l -th row of the matrix 
H . So our aim is to solve the following optimization 
problem by minimizing the residual 

 


m

k

j
k

i
kd

1

2
,min xx , s.t.   0sk  

Suppose each residual has an upper bound k , that 
is,        kkkk ff   22

2

2

1 sss . Then the 
formulation in (6) is equivalent to 

m  21min  

s.t.      22

2

2

1 sss kkkk ff  , mk  , ,1  

  0sk   

Then we can use Second-Order Cone Programming 
(Alizadeh and Goldfarb, 2003) to solve this problem. 
Readers can refer to Kahl’s paper for more details 
(Kahl and Hartley, 2008). 

Ideally, after the alignment of all consecutive 
images, we can chain all the images together and 
wrap them onto a reference plane 




















r i

r i

r i

iiir

iiirir

 if     

  if     

 if                    

,11,

,11,,

HH

HH

I

H  

Here image r  is the reference frame. For simplicity, 
it can be the middle image of the whole video 
sequence. 

However, the misalignment error usually 
accumulates by concatenating homographies. This is 
especially evident when the camera goes back to the 
scene previously seen in a long image sequence. The 
accumulation of error may be so great that the first 
and last images are very poorly registered. In other 
words, the homographies are not consistent with 

alignment to a common frame. So we use a strategy 
to minimize the number of good homographies to 
link image i  with reference frame r : 

(1) Find image j , which is the furthest to image 
r  but with enough overlap. Here the overlap 
can be the number of feature correspondences 
between image j  and r  

overlap
rjn ,  

(2) Compute the homography between frame k  
and i , and calculate the mean of the residual 
error 

 
k

j
k

i
krjrj d

n
D xx ,

1
,,  (7)

 
(3) If rjD ,  is small enough, residualrjD , , this 

homography rj ,H  is accepted. Then we start 
from image j , jr  , and find the next 
acceptable homography rj ,H  using step (1) 
and (2). If residualrjD , , we select the image 
next to j  









jrj

jrj
j

 if    1

 if    1
 

and repeat (2) and (3). 

(4) The process will halt until the whole 
homography chain is built. 

Thus, alignment can take advantage of 
homographies linking non-consecutive frames and 
reduces the global registration error. 

2.4 Refinement based on Bundle 
Adjustment 

The bundle adjustment (BA, Triggs et al., 1999) we 
used is different from the ones addressed in 
McLauchlan’s (McLauchlan, and Jaenicke, 2002) 
and Brown’s paper (Brown and Lowe, 2007). In 
their papers, BA was used to solve the rotation 
parameters and focal lengths of all cameras. In this 
paper, BA was performed to find the best 
homography set  ri ,H , mi  , ,1 , that minimize 
the misalignment error.  

   





ri

mi

r
k

rii
kri

,,1

2, ~min
,



xHx
H

 (8)

where rx~  is the reprojecion of all the feature points 
onto frame r . It can be easily computed using Least 
Square method with all the available homographies. 
Then Levenberg–Marquardt algorithm is used to sol-
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         (a)                                (b)                                 (c) 

 
(d) 

 
(e) 

Figure 2: The experimental result of endoscopic images from Totally Endoscopic Coronary Artery Bypass surgery. (a), (b) 
and (c) show the first, middle and last images of the sequence, respectively. (d) displays the mosaicing result of Brown’s 
Method. (e) displays the mosaicing result of the proposed method. 

ve Eq. (8). The C++ code about the generic sparse 
bundle adjustment is available online by courtesy of 
Manolis Lourakis.  

3 EXPERIMENTAL RESULTS 

In this section, the performance of the proposed 

method was evaluated using endoscopic images 
from Totally Endoscopic Coronary Artery Bypass 
(TECAB) surgery and compared with Brown’s 
method (Brown and Lowe, 2007). 

The da VinciTM robotic surgical system (Intuitive 
Surgical, Inc., Sunnyvale, CA, USA) was used to 
obtain images of the heart surface. The video 
endoscopic images were digitized at 25 frames per 
second (fps) using a frame grabber (LFG4 PCI64, 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

210



Active Silicon, Uxbridge, U.K.). Although da Vinci 
system provides stereo vision, we only use the image 
sequence from left camera to perform the mosaicing 
in order to compare with other methods. 150 images 
were captured from the endoscope but we use only 
30 frames (every 5 frame from the sequence) for the 
mosaicing. Our aim is to create a mosaicing image 
which includes the whole structure of the coronary 
artery. The main challenge is the large complicated 
non-rigid motion introduced by the beating heart 
surface, which is shown in the right bottom of Fig. 2 
(b) and (c). 

Fig. 2 (d) displays the mosaicing result of the 
proposed method. We can notice that the whole 
vessel structure has been built correctly. So the 
surgeon can realize the environment outside the 
current scene when he views a part of the vessel. 
More importantly, the mosaicing image can help him 
link the endoscopic video with the preoperative 
information from CT/MRI scan. Brown’s method  
was also tested using this image sequence and the 
mosaicing result was displayed in Fig. 2 (e). It is 
noticed that only part (around three quarters) of the 
whole vessel had been constructed and the images 
affected badly by the beating heart surface could not 
be used by Brown’s method. The possible reason is 
that SIFT feature descriptor could not find enough 
reliable features from the images with severe 
deformation from the internal organ or soft tissue. 

4 CONCLUSIONS 

In this paper, we proposed a robust video mosaicing 
method for robotic assisted minimally invasive 
surgery. The mosaicing image displays a much wider 
field-of-view of the operation scene and helps the 
surgeon realize the surrounding environment outside 
the current view. Experiments with TECAB 
endoscopic images and FCM images show that the 
proposed method performs better than other typical 
methods. It is robust to deformation caused by 
organs and soft tissues and can even deal with 
artefacts involved in the images.  

Effort in the near future will focus on future 
improvement of robustness to deformation and 
artefacts. Our long term goal is to automatically 
construct mosaicing image of the surgical scene, 
reconstruct the internal organ surfaces and register 
these with the preoperative data (CT or MRI) to 
provide more information for image guided 
diagnosis and treatment. 
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Abstract: To achieve a desirable motion of the humanoid robots we propose a framework for robot skill-synthesis that is
based on human visuo-motor learning capacity. The basic idea is to consider the humanoid robot as a tool that
is intuitively controlled by a human demonstrator. Once theeffortless control of the humanoid robot has been
achieved, the desired behavior of the humanoid robot is obtained through practice. The successful execution
of the desired motion by the human demonstrator is afterwards used for the design of motion controllers that
operate autonomously. In the paper we describe our idea by presenting a couple of robot skills obtained by the
proposed framework.

1 INTRODUCTION

If robots could be able to imitate human motion
demonstrated to them, acquiring complex robot mo-
tions and skills would become very straightforward.
One can capture the desired motion of a human sub-
ject and map this motion to the kinematical structure
of the robot. Due to the different dynamical properties
of the humanoid robot and the human demonstrator,
the success of this approach with regard to the stabil-
ity of the humanoid robot depends on the ad-hoc map-
ping implemented by the researcher (Schaal, 1999).
Here we propose a very different approach where we
use the human demonstrators real-time action to con-
trol the humanoid robot and to consecutively build an
appropriate mapping between the human and the hu-
manoid robot. This effectively creates a closed loop
system where the human subject actively controls the
humanoid robot motion in real time with the require-
ment that the robot stays stable. This requirement can
be easily satisfied by the human subject because of
the human brain ability to control novel tools (Oz-
top et al., 2006; Goldenberg and Hagmann, 1998).
The robot that is controlled by the demonstrator can
be considered as a tool such as a car or a snowboard

when one uses it for the first time. This setup requires
the humanoid robots state to be transferred to the hu-
man as the feedback information.

The proposed closed-loop approach exploits the
human capability of learning to use novel tools in or-
der to obtain a motor controller for complex motor
tasks. The construction of the motor controller has
two phases. In the first phase a human demonstra-
tor performs the desired task on the humanoid robot
via an intuitive interface. Subsequently in the sec-
ond phase the obtained motions are acquired through
machine learning to yield an independent motor con-
troller. The two phases are shown on Figure 1.

Figure 1: (A) Human demonstrator controls the robot in
closed loop and produces the desired trajectories for the tar-
get task. (B) These signals are used to synthesize a con-
troller for the robot to perform this task autonomously.
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In the following sections, we present two example
skills that were obtained by the described framework.

2 STATICALLY STABLE
REACHING

The proposed approach can be considered as a closed
loop approach where the human demonstrator is ac-
tively included in the main control loop as shown on
Figure 2. The motion of the human demonstrator was
acquired by the contact-less motion capture system.
The joint angles of the demonstrator were fed for-
ward to the humanoid robot in real-time. In effect,
the human acted as an adaptive component of the con-
trol system. During such control, a partial state of
the robot needs to be fed back to the human subject.
For statically balanced reaching skill, the feedback we
used was the rendering of the position of the robot’s
centre of mass superimposed on the support polygon
of the robot which was presented to the demonstra-
tor by means of a graphical display. During the ex-
periment the demonstrator did not see the humanoid
robot.

Figure 2: Closed-loop control of the humanoid robot. Mo-
tion of the human is transfered to the robot while the robot’s
stability is presented to the human by a visual feedback.

The demonstrator’s task was to keep the center of
mass of the humanoid robot within the support poly-
gon while performing the reaching movements as di-
rected by the experimenter. With a short practice
session the demonstrator was able to move his body
and limbs with the constraint that the robot’s cen-
ter of mass was within the support polygon. Hence
the robot was statically stable when the demonstrator
generated motions were either imitated by the robot
in real-time or played back later on the robot. The
robot used in the study was Fujitsu HOAP-II small
humanoid robot.

The motion of the humanoid robot was con-
strained to the two dimensions; only the vertical axis
and the axis normal to the trunk were considered.
The light wiggly curve on Figure 3 shows the robot

end-effector position data which was generated by the
demonstrator. One can imagine the humanoid robot
from its left side standing with the tips of the feet at
the centre of the coordinate frame and reaching out
outwards with its right hand gliding over the curve.
The long straight segment of the curve connects the
beginning and the end of the reaching motion.

For each data point of the obtained end-effector
trajectory, the robot joint angles were recorded. As-
suming rows of the humanoid robot end-effector posi-
tion X is formed by the data points taken from the ob-
tained end-effector trajectory and the robot joint an-
gles Q is formed by the corresponding joint angles
we get a non-linear relation of the form

Q = Γ(X) W. (1)

By performing a non-linear data fit and solving forW
we can afterwards make prediction with

qpred = Γ(xdes) W (2)

whereqpred is a vector of the predicted joint angles
andxdes is a vector of the desired end-effector po-
sition. Using the prediction we can afterwards ask
the humanoid robot to reach out for a desired position
without falling over.

For non-linear data fitting the recorded positions
X are mapped into an N dimensional space using the
Gaussian basis functions given by

ϕi(x) = e
x−µi

σ2 (3)

where µi and σ2 are open parameters to be deter-
mined. Each row ofX in converted into anN dimen-
sional vector forming a data matrix

Z = Γ(X) =









ϕ1(x1) ϕ2(x1) . . . ϕN(x1)
ϕ1(x2) ϕ2(x2) . . . ϕN(x2)

...
...

. ..
...

ϕ1(xm) ϕ2(xm) . . . ϕN(xm)









.

(4)
Assuming we have a linear relation between the rows
of Z andQ, we can solve Eq. (2) forW in the sense
of the minimum least squares by

W = Z+ Q (5)

whereX+ represents the pseudo-inverse ofX. The
residual error is given by

tr
(

(XW−Q) (XW−Q)T) . (6)

In effect, this establishes a non-linear data fit; given
a desired end-effector positionx, the joint angles that
would achieve this position are given by

qpred=
(

ϕ1(xdes) ϕ2(xdes) . . . ϕN(xdes)
)

W.
(7)
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The open parameters areN as the number of ba-
sis functions which implicitly determinesµi and the
varianceσ2. They were determined using cross-
validation. We prepared a Cartesian desired trajectory
that was not a part of the recording data set and con-
verted it into a joint trajectory with the current set val-
ues of(N,σ2). The joint trajectory was simulated on
a kinematical model of the humanoid robot producing
an end-effector trajectory. The deviation of the resul-
tant trajectory from the desired trajectory was used as
a measure to choose the values of the open parame-
ters.

Figure 3 shows the desired end-effector trajectory
and the generated end-effector trajectory obtained by
playing back the predicted joint angle trajectories
on the humanoid robot. The light wiggly curve on
Figure 3 represents the end-effector trajectory that
was generated by the human demonstrator in the first
phase and subsequently used to determine the map-
ping W between the joint angles and the end-effector
position.

Figure 3: The obtained end-effector trajectory generated by
the demonstrator (light wiggly curve) with the desired end-
effector trajectory that was used as the input for the joint
angle prediction and the generated end-effector trajectory
obtained by playing back the predicted joint angle trajecto-
ries on the humanoid robot.

The reaching skill of the humanoid robot we ob-
tained was statically stable which means that the
robot’s centre of mass was inside the robot’s support
polygon. A sequence of video frames representing the
statically stable autonomous trajectory tracking ob-
tained with our method is shown on Figure 4.

Figure 4: Video frames representing the statically stable
reaching motion of the humanoid robot obtained with the
proposed approach.

3 IN-PLACE STEPPING

In this section, we present our preliminary work on
performing a statically stable in-place stepping of the
humanoid robot. In-place stepping is a task that re-
quires an even stricter balance control than the reach-
ing experiment described in the previous section. In
order for the humanoid robot to lift one of its feet dur-
ing the statically stable in-place stepping, the robot’s
centre of mass needs to be shifted to the opposite leg
before the lifting action occurs. As the robot’s cen-
tre of mass is relatively high and the foot is relatively
small, it is crucial that the position of the centre of
mass of the robot can be precisely controlled. For
humans, to maintain the postural stability is a very
intuitive task. If one perturbs the posture of a hu-
man, he/she can easily and without any concious ef-
fort move the body to counteract the posture pertur-
bations and to stay in a balanced posture. The main
principle of our approach is to use this natural capabil-
ity of humans to maintain the postural stability of the
humanoid robots. In order to do so, we designed and
manufactured an inclining parallel platform on which
a human demonstrator is standing during the closed-
loop motion transfer (Figure 5).

Instead of using visual information for the robot’s
stability as previously explained in the reaching ex-
periment, the state of the humanoid robot’s postural
stability is feed-back to the human demonstrator by
the inclining parallel platform. When the humanoid
robot is statically stable, the platform stays in a hor-
izontal position. On the contrary, when the centre of
mass of the robot leaves its support polygon and there-
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fore becomes statically unstable, the platform moves
in a way that puts the human demonstrator standing
on the platform in an unstable state that is directly
comparable to the instability of the humanoid robot.
The human demonstrator is forced to correct his/her

Figure 5: Inclining parallel platform that can rotate around
all three axes. The diameter of the platform is 0.7m and is
able to carry an adult human.

balance by moving the body. Consecutively, as the
motion of the human demonstrator is fed-forward
to the humanoid robot in real-time, the humanoid
robot gets back to the stable posture together with the
demonstrator. Using some practice, human demon-
strators easily learned how to perform in-place step-
ping on the humanoid robot. The obtained trajecto-
ries can afterwards be used to autonomously control
the in-place stepping of the humanoid robot. Our fu-
ture plans are to extend this approach and use it for
acquiring walking of the humanoid robots. Figure 6
shows the human demonstrator and Fujitsu Hoap-3
humanoid robot during the in-place stepping experi-
ment.

Figure 6: The human demonstrator and Fujitsu Hoap-3 hu-
manoid robot are shown during the in-place stepping exper-
iment. The video frame on the left side shows the human
demonstrator performing in-place stepping on the inclining
parallel platform. The right side frame shows the humanoid
robot during the one foot posture.

4 CONCLUSIONS

A goal of imitation of motion from demonstration is
to remove the burden of robot programming from the
experts by letting non-experts to teach robots. The
most basic method to transfer a certain motion from
a demonstrator to a robot would be to directly copy
the motor commands of the demonstrator to the robot
(Atkeson et al., 2000) and to modify the motor com-
mands accordingly to the robot using a sort of a local
controller. Our approach is different in the sense that
the correct motor commands for the robot are pro-
duced by the human demonstrator. For this conve-
nience, the price one has to pay is the necessity of
training to control the robot to achieve the desired
action. Basically, instead of expert robot program-
ming our method relies on human visuo-motor learn-
ing ability to produce the appropriate motor com-
mands on the robot, which can be played back later
or used to obtain controllers through machine learn-
ing methods as in our case of reaching.

The main result of our study is the establishment
of the methods to synthesize the robot motion using
human visuo-motor learning. To demonstrate the ef-
fectiveness of the proposed approach, statically stable
reaching and in-place stepping was implemented on a
humanoid robot using the introduced paradigm.
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Abstract: In this paper a three dimensional non-linear model has been derived to describe the dynamics of an unstable
moment exchange unicycle robot. The robot uses a driving wheel to provide stabilization in longitudinal direc-
tion, while a second moment exchange wheel with a large inertia is used for stabilization in lateral direction.
For validation purposes, the resulting equations of motionare compared independently against the simulation
results of a finite element package called SPACAR. The model includes the coupling between the lateral and
longitudinal motion, which makes it possible to control theyaw angle and the model can be used to design a
stabilizing feedback controller.

1 INTRODUCTION

Using basic principles of kinematics and dynamics,
dynamic models of robotic systems can be derived in-
dependently by hand or by an automated computer
program to ensure cross model validity. This pa-
per illustrates this approach on an inherently unstable
Moment Exchange Unicycle Robot (MEUR) depicted
in Figure 1 that requires stabilization in both a lat-
eral and longitudinal direction. Using Newtonian me-
chanics and a finite element package called SPACAR,
three dimensional non-linear models that incorporates
the coupling between the lateral and longitudinal mo-
tion of the MEUR are derived. The resulting dynamic
model captures the dynamics of a wide variety of mo-
ment exchange unicycle robots and can be used to de-
sign stabilizing feedback control algorithms.

Earlier work on dynamic modeling of robotic uni-
cycles can be distinguished by their mechanism to
achieve lateral stabilization (van Pommeren, 2007).
An inertia wheel moving in the horizontal plane
for stabilization is used in many earlier applications
(Schoonwinkel, 1987; Vos and Flotow, 1990; Naveh
et al., 1999). This approach is comparable to the
twisting torso motion of a real unicyclist (Ohsaki
et al., 2008; Sheng and Yamafuji, 1997). The gyro-
scopic effect of two inertias spinning in opposite di-

rection in the horizontal plane is used in (Zenkov
et al., 1999). A pendulum moving in the vertical plane
perpendicular to that of the driving wheel is used in
(Dao and Liu, 2005) and an inverted pendulum in the
same plane is used in (Nakajima et al., 1997) where
lateral stabilization is further improved by a barrel
shaped wheel. The work of (Au and Xu, 1999) makes
use of the gyroscopic effect for stabilization.

inertia wheel
@
@ body

driving wheel
Figure 1: Schematic drawing of a Moment Exchange Uni-
cycle Robot (MEUR).

The three dimensional model of the MEUR de-
rived in this paper includes the coupling between the
lateral and longitudinal motion, which makes it pos-
sible to control the yaw angle similar as in (Majima
et al., 2006). For validation purposes of the dy-
namic model, the simulation results obtained from
the equations of motion are compared independently
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against the simulation results of a finite element pack-
age called SPACAR (Aarts et al., 2008).

2 EQUATIONS OF MOTION

2.1 Model Structure and Orientation

The configuration and position of the the MEUR in
Figure 1 can be described by six independent coor-
dinates displayed in Table 1. The six coordinates do
not include the pitch angle of the inertia wheel, as we
assume that the inertia wheel is simply replaced by
a moment acting on the body. This is a simplifica-
tion of the problem, discarding the quadratic velocity
terms caused by the (small) pitch velocity of the in-
ertia wheel. Figure 2 shows all the transformations
needed to apply Newtonian mechanics, where Table
2 describes all the coordinate systems involved.

Table 1: Definition of independent coordinates.

description applies to axis
ψ Yaw angle wheel & body a3
γ Roll angle wheel & body b1
ϕ Body pitch angle wheel & body c2
θ Wheel pitch angle wheel d2
X x-position point Q wheel & body a1
Y y-position point Q wheel & body a2

ψ

γ
ϕ θb2

b3

b1 c2
c3

c1
d2

d3

d1

e2
e3

e1
A to B B to C C to D D to E
Figure 2: All coordinate system transformations.

Table 2: Definition of the coordinate systems (CS).

CS description unit vectors
A Inertial CS a1, a2, a3
B Contact force CS b1, b2, b3
C No-slip constraint CS c1, c2, c3
D Body CS d1, d2, d3
E Wheel CS e1, e2, e3

The inertial coordinate system will be used to ap-
ply Newton’s second law of motion, since this law is
only valid when observing translational accelerations
from this coordinate system. The contact force coor-
dinate system is used to define the forces acting in the
contact point. The no-slip constraint coordinate sys-
tem is used for the no-slip constraint since the con-
tact point is a stationary point only in this coordinate
system. The body and wheel coordinate systems are

used to apply Euler’s equations, since their rotational
inertias remain constant in these coordinate systems
(Hughes, 1986).

The transformationsB = AθBA, C = BθCB, D =
CθDC andE =CθEC between the different coordinate
systems is captured by the rotation matrices

θBA =





Cψ −Sψ 0
Sψ Cψ 0
0 0 1



 , θCB=





1 0 0
0 Cγ −Sγ
0 Sγ Cγ





θDC =





Cϕ 0 Sϕ
0 1 0
−Sϕ 0 Cϕ



 , θEC =





Cθ+ϕ 0 Sθ+ϕ
0 1 0

−Sθ+ϕ 0 Cθ+ϕ





where the cos(x) and sin(x) terms in the rotation ma-
trices are shortened to respectivelyCx and Sx. For
dynamic analysis, the derivatives of the rotation ma-
trices are given bẏθBA = θBAω̃BA, θ̇CB = θCBω̃CB,
θ̇DC = θDCω̃DC andθ̇EC = θECω̃EC where

ω̃BA =





0 −ψ̇ 0
ψ̇ 0 0
0 0 0



 , ω̃CB =





0 0 0
0 0 −γ̇
0 γ̇ 0





ω̃DC =





0 0 ϕ̇
0 0 0
−ϕ̇ 0 0



 , ω̃EC =





0 0 α̇
0 0 0
−α̇ 0 0





whereα̇ = θ̇+ ϕ̇.

2.2 Wheel Equations

The angular velocity vector of the wheelω can be ex-
pressed as the sum of all individual angular velocities
each defined in their own coordinate system. When
all these angular velocities are transformed to coordi-
nate system C, leads to an expression

ωC = θCB
T







0
0
ψ̇







+







γ̇
0
0







+θEC







0
θ̇+ ϕ̇

0







(1)

and correspondingly,̃ωC is a matrix composed of the
elements of vectorωC given by

ω̃C =





0 −ωC3 ωC2
ωC3 0 −ωC1
−ωC2 ωC1 0



 (2)

VectorrQP is shown in Figure 3 and is the vector
going from point P (the contact point of the wheel) to
point Q (the center of the wheel), pointing in thec3-
direction and its length is equal to radius of the wheel
rQP,C = {0 0R}T . Since no slip is assumed, the veloc-
ity at the contact point satisfiesvP,C = 0. The velocity
of the center of the wheel expressed in coordinate sys-
tem C is equal to the velocity of the contact point plus
the relative velocity due to rotation

vQ,C = vP,C +ωC× rQP,C = ω̃CrQP,C
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following (Kolve, 1993) to describe the derivative of
the rotation matrices and replacing the cross product
by a matrix multiplication. The same velocity can be
transformed to coordinate system A, which is the ve-
locity vQ,A with respect to the fixed world given by

vQ,A = θBAθCB
(

vP,C + ω̃CrQP,C

)

(3)

Writing out the right hand side of (3) leads to the dif-
ferential equations for the components ofvQ,A:

ẋ = R
((

θ̇+ ϕ̇+ ψ̇Sγ
)

Cψ + γ̇CγSψ
)

(4)

ẏ = R
((

θ̇+ ϕ̇+ ψ̇Sγ
)

Sψ− γ̇CγCψ
)

(5)

ż =−Rγ̇Sγ (6)

Solving (4) and (5) forx andy results in the solution
for the first 2 independent coordinates. This can only
be done numerically since these equations are non-
integrable. The solution forz = RCγ can be obtained
from the analytical solution of the integral of (6).

To find an expression for the acceleration of point
Q, first (1) will be differentiated to obtain

ω̇C =−ω̃CBθCB
T







0
0
ψ̇







+θCB
T







0
0
ψ̈







+







γ̈
0
0







. . .

· · ·+θECω̃EC







0
θ̇+ ϕ̇

0







+θEC







0
θ̈+ ϕ̈

0







and again,̇̃ωC is a matrix composed of the elements
of vectorω̇C given by

˙̃ωC =





0 −ω̇C3 ω̇C2
ω̇C3 0 −ω̇C1
−ω̇C2 ω̇C1 0





Differentiating (3) now leads to an expression for the
acceleration of point Q given by

v̇Q,A = θBA
(

ω̃BAθCBω̃C +θCBω̃CBω̃C +θCB ˙̃ωC
)

rQP,C

fx,Mx

fy,τ1

fz,Mz

fwpfwr

fn

Q

P

rQP
fg

Figure 3: Forces and moments acting on the wheel.

The gravity force vectorFG,B does not move with
any of the angles and since its direction is unaffected

by rotation matrixθBA it can be defined in the coordi-
nate system B viaFG,B = {0 0 −mwg}T

B because of
its simplicity later on. The contact force vectorFC,B
is chosen to be defined in coordinate system B, so that
it always rotates with the yaw angleψ but stays in the
same plane as the ground on which the wheel moves.
In this way fwp always points in driving direction and
fwr points in perpendicular direction. The third ele-
ment working on the same point is the normal force
fn creatingFC,B = { fwp fwr fn}T

B . Finally, the reac-
tion force vectorFR,D = { fx fy fz}D is chosen to be
defined in coordinate system D, so that it moves with
the body.

Newton’s second law of motion yields

∑FA = mwv̇Q,A

where the left hand side is the sum of previously men-
tioned forces, transformed to the inertial coordinate
systemA, given by

∑FA = θBA
(

FC,B +FG,B +θCBθDCFR,D

)

and leads to an expression for the unknown contact
force vector

FC,B = θBA
T mwv̇Q,A−FG,B−θCBθDCFR,D (7)

The reaction moment vectorMR,D moves with the
body, just like the reaction force vector, and is there-
fore defined in coordinate system D. The second el-
ement ofMR,D is equal to the torque applied by the
motor between the driving wheel and body leading
to MR,D = {Mx τ1 Mz}D. Since the wheel is rotation
symmetric about thec2-axis, the pitch angles have no
influence on the inertias and Euler’s equation

∑M = ḣ (8)

applies in coordinate system C. The angular momen-
tum is expressed in coordinate system C by

h = J ·ω =
(

CJCCT ) · (CωC) =CJCωC

where

JC =





Jxx 0 0
0 Jyy 0
0 0 Jzz





The derivative ofh can then be written as

ḣ = ĊJCωC +CJ̇CωC +CJCω̇C

=C (ω̃CAJCωC + JCω̇C) (9)

and substituting (9) into (8) with∑M =C ∑MC yields

∑MC = ω̃CAJCωC + JCω̇C (10)

Finally, the left hand side of (10) can be written as

∑MC = θDCMR,D− r̃QP,CθCB
T FC,B (11)
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where

r̃QP,C =





0 −rQP,C3 rQP,C2
rQP,C3 0 −rQP,C1
−rQP,C2 rQP,C1 0





As a final note it can be observed from Figure 3
that the only force vector creating a moment on point
Q is the contact force vector and the arm for this mo-
ment is in opposite direction ofrQP,C. For the final
moment balance, the reacting force and moment vec-
tor have to be transformed to coordinate system C
first.

2.3 Body Equations

Figure 4 shows the forces and moments acting on the
body, whererRQ,D = {0 0 dRQ}D is the vector going
from point Q to R and the components ofFR andMR
are defined in positive direction on the wheel and thus
work in opposite direction on the body. The gravity
force vectorFGB,A = {0 0 −mbg}T

A acts on point R,
the center of gravity for the body and inertia wheel
together. The inertia wheel is simply replaced by a
moment,MI,D = {τ2 0 0}D, where the assumption is
made that low inertial wheel velocity allows moments
caused by quadratic velocity terms to be discarded.

fy,τ1
fx,Mx

fz,Mz

fgb

MI

Q

R

rRQ

Figure 4: Forces and moments acting on the body.

The angular velocity of the body is equal to that
of the wheel

ωb,C = θCB
T







0
0
ψ̇







+







γ̇
0
0







+θEC







0
ϕ̇
0







however it does not rotate with angleθ. The velocity
of point R is equal to the velocity of point Q plus the
relative velocity due to rotation

vR,A = vQ,A + ω̃b,ArRQ,A (12)

whereω̃b,A andrRQ,A in (12) can be expressed by the
known equations for̃ωb,C andrRQ,D given by

ω̃b,A = θBAθCBω̃b,CθCB
T θBA

T (13)

rRQ,A = θBAθCBθDCrRQ,D (14)

and substitution of (13) and (14) into (12) yields

vR,A = vQ,A +θBAθCBω̃b,CθDCrRQ,D (15)

Finally, differentiating the right hand side of (15)
yields

v̇R,A = v̇Q,A +θBA (ω̃BAθCBω̃b,C +θCBω̃CBω̃b,C . . .

. . . +θCB ˙̃ωb,C +θCBω̃b,Cω̃DC
)

θDCrRQ,D (16)

that can be used in Newton’s second law

∑FA = mbv̇R,A (17)

for the translational motion of the body. The left hand
side of (17) can be written as

∑FA =−θBAθCBθDCFR,D +FGB,A (18)

and substitution of (18) into (17) and rearranging
leads to an expression for the reaction force vector

FR,D = θDC
T θCB

T θBA
T (

FGB,A−mbv̇R,A

)

(19)

Application of Euler’s equation on the rotational
motion of the body will result in

∑MD = ω̃DAJb,Dωb,D + Jb,Dω̇b,D

where the left hand side can be written as the sum of
all moments

∑MD =−rRQ,D×−FR,D−MR,D +MI,D

acting on point R. Rewriting this last expression leads
the reaction moment vector

MR,D =r̃RQ,DFR,D +MI,D− ω̃DAJb,Dωb,D . . .

. . .− Jb,Dω̇b,D (20)

whereω̃DA andωb,D in (20) can be written as

ω̃DA = θDC
T (θCB

T ω̃BAθCB + ω̃CB
)

θDC + ω̃DC (21)

ωb,D = θDC
T ωb,C (22)

3 SPACAR

To validate the model derived in this paper, a sec-
ond independent model is created using SPACAR
(Aarts et al., 2008). SPACAR is based on the non-
linear finite element theory for multi-degree of free-
dom mechanisms and runs in a Matlab environment
and capable of analyzing the dynamics of planar and
spatial mechanisms and manipulators with flexible
links. The code listed below constructs the model of
the MEUR in this paper. The SPACAR model con-
sists of a spatial rigid beam element, a spatial wheel
element and four spatial hinge elements defined by
the commandsRBEAM, WHEEL and HINGE. The first
number after the command is the element number.
The next two or three numbers are the coordinates,
where the numbers 1 to 5 are rotational coordinates
and 6 to 8 are translational coordinates. The last three
numbers represent the initial orientation.
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HINGE 1 1 2 0.0 0.0 1.0
HINGE 2 2 3 1.0 0.0 0.0
HINGE 3 3 4 0.0 1.0 0.0
WHEEL 4 6 5 7 0.0 1.0 0.0
HINGE 5 4 5 0.0 1.0 0.0
RBEAM 6 6 4 8 0.0 0.0 1.0

X 6 0.0 0.0 0.0495
X 7 0.0 0.0 0.0
X 8 0.00001 0.0 1.0495

FIX 1
DYNE 1 1
DYNE 2 1
DYNE 3 1
DYNE 5 1
KINX 6 1 2

END
HALT

XM 6 0.1
XM 5 0.000021213 0 0 0.00003 0 0.000021213

XM 8 0.2
XM 4 0.8000 0 0 0.002 0 0.4000

GRAVITY 0 0 -9.81

STARTDE 1 1 0 0
STARTDE 2 1 0.6 0
STARTDE 3 1 3.741592653589793 0
STARTDE 5 1 0 0

TIMESTEP 4 400

END
END

The initial values are defined in the second block
by the commandX and assigns the robot dimensions.
In the third block the first rotational coordinate is
fixed to the world withFIX. DYNE defines the degrees
of freedom, being the first deformation of the ele-
ments 1, 2, 3 and 5, equal to respectivelyψ, γ, θ and
φ. KINX defines two coordinates where the no-slip
condition holds.XM defines the point masses in coor-
dinate 6 and 8 and the inertia’s along thex, y and z
axis. GRAVITY takes care of the external forces act-
ing on the masses. The third and fourth number of
STARTDE defines the initial conditions forψ, γ, φ and
θ and the initial conditions for their time derivatives.
TIMESTEP defines the simulation time followed by the
amount of time steps.

4 SIMULATIONS

To cross validate the model derived in Section 2 and
the model provided by SPACAR in Section 3, time

domain simulations are carried out using the numeri-
cal values listed in Table 3. During the simulation, the
trajectory of the center of the driving wheel is chosen
as a measure for the cross validation.

Table 3: Numerical values of MEUR parameters.

Wheel Body
mw 0.1 kg mb 0.2 kg
R 0.0495 m drq 1 m
Jxx 0.00002 kgm2 Jb,xx 0.8 kgm2

Jyy 0.00003 kgm2 Jb,yy 0.002 kgm2

Jzz 0.00002 kgm2 Jb,zz 0.4 kgm2

g 9.81 ms−2

Different non-zero initial conditions and constant
motor torques are used and listed in Table 4. Time
simulations are computed using a non-stiff differen-
tial equation solver (Cooper, 2004) and implemented
via ode45 in Matlab. The initial values under #1 in
Table 4 and the definition of the angles in Table 1 are
chosen such that the model starts as a stable mechani-
cal system during the simulation. In addition, a small
initial roll angleγ = 0.6 is chosen to demonstrate the
coupling effects between the lateral and longitudinal
motion of the MEUR.

Table 4: Non-zero initial conditions for the simulations.

set #1 set #2
γ(0) 0.6 0.6 rad
ϕ(0) π+0.6 0 rad
τ1 0 0.1 Nm
τ2 0 0 Nm

It can be observed from the coinciding simulation
results depicted in Figure 5 that the time trajectory
(x(t),y(t)) of the center of the driving wheel starting
in point (0,0) undergoes a periodic oscillation in the
x direction due to the initial non-zero body pitch an-
gleϕ(0) = π+0.6. Interesting to see is also the small
motion in they direction of the center of the driving
wheel due to the a initial roll angleγ(0)= 0.6, causing
a small change in yaw angleψ(t). With simulation re-
sults of the body pitch angleϕ(0) = 0 and the roll an-
gleγ(0) = 0.6 depicted in Figure 6, the MEUR model
now starts in upward and unstable direction and dur-
ing the simulation we assume the MEUR can fall and
oscillate through the base plane. In addition, a con-
stant torqueτ1 = 0.1 is applied between the driving
wheel and body. In Figure 6, both models follow the
same trajectories very closely for some time but di-
verge eventually. This is due to the fact that the model
of the mechanical system is unstable at the initial con-
dition, and small numerical errors in either initial con-
ditions or numerical integration leads to exponentially
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increasing differences in the simulation.
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Figure 5: Simulation results of the trajectory of the center
of the driving wheel starting in point(0,0) using the param-
eters of set #1 in Table 4.
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Figure 6: Simulation results of the trajectory of the center
of the driving wheel starting in point(0,0) using the param-
eters of set #2 in Table 4.

5 CONCLUSIONS

This paper presents a three dimensional nonlinear dy-
namic model for a Moment Exchange Unicycle Robot
(MEUR). The model is derived using both Newto-
nian mechanics and a non-linear finite element pack-
age for multi-degree of freedom mechanisms called
SPACAR. The simulation results presented in this pa-
per cross validate the Newtonian and the SPACAR
model, as simulations of the center of the driving
wheel coincide. Differences is simulations attributed
to small errors in the in either initial conditions or nu-
merical integration can only be observed in case of an
unstable initial condition. In addition, the simulation
results demonstrate the coupling between lateral and
longitudinal motion the center of the driving wheel.
Coupling effects are small only in the case of limited
(stabilized) motions of the MEUR.
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Abstract: This paper presents a multi-scale searching and target-locating algorithm for a group of agents moving in a
swarm and sensing potential targets. The aim of the algorithm is to use these agents to efficiently search
for and locate targets with a finite sensing radius in some bounded area. We present an algorithm that both
controls agent movement and analyzes sensor signals to determine where targets are located. We use computer
simulations to determine the effectiveness of this collaborative searching. We derive some physical scaling
properties of the system and compare the results to the data from the simulations.

1 INTRODUCTION

Collaborative sensing has long attracted research in-
terest. Researchers have investigated scenarios where
sensors require localization (Bullo and Cortes, 2005),
where they are used to control collaborative move-
ment (Bopardikar et al., 2007), detect a scalar field
(Gao et al., 2008), or perform a collaborative task
(Smith and Bullo, 2009). Using such collaborating
sensors to detect and locate targets within an area
has been studied in reference to the “mine counter-
measure” problem (Cook et al., 2003), the specific
military task of locating ground or water-based mines.

In this paper, we develop a multi-scale search and
target-locating algorithm for a type of mine counter-
measure problem in which a number of independent
agents are given the task of determining the precise
location of targets within a domain. The algorithm is
designed to handle problems where the scale of the
target sensing radius is much smaller than the domain
size. The focus of this work is to identify optimality
of the algorithm as a function of the swarm size, the
number of agents per group and the distribution of
resources into different groups.

We assume a simply-connected domain, and use
noisy sensors that detect a scalar quantity emitted by
each target, but only when an agent is within a fixed
distance rs from a target. We control the motion of
the agents with a model that makes the individuals
∗This paper is supported by ARO MURI grant 50363-

MA-MUR, ONR grant N000141010641 and NSF grant
DMS-0914856.

form distinct swarms, and present filtering techniques
that allow for locating targets despite noisy data. The
inspiration for this approach comes in part from biol-
ogy, as in the example of birds forming flocks when
flying and searching for food (Travis, 2007).

Next, we analytically derive some of the system’s
main scaling properties, such as the relationship be-
tween swarm size, distance between agents and target
sensing radius, and compare with the experimentally
recorded data. We conclude that our analytical ap-
proach matches well the data from the simulations.

We assume a sensing radius rs much smaller than
the domain but comparable to or less than the swarm
size. Other assumptions, however, may require differ-
ent algorithms. For example, in (Burger et al., 2008)
the sensing radius is infinite, but sensing is limited by
obstacles, and in (Olfati-Saber, 2007) communication
between agents is not always possible.

1.1 Scenario Description

We consider M targets in a two-dimensional simply-
connected domain, that is, a flat enclosed area with
no holes, and N agents able to move freely within
the domain. Each target emits a radially symmetric
scalar signal g(r) that decays with the distance r from
the target, and drops to zero at some rs, the target’s
sensing radius. Agents detect this signal with an addi-
tional Gaussian, scalar white noise component added.
If an agent is within the sensing radius of multiple tar-
gets, it detects only the sum of the individual signals,
again with a noise component added. We suppose
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that an agent takes sensor readings at regular inter-
vals (once per “time step”) spaced such that the noise
between time steps can be assumed independent.

The algorithm accomplishes 3 tasks: it filters the
noisy sensor data, controls the coordinated movement
of the agents based on this data, and determines when
a target has been acquired and where it is located.

1.2 Structure of the Paper

The algorithm is described in the next three sections:
Section 2 focuses on the techniques we use to process
sensor data, Section 3 describes the movement con-
trol of the agents, and Section 4 describes the method
for locating a target. The algorithm is evaluated in
Section 5. Scaling properties are derived and checked
against simulations in Section 6, followed by a con-
clusion and ideas for future research in Section 7.

2 SENSOR DATA PROCESSING

Due to noise in the agent sensor readings and the sens-
ing radius rs being finite, we employ two distinct fil-
ters to the data from the readings: a Kalman filter and
a Cumulative Sum (CUSUM) filter. The Kalman filter
reduces or eliminates the noise in the data, while the
CUSUM filter is well-suited to determining whether
or not an agent is within the sensing radius of a target.
The sensor data model follows as a mathematical for-
mula. As explained in Section 1, the formula de-
scribes sensor readings as the sum of scalar signals
that depend only on the distance from a target, to-
gether with a noise component.
Given the M targets at positions y j and an agent i with
current position xi(tk) at timestep k, the agent sensor
reading si(tk) is given by

si(tk) =
M

∑
j=1

g(|y j− xi(tk)|)+ni(tk) , (1)

where ni(tk) denotes sensor noise and g(r) is the sig-
nal strength at a distance r from the target. For sim-
plicity, we assume g(r) is isotropic, smooth, decay-
ing, the same for all targets, and has a cutoff at rs.

2.1 Kalman Filtering

Before using the agent sensor readings to locate tar-
gets or control agent motion, we pass the sensor read-
ings through a Kalman filter. Since the signal from
the target is presumed to be varying smoothly with
the distance to the target r (up to the cutoff point rs)
as the agents navigate the environment, a Kalman fil-
ter is a natural choice to eliminate or reduce noise in

the sensor readings. The Kalman filter takes the sen-
sor reading si(tk) of agent i at time tk, and converts it
into the filtered data fi(tk) according to

Pi(tk) =
Pi(tk−1)Ri(tk)

Pi(tk−1)+Ri(tk)
+Qi(tk) , (2)

and

fi(tk) = fi(tk−1)+
Pi(tk)(si(tk)− fi(tk−1))

Pi(tk)+Ri(tk)
. (3)

Here Ri(tk) is the square of the noise amplitude,
known or estimated by the agent, and Qi(tk) is the
square of the change of the signal amplitude between
two time steps, either fixed beforehand or estimated
using the current velocity of the agent (in this paper,
it is fixed beforehand). Pi(tk) is roughly the variance
of the sensor reading’s amplitude. The output fi(tk) of
this filter is then used in target-locating, as described
in Section 4.

2.2 Threshold Check and the CUSUM
Filter

Before attempting to locate targets, an agent needs to
determine whether or not it is receiving an actual sig-
nal, rather than just noise. In other words, an agent
needs to determine whether it is within the sensing ra-
dius of a target at each time-step tk. This information
is then used both in controlling the movement of the
agents and in determining when to begin estimating
a target’s position. In order to determine the sensing
status of an individual agent, we employ a CUSUM
filter, as this type of filter is well-suited to determin-
ing abrupt changes of state (Page, 1954), and has been
used in the similar task of boundary tracking (Jin and
Bertozzi, 2007; Chen et al., 2009). The filter keeps a
sort of running average of the signal and notes when
this average seems to have risen above a cetain thresh-
old, indicating that the agent is now within the sensing
radius of a target. As the noise is effectively summed
up by the filter, it tends to cancel out.

In the original form of the CUSUM filter, we
imagine a sensor that returns a sequence of inde-
pendent observations s(t1)...s(tn), each of which fol-
lows one of two probability density functions: a pre-
change function g0 and a post-change function g1.
The log-likelihood ratio is

Z(tk) = log[g1(s(tk))/g0(s(tk))] , (4)

and we define the CUSUM statistic as

U(tk) = max(0,Z(tk)+U(tk−1)), U(t0) = 0 . (5)

We then choose a threshold Ū , and when U(tk) ≥ Ū
for the first time, the algorithm ends and we declare
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that the state has changed from g0 to g1. The threshold
should be chosen so as to minimize both false-alarms
(these happen more frequently for small Ū) and time
to detection (this gets larger as Ū increases).

In our system, we choose the special case where
sensor reading follows a Gaussian distribution. In the
pre-change state g0, the agent is outside the sensing
radius of any target and reads only noise, which we
model as a Gaussian with zero mean and variance σ2.
In the post-change state g1, the agent enters the sens-
ing radius of a target, and although the probability dis-
tribution is still a Gaussian with the same variance, the
mean is now larger than zero, which we set to be 2B.
Then

Z(tk) = log

[
e−[s(tk)−2B]2/2σ2

/(σ
√

2π)

e−s(tk)2/2σ2
/(σ
√

2π)

]

=
−[s(tk)−2B]2

2σ2 +
s(tk)2

2σ2

=
2B
σ2 [s(tk)−B] . (6)

We also modify the algorithm so that it can detect
status changes both into and out of detection zones.
Thus, we implement two filter values: Ui(tk) to deter-
mine when an agent has entered a zone, and Li(tk) to
determine if it has left a zone. We also define a binary
function bi(tk) which denotes the status of an agent:
bi(tk) = 1 means that the agent is near a target and
bi(tk) = 0 means otherwise. The filter values all start
at zero, and are thus updated according to

Ui(tk) = max(0,si(tk)−B+Ui(tk−1)) , (7)

Li(tk) = min(0,si(tk)−B+Li(tk−1)) , (8)

and

bi(tk) =

 1 bi(tk−1) = 0, Ui(tk)> Ū
0 bi(tk−1) = 1, Li(tk)< L̄
bi(tk−1) otherwise.

(9)

In addition, when the status of agent i changes, we re-
set the corresponding Ui or Li to zero. Lastly, we have
set the constant coefficient 2B

σ2 = 1 for convenience.
Recall that B is a sensor value that is less than the

predicted mean when inside a sensing radius, and Ū
is our chosen detection threshold. So, when the agent
is near a target, the sensor reading si(tk) tends to be
larger than B, causing Ui(tk) to grow quickly until it
is larger than Ū , indicating a change in status. The
converse is true if an agent leaves the sensing region
of a target. The values of filter parameters, Ū , L̄ and
B are problem-specific, and should be set in a manner
that minimizes false-alarms while keeping the aver-
age time to detection as low as possible, as mentioned
above.

Figure 1: Example filter output for an agent as a function of
time, from one of our simulations. The densely-dotted line
represents the true signal that ought to be detected by the
agent. The dots are the actual noisy signal detected by the
agent (i.e., the densely-dotted curve plus noise). The thicker
step function is the signal status returned by the CUSUM
filter, and the thinner straight line represents the value B =
0.1. The sparsely-dashed curve is the output of the Kalman
filter when applied to the detected noisy signal.

An example of sensor reading for an agent from
one of our simulations is in Figure 1. The Kalman
filter does a good job of reducing noise, bringing the
sensor readings much closer to the true signal. Near
the middle of the plot, the agent enters into the sens-
ing radius of a target; this is reflected by a transi-
tion within the CUSUM filter from b = 0 to b = 1.
There is, as expected from the behavior of CUSUM,
a slight delay between when the agent actually enters
into the radius and when this transition of b occurs.
After spending some time within the sensing radius,
the estimated target location stabilizes, the agent sub-
tracts the true signal from its measurements (this will
be explained in Section 4), and the agent leaves to find
further targets.

3 AGENT MOVEMENT
CONTROL

We have chosen to control the movement of our
agents by breaking up our total agent population N
into a number of distinct, leaderless “swarms”. This
is done for a variety of reasons. Firstly, it increases
robustness, as any individual swarm member is not
critical to the functioning of the swarm as a whole.
Secondly, since we imagine that any sensor data ac-
quired by readings from the agents is local in space,
a swarm provides a method of extending the effective
sensing zone to the whole swarm. Thirdly, a swarm of
nearby agents may use their combined measurements
to decrease sensor noise. Finally, a swarm provides
the ability to locate targets via triangulation or gradi-
ent methods. Each swarm may search within its des-
ignated region of space if a divide-and-conquer tactic
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Figure 2: A screenshot from the simulation. Four swarms
with eight agents each are used. Three of them are in the
searching phase, and the upper right swarm is in the target-
locating phase. The large circle around each target marks
the sensing radius. Small crosses are already located targets.

is desired, or it may be free to roam over the entire re-
gion. In the following two sections we mainly focus
on the control of movement for one swarm.

Since the agents detect a limited sensing radius,
we choose to employ two different phases of swarm
motion. When there are no targets nearby, the agents
should move through the space as quickly and as ef-
ficiently as possible, performing a simple flocking
movement as legs of a random search. After a sig-
nal is sensed via the CUSUM filter, the agents should
stop, then slowly move around the area, searching
for the exact position of the nearby target. We call
these two phases the searching phase and the target-
locating phase, respectively. For a general idea of the
two types of motion, see Figure 2.

3.1 The Swarming Model

There are a variety of mathematical constructs that
lead to agent swarming (see for example (Justh and
Krishnaprasad, 2004), (Vicsek et al., 1995), and
(Sepulchre et al., 2008). Here we choose a second-
order control algorithm similar to that described in
(D’Orsogna et al., 2006) and (Chuang et al., 2007),
which has been successfully implemented as a control
algorithm for second-order vehicles on real testbeds
(Nguyen et al., 2005; Leung et al., 2007). In this
system, each agent of the swarm is subject to self-
propulsion and drag, and attractive, repulsive, and ve-
locity alignment forces from each of the other agents.
The position xi and velocity vi of an individual agent i
with mass mi in a swarm of N agents are governed by

dxi

dt
= vi , (10)

and

mi
dvi

dt
= (α−β|vi|2)vi−

∇U(xi)+
N

∑
j=1

Co(v j− vi) , (11)

where

U(xi) =
N

∑
j=1

Cre−|xi−x j |/lr −Cae−|xi−x j |/la . (12)

Cr and lr are the strength and characteristic length of
the repulsive force, respectively, and Ca and la are
the corresponding values for the attractive force. Co
is the velocity alignment coefficient, α is the self-
propulsion coefficient and β is for drag. Depending
on these parameters, the swarm can undergo several
complex motions (D’Orsogna et al., 2006), two of
which are flocking and milling, and in some cases
the swarm can alter its motion spontaneously (Kolpas
et al., 2007). For our purposes, we simply set these
parameters to obtain the type of motion desired.

3.2 Searching Phase

In this phase, the agents move together in one di-
rection as a uniformly-spaced group travelling with
a fixed velocity. Since the agents know nothing yet
about the location of targets, a random search is cho-
sen here. Specifically, we use a Lévy flight, which
is optimally efficient under random search conditions
(Viswanathan et al., 1999), and is the same movement
that some birds employ while flocking and searching
for food (Travis, 2007). To accomplish this type of
search, we simply command the swarm to turn by a
random angle after flocking for some random amount
of time. For a Lévy flight, the time interval ∆t be-
tween two turns follows the heavy-tailed distribution

P(∆t)∼ ∆t−µ , (13)

where µ is a number satisfying 1 < µ < 3. The value
of µ should be chosen optimally according to the sce-
nario in question, as in (Viswanathan et al., 1999). For
destructive searching (where targets, once located, are
no longer considered valid targets), µ should be as
close to 1 as possible. For non-destructive searching
(i.e. located targets remain as valid future targets), the
optimal µ ∼ 2− 1/[ln(λ/rs)]

2, where λ is the mean
distance between targets and rs is the sensing radius.

3.3 Target Locating Phase

When enough agents agree that a target is nearby (see
Section 2.2), the target-locating phase begins. This
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minimum number of agents is set by the swarm con-
sensus parameter p, such that the swarm decides to
enter this phase when p% of the agents or more in the
swarm are sensing a target. Once in this phase, we
want the agents to move only towards the target, so we
remove the velocity alignment force (Co = 0), disable
self-propulsion (α = 0), and issue a halt command so
that all agents begin target-locating with zero velocity.
In addition, data from agents within the sensing radius
is used to continually estimate the position ȳ of the tar-
get (see Section 4), and the agents in the swarm then
try to move towards it, thus attracting other agents
in the swarm not yet in the sensing radius to move
closer to the target as well. To make the agents move
towards the target, we add another potential in Equa-
tion 12,

Uc =Cc(xi− ȳ)2/2 , (14)

where ȳ is the estimated position of the target, and Cc
is an adjustible parameter. The full control equations
in the target-locating phase therefore become Equa-
tion 10 and

mi
dvi

dt
=−β|vi|2vi−∇U(xi) , (15)

where

U(xi) =
1
2

Cc(xi− ȳ)2+

N

∑
j=1

Cre−|xi−x j |/lr −Cae−|xi−x j |/la . (16)

To show that this system converges to a stationary
swarm centered on the target, we note that the total
energy of the target-locating system,

E =
1
2

N

∑
i=1

mi|vi|2 +
N

∑
i=1

U(xi) , (17)

serves as a Lyapunov function, so that the collective
tends to minimize it. That is,

Ė =−β

N

∑
i=1
|vi|4 ≤ 0 . (18)

Hence, velocities will eventually reach zero (due
to drag) and the swarm members will spatially re-
order themselves so as to minimize the potential en-
ergy, forming a regular pattern centered at the target
position. This stationary state serves as a spiral sink,
however, so the swarm tends to oscillate about the tar-
get position for some amount of time that depends on
the value of Cc, with a high Cc yielding less oscilla-
tion. However, since the potential being minimized
now includes a term that is effectively attracting all
of the agents towards the center of mass, the swarm

will be more compact than it was before the target-
locating potential was added, so too large of a Cc will
make the swarm smaller than desired. In practice, we
want Cc just large enough to minimize the oscillations
in space without making the swarm get too compact.

4 LOCATING TARGETS

During the target-locating phase of motion, all agents
of the swarm that are within the sensing radius keep
a common register of all of their positions and signal
readings made since entering the radius (see “Thresh-
old Check”, Section 2.2, above). The agents then
use a least-squares algorithm to give an estimate ȳ of
where the target is located via

ȳ = min
y

N′

∑
k=1

[g(|y− x(tk)|)− f (tk)]
2 , (19)

where N′ is the number of sensor readings in the com-
mon register.

Solving this least-squares minimization is
straightforward, but certain assumptions for work-
ability and precision are needed. It is assumed that
the form of g(r) is known by the agents for the
algorithm to work. For certain classes of targets and
scalar fields, we believe this assumption to be fair.
For precisely estimating a target’s position, we also
assume that only one target is within sensing range, or
that target sensing radii do not overlap significantly,
so that one target is much closer to the agents than
any other target. When the sensing radii are small
compared to the average distance between targets,
these assumptions should hold true. If, instead they
prove to be invalid for the particular system at hand,
other methods such as gradient estimation could be
used.

If the estimated position of the target stabilizes, it
is considered to have been located, and the agents reg-
ister the position of the target and return to the search-
ing phase: the model signal g(r) from the registered
target will be subtracted from further sensor readings
so that it is not detected again, a form of destructive
searching. We thus modify Equation 1 to read:

si(tk) =
M

∑
j=1

g(|y j− xi(tk)|)+ni(tk)

−
M′

∑
j=1

g(|ȳ j− xi(tk)|) , (20)

where M′ is the total number of registered targets.
Note that the positions of these targets may or may
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Figure 3: A simple flowchart of the algorithm.

not be accurate, due to noise and other errors. If, in-
stead of the estimated target location stabilizing, the
agents lose track of the target, they simply return to
the searching phase without registering the target. For
a general idea of the entire algorithm, see Figure 3.

5 PERFORMANCE EVALUATION

Two main criteria for the evaluation of this algorithm
are efficiency and accuracy. These are roughly deter-
mined by the two phases: efficiency is mainly related
to the searching phase, while accuracy is mainly re-
lated to the target-locating phase. To evaluate the per-
formance of the algorithm, we divided the agents into
groups and took the following measurements: the av-
erage time needed for a swarm to detect and locate a
target (Average time), the average distance between
the actual and estimated target positions (Average er-
ror), and the percentage of registered positions that
are not within any actual sensing radius (False reg-
isters percentage). Note that false registers are not
included in the average error calculation.

We ran computer simulations of the algorithm in a
dimensionless 20 by 20 area, with a total of 32 agents
and a number of randomly placed targets each with
a dimensionless sensing radius of 1. The signals are
Gaussian (as previously described in Section 2), with
a peak signal-to-noise ratio of about 10.5 dB. Two
cases were considered. In the first case, there were 20
targets and we restricted the duration of the simula-
tion, the main goal being that of measuring efficiency.
In the second case, we distributed just 5 targets ran-
domly, and used a much longer time limit, with the
main goal of measuring accuracy. In both cases, the

Table 1: Case 1: 20 targets, time limit 50.0. Asterisks de-
note the use of the divide-and-conquer tactic.

Swarms Agents/
swarm

Average
time

Average
error

False
reg.

1 32 9.17 0.163 9.77%
2* 16 4.83 0.155 8.40%
2 16 5.45 0.159 11.90%
4* 8 3.15 0.158 8.68%
4 8 3.52 0.16 10.59%
8* 4 2.67 0.208 9.91%
8 4 2.9 0.200 11.73%
16* 2 2.64 0.257 15.59%
16 2 2.64 0.253 15.17%

Figure 4: Average detection time (left) and average error
(right) as a function of the number of agents in each swarm
for case 1 (20 targets and time limit 50.0). The continuous
line is for the divide-and-conquer tactic and the dashed line
is for the results without divide-and-conquer.

simulation ends either when time runs out or when all
targets are found. For each case, we performed 100
trials and calculated the average of the measurements.

Since we considered multiple groups of agents,
it was important to decide how they must cooperate
with one another. We tried two different policies. One
was a simple divide-and-conquer tactic where we di-
vide the whole region into sub-regions before the sim-
ulation, with each swarm in charge of a single sub-
region (Enright et al., 2005; Hsieh et al., 2006), re-

Table 2: Case 2: 5 targets, time limit 200.0. Asterisks de-
note the use of the divide-and-conquer tactic.

Swarms Agents/
swarm

Average
time

Average
error

False
reg.

1 32 45.53 0.128 10.76%
2* 16 25.51 0.116 8.06%
2 16 26.89 0.117 8.95%
4* 8 14.22 0.134 8.96%
4 8 16.64 0.118 8.79%
8* 4 8.35 0.161 7.24%
8 4 10.58 0.172 8.97%
16* 2 8.31 0.223 11.97%
16 2 8.91 0.252 13.79%
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Figure 5: Average detection time (left) and average error
(right) as a function of the number of agents in each swarm
for case 2 (5 targets and time limit 200.0). The continuous
line is for the divide-and-conquer tactic, and the dashed line
is the for the results without divide-and-conquer.

maining within that area the entire time, and perform-
ing a Lévy flight search pattern confined to its des-
ignated area. The other policy allows the swarms to
search the entire region independently of one another.
In the results, we denoted the use of the divide-and-
conquer tactic with an asterisk (*).

An important factor that influenced our results
is the number of groups into which we divided the
agents, or equivalently, the number of agents in each
swarm. We therefore present the results for several
choices of this number. They are in Tables 1 and 2,
with the associated plots presented in Figs. 4 and 5.

From the tables and their corresponding plots we
see that the number of agents in the swarm works as
a balance between accuracy and efficiency. As could
have been anticipated, larger swarms give more ac-
curate results (smaller target position error, less false
registers), while multiple, smaller swarms make the
search more efficient (shorter detection time). To
have an acceptably low error and low false register
percentage, groups of at least four agents should be
used. This is perhaps due to the fact that at least three
agents are needed to locate a target, using triangula-
tion. Also, we note that the divide-and-conquer tactic
seems to work somewhat better for this scenario.

6 SCALING PROPERTIES

Having noted the results above, one may wonder how
these are affected by the various scales present in
the system, such as the swarm size, distance between
agents, target sensing radius, etc. Below we present
some arguments for determining optimal search pa-
rameters given these scales.

Figure 6: Scales influencing target-locating time: the swarm
diameter D, inter-agent length l, and sensing radius rs.

6.1 Estimating the Swarm Diameter

We first define a measure for the swarm size, the
swarm diameter D = max(|xi − x j|)N

i=1, where N is
the number of agents in the swarm. Let us also de-
fine the inter-agent distance l = |xi− x j| for any two
nearest-neighbor agents i and j (see Figure 6).

For the remainder of this section (and for the re-
sults in Figure 7), we choose the parameters of mo-
tion so that the system is either in regime VI (catas-
trophic) or VII (H-stable) as defined in (D’Orsogna
et al., 2006), with the swarms flocking naturally in
VII, and in VI due to the velocity alignment term Co
in Equation 11. Under these regimes, D and l sta-
bilize after a transient period, so for the purposes of
this section we will consider them to be constant in
time. In such a stable swarm, agents are uniformly
distributed in space, so that the swarm diameter D
and inter-agent length l are related geometrically as
follows: since the area occupied by a single agent in
the swarm is Aa ≈ πl2/4 and the total swarm area is
As = πD2/4≈ NAa, then

D'
√

Nl . (21)

Thus, D scales with l, and for N = 16 (as used in
Figure 7) we get D' 4l. Since l is approximately the
distance which minimizes the inter-agent potential of
Equation 12, we can easily adjust the swarm diameter
D by varying the system parameters.

6.2 An Upper Bound on the Optimal
Swarm Diameter

Consider a setting with one target of sensing radius rs
and one swarm of diameter D, as in Figure 6. We
measure the average time to locate the target T̄ by
starting the swarm at the center of the search field at
time t0, placing the target at a random location within
the field, allowing the simulation to run until time T
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Figure 7: Average time to reach a target T̄ as a function
of the swarm diameter D for rs = 3.0. Values of D were
obtained over a range Cr = 2.0−12.0, lr = 0.2−0.7, with
Ca = la = 1.0. Averaging was carried out over 200 sim-
ulated trials, yielding the numerical results (circles); the
theoretical results of Equation 26 with the best fitting τ

are shown as a line. The number of agents N = 16, and
Dopt ≈ 8.

when the target is found, and averaging these T val-
ues over many runs of the simulation. As D grows, we
observe (see Figure 7) that T̄ decreases until an opti-
mal swarm diameter Dopt is reached, after which T̄
increases again, growing without bound. We wish to
explain this, first by finding an upper bound on Dopt.

Let us begin by fixing the swarm consensus per-
centage at p = 25%; i.e., the swarm of agents decides
a target is present when 1/4 of the agents or more are
within the sensing area of a target, At = πr2

s (see Fig-
ure 8). Clearly, the borderline case between detection
and non-detection occurs when the target area is com-
pletely subsumed within the swarm area, yet there are
only just enough agents (25% of the total) within the
target sensing radius to detect it. If we assume a con-
stant density of agents in the swarm, this means that
we have detection when the target area is at least p%
= 1/4 of the swarm area. So, it must be the case that

D≤ 4rs , (22)

or else the target will not be detected at all. This con-
dition therefore gives an upper bound on Dopt. Con-
dition (22) can also be written in terms of l, so that
l ≤ rs; the borderline case is illustrated in Figure 8(b).
In Figure 9, snapshots from a simulation show how
the swarm flies over the target without being able to
detect it in a case when condition (22) is violated.

6.3 An Approximation for the Optimal
Swarm Diameter

Now that we have an upper bound on Dopt, we assume
that condition (22) is met and look for approximate

Figure 8: Sensing configurations for the case when 4 or
more agents are required to sense the target before it can
be detected. (a) Though there is overlap between the swarm
and target, too few agents can sense the target for it to be
detected. (b) The largest inter-agent distance l while still
allowing for detection, l = rs.

Figure 9: When rs is too small compared to D, the swarm
does not detect the target. Snapshots (a)-(d) show the swarm
flying over the target without locating it. Here N = 24, rs =
1.5, required percentage for consensus is p = 25%, and D
stabilizes at ≈ 13.5.

expressions for Dopt and T̄ . We note that the area of
overlap Ao between the target and swarm areas, when
the centers are separated by a distance d, is given by

Ao = r2
s arccos

[
z
rs

]
+

D2

4
arccos

[
2(d− z)

D

]
−

z
√

r2
s − z2− (d− z)

√
D2/4− (d− z)2 , (23)
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Figure 10: Parameter dmax versus D for rs = 3.0. Note that
dmax increases at first, as the growing size of the swarm
allows it to be further away while still easily satisfying (22).
However, after the peak at Dopt ≈ 8, condition (22) becomes
the limiting factor, requiring greater overlap between the
two areas for detection to occur.

where

z≡ r2
s −D2/4+d2

2d
. (24)

Equation 23 is valid for |rs−D/2| ≤ d≤ rs+D/2.
Now, as above, we require that Ao be at least equal to
25% of the swarm area in order for the target to be
detected. Thus, we obtain an implicit equation for the
maximum separation dmax between the center of the
swarm and the target location such that the target is
detected:

Ao(rs,D,dmax) = πD2/16 . (25)

The parameter dmax will depend therefore upon rs and
D. At least in terms of the time spent within the
searching phase of the algorithm, the shortest time T̄
until detection ought to occur when, for a given rs, D
is chosen such that dmax is maximized (see Figure 10),
giving the largest effective target size to hit; hence this
D should be Dopt. Furthermore, we expect a scaling
law such that the time to detection is roughly given by

T̄ ≈ τ

[
Afield

πd2
max
−1
]
, (26)

where τ is a characteristic timescale and Afield is the
total area of the search field.

We have experimentally verified this scaling, with
experimental results usually quite close to the theoret-
ical values, as illustrated by the example with rs = 3.0
in Figure 7. We note that the actual time to detec-
tion is a bit above the theory for D > Dopt, presum-
ably due to our assumption of constant density in de-
riving Equation 25; that is, (especially for large D)
the area of overlap between target and swarm may
be sufficient, but still not contain at least 25% of the
agents, causing the time to detection to be above that
expected.

7 CONCLUSIONS

We considered a mine counter-measure scenario us-
ing multiple agents that move cooperatively via
swarming. The agents use a variety of signal filters
to determine when they are within sensing range of a
target and to reduce noise for more accurate control
and target position estimation. We explored the pa-
rameter space through simulations, determining opti-
mal values for some of the search parameters. We de-
rived scaling properties of the system, compared the
results with data from the simulations, and found a
good analytical-experimental fit.

There are many openings for future research.
First, we could use alternative methods in some parts
of the algorithm. A potential change is to use a
compressed-sensing method (Cai et al., 2008) instead
of least-squares for estimating a target’s location,
which would enable us to find multiple overlapping
targets at the same time. Another interesting modi-
fication would be to use an anisotropic Lévy search,
and take previously covered paths into account. Dif-
ferent scenarios could also be evaluated, which might
lead to different results for accuracy and efficiency,
or even suggest new algorithms. For example, we
could extend the two dimensional problem to 3-D, as
would be the case for underwater targets. Or, per-
haps the model for the detected signal is unknown,
in which case we would employ a different method
to estimate the target positions. Finally, apart from
numerical simulations, we plan to do experiments on
a real testbed, with small robotic vehicles as agents.
This would provide an evaluation of the algorithm in
the presence of real sensor noise, which may not be
entirely Gaussian in nature.
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Abstract: In this paper we present an multi-robotic system for underwater exploration, specifically for coastal seas.
The novelty of this system is its enhanced performance in underwater localization using underwater acoustic
ranging and data transfer between the floats. This process isnot dependent on any fixed infrastructure, which is
usually a requirement for such missions. An algorithm is implemented in the floats for underwater localization,
based on an Extended Kalman Filter. Extensive real scenariosimulation test results are presented.

1 INTRODUCTION

The value of services provided by the coastal seas, in-
cluding estuaries, to the human welfare is estimated
to be higher than those of terrestrial or open ocean
systems (Costanza et al., 1998). The relevant spatial
and seasonal scales for biological variability are of-
ten related to hydrophysical events; these are mostly
unpredictable and practically impossible to cover by
traditional monitoring with sparse sampling.

Autonomous underwater multi-probe system for
coastal area / shallow water monitoring (SWARM)
was an EU-funded (FP5, 2003-2005) project aiming
to design, implement and test a multi-robot system
that could measure local and transient biological and
physical variability in the Baltic Sea and similar areas
at the scale relevant for single events.

Based on the initial ideas and hardware designed
and built during the SWARM project, the Finnish
Center of Excellence in Generic Intelligent Machines
(GIM) has continued the related research. As one of
the results, a localization method has been developed
that requires no additional infrastructure, fixed bea-
cons or expensive inertial units, while producing ac-
curate real-time location estimates for the members
of the system. The method is based solely on un-
derwater inter-robot acoustic communication and oc-
casional GPS fixes while on the surface. It is worth
mentioning that the internal intelligence which is es-

sential for the units to navigate and survive in the dy-
namic and hostile underwater environment makes the
units stand out from mere buoyancy floats to intelli-
gent underwater robots.

In this paper, the main features of this system
working in an extremely challenging environment
will be first briefly introduced. Then, the main topic
of this paper, i.e., a novel localization approach will
be presented and verified with suitable tests. Finally,
some conclusions are drawn and some information re-
garding the future work will be presented.

2 SYSTEM DESCRIPTION

The scientific objective of the SWARM project was
to design, implement and test a novel highly redun-
dant underwater monitoring system for shallow water
areas (Vainio et al., 2004). The system consists of
multiple homogenous, robust and easy to use under-
water robots (autonomous intelligent profiling floats)
that can perform two week missions autonomously.
The floats control their buoyancy but move otherwise
freely with the water flows. They communicate with
the control station via Iridium satellite communica-
tion and use inter-robot acoustic ranging and commu-
nication for localization and data exchange. In addi-
tion to measuring the standard variables (pressure,
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temperature, conductivity), the system observes cer-
tain algal groups with a novel fluorometer.

Figure 1: The general description of the SWARM system.

The diving profile of the floats was selected based
on two main issues: to enable the system to measure
the key environmental parameters from the main ar-
eas of interest and to support the proposed localiza-
tion method. It also matches the standard profile used
by Argo floats globally, but of course with shallower
depths (Davis et al., 2001).

Figure 2: Diving profile of a unit.

T1: Waiting time. The float spends most of its
time waiting on this level. The benefit of this is such
that the float does not need to stay on the surface all
the time but by taking advantage of communication it
can still keep a track of its location during the mission.

T2: Diving time. When T1 expires, the float will
start to dive to a deeper level and wait there for the
start of profiling.

T3: Profiling time. After T2 expires, the
floats ascents to surface, during which time it takes
CTD(conductivity, temperature and density) profile.
When the float reaches the surface, it gets a GPS
fix and contact the operator station for possible com-
mands and reports data.

3 EXPERIMENTAL SETUP

During the EU-funded phase, the functionality of
each of the subsystems were tested separately before
final integration into a prototype. Major part of these

tests were carried out in Gulf of Finland on the south
coast of Finland. In addition to the real system, a
MATLAB based simulator was designed at an early
phase of the project mainly for the testing of local-
ization algorithms. After the end of the EU funding
a more sophisticated simulator was constructed and
used for the testing presented in this paper.

Figure 3: Subsystems shown in a block diagram.

A simplified block diagram shown in Figure 3
illustrates that the developed robotic prototypes are
full-blooded autonomous profiling floats which are
equipped with extensive repertoire of environmental
sensors. Furthermore, they possess certain level of in-
telligence, which is required to survive autonomously
in a dynamic and hostile coastal waters.

3.1 Physical Realization

The main physical output of the SWARM project was
four 3rd generation functional floats ready for open
sea testing. These floats have since been extensively
modified and tested in the lab. Full-scale tests are ex-
pected to start from summer 2010. See Figure 4.

3.2 Simulator

A new simulator is implemented as an attempt to pro-
duce a near-realistic simulated environment for au-
tonomous floats. The simulator uses a server-client
architecture, with the environment as a server to
which each float connects. Specialized clients may
also connect to the environment to act as ground sta-
tions or data display/logging agents. Time in the sim-
ulator advances at a multiple of real time. The in-
terfaces available to a program acting as a simulated
float are modeled to match those of an actual float,
including simulated sensor errors and measurement

LOCALIZATION IN AN AUTONOMOUS UNDERWATER MULTI-ROBOT SYSTEM DESIGNED FOR COASTAL
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Figure 4: Available physical floats (own by SWARM con-
sortium). Floats are around 2 m tall and weigh approxi-
mately 40 kg.

time delays. This allows for hardware-in-the-loop
testing using the real float hardware, with each sen-
sor connected using a serial cable to an external com-
puter running an interface program connected to the
simulated environment.

Figure 5: Snapshot of the developed simulator.

The simulator components use GIMnet (Saarinen
et al., 2007) to communicate, allowing each program
to run on a separate networked computer if required.
The architecture is designed to scale, and can simul-
taneously model hundreds of floats at a simulation
speed far in excess of real time. The simulator can
make use of data from anywhere in the world, pro-
vided that bathymetry and three-dimensional time-
variant salinity, temperature and current vector infor-
mation is available to some precision; intermediary
values will be interpolated. The data used for the tests
presented here is from the BalEco ecosystem model
of the Finnish Institute of Marine Research (currently
Finnish Meteorological Institute).

4 FLOAT LOCALIZATION

The core element of a SWARM unit positioning sys-
tem is a GPS receiver, which is included in each of
the robots. When on the surface, a unit gets its posi-
tion from the satellites. The frequency of these GPS
fixes must be considered carefully. They will natu-
rally always bring much needed fresh and accurate
information to the system, but on the other hand, they
force the units to come to the surface which consumes
energy and increase the possibility of being hit by a
passing boat. In any case, after the GPS fix, the inter-
robot acoustic communication system between robots
is then utilized in positioning the underwater units.

It is essential to relate the measurement data that
the floats have gathered underwater with the geo-
graphical coordinates where they have been mea-
sured. A conventional float profiling operation, as
shown in Figure 2, gives reasonable results for a series
of measurement when the float comes back to the sur-
face from the deep depth, since such surfacing hap-
pens in a quite short time and the currents affecting
this movement are negligible. However, this move-
ment only gives a vertical series measurements at a
given location. We are more interested in the sea con-
ditions in a larger area, including prevailing sea cur-
rents. One approach for this can be found in (McFar-
land and Honary, 2003).

4.1 Baltic Sea

Shallow seas pose specific problems for robotic ocean
instruments. They are often strongly stratified, turbid
and have vibrant maritime activities. The bottom is
soft, to the extent that it may have adhesive powers on
instruments that land on the bottom. Figure 6 shows
an example of the complex vertical structure of tem-
perature, salinity and fluorescence, with almost unno-
ticeable physical features that nevertheless have their
impact on the biological situation.

The spatial scales of motion are often small in the
horizontal direction as well. Therefore, the state of
motion in one place is not a very good predictor of
the state some kilometers away. These factors make
it harder to observe shallow seas with robotic instru-
ments than the ocean. There should be a large number
of robotic instruments to capture the spatial variabil-
ity, yet the loss rate of robotic instruments in shallow
seas is expected to be significantly larger than in the
blue oceans, where a typical Argo float may survive
3-5 years.
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Figure 6: Complex vertical structure of temperature, salin-
ity and fluorescence against depth in the Baltic Sea.

4.2 Acoustic Communication

The range and reliability of underwater acoustic com-
munication is affected by a number of factors, in-
cluding signal attenuation, noise, reverberation and
sound channeling. A transmitted signal will be re-
flected from the surface or seabed and interfere with
the direct path signal. Variations in the temperature
and salinity at different depths will result in vari-
ations in the speed of sound, which will influence
the path of the signal. The sound speed profile for
the Baltic Sea is in fact conducive to the formation
of a sound channel, a depth at which acoustic sig-
nals will reflect internally due to a minimum in the
speed of sound. This channel is present mostly dur-
ing the summer, and varies in depth from 20m to 80m.
Using this sound channel, floats in the Baltic Sea
can theoretically achieve communications and rang-
ing over distances of up to 10km. In addition to com-
munication, acoustic transmissions may also be used
for ranging, by tracking the time of flight of mes-
sages. The SWARM floats implement a ping-pong
type scheme for measuring the round-trip travel time
between floats.

In this paper we use a simple linear model of the
probability of construction a communication between
drifters. When two floats are at immediate vicinity
they have a near guaranteed communication probabil-
ity, whereas at around 6 kilometers distance, the prob-
ability of having a communication channel between
two floats falls almost to zero. To determine the posi-
tion of one float from another, a ranging signal is used.
In effect, the float transmits a message and waits for
the reply from the receiving float.

A unit that has been on the surface sends its newly
obtained GPS position information through acoustic
modem once it has reached the defined communica-
tion depth and it is its time to communicate. Knowing
their own estimated positions and past trajectories, the

underwater units can reduce the uncertainty of their
position based on this information. A positional accu-
racy in the scale of hundreds of meters is acceptable
in this application. The biggest advantage of this po-
sitioning system is the fact, that there is no need for
any additional positioning devices, e.g. fixed acous-
tic buoys used in (Akyildiz et al., 2006; Dario et al.,
2005).

4.3 Algorithms and Implementations

The Kalman filter is an efficient and robust recursive
filter that estimates the internal state of a dynamic sys-
tem from a series of noisy measurements. It can also
estimate the variables which can’t be directly mea-
sured (Welch and Bishop, 1995). In our case, this
corresponds to the underwater sea current.

For this paper, the underwater localization estima-
tion is based on an Extended Kalman Filter(EKF).
The state variables are geographical positions of the
units and the vectors describing the currents in the
sea in different depth layers, while GPS fixes and dis-
tances between the floats through an acoustic ranging
being the measurements. Note that in this particu-
lar case, we do not include the depth coordinate into
the estimation as well as the vertical part of the sea
current vector because the measurement of the depth
itself is accurate enough. Since we can have a rela-
tively good measurement of the depth from the CTD
sensor, and taking the system propulsion into account
is not beneficial. This arrangement will also reduce
the complexity of the computation which is a limiting
factor in the real system onboard.

First we start with defining the state and measure-
ment vectors. The current vector at level j at position
(x,y) at k time step of EKF:

Fj(x,y)(k) = [ f jx(k) f jy(k)]
T (1)

In Section 4.1 we have described the basic situa-
tion for the Baltic Sea current and its unique charac-
ter of being layered. Thus, the environment can be
thought as series of layers that each have a flow vec-
tor representing the sea currents, which slowly varies
from one location to another. The units are located at
these layers as shown in Figure 7.

To better estimate such phenomena, we divided
the sea current vectors into three layers. In addition to
limit the computation complexity, we also choose this
number to correspond to the diving profile as shown
in Figure 2. The flow vector at position (x,y) at k time
step of EKF is defined as:

FC(x,y)(k) = [F1(x,y)(k) F2(x,y)(k) F3(x,y)(k)]
T

(2)
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Figure 7: The units are located at layers that have different
flow vectors.

Position of a float at position(x,y) at k time step of
EKF:

Pj(x,y)(k) = [x j(k) y j(k)]
T (3)

In this project, we set EKF update rate to∆t =
5minutes. Considering the real data collected by
Finnish Marine Research Institute, we can assume the
current vector is changing slowly both with respect to
horizontal location and time. The current dynamics is
modeled as:

FC(k) = FC(k−1)+ v(k) (4)

wherev(k) is the system error of the current.
Let’s define the extended state Vector of EKF at

time step k:

X̃(k) = [P1(k) P2(k) ... Pn(k) FC(k)]
T (5)

The corresponding extended state equation:

X̃(k) = A(k)X̃(k−1)

=

[

I ∆T
0 I

][

P(k−1)
FC(k)

]

(6)

Here, system matrix A is updated each time ac-
cording to the depth layers (DL) of respective floats.
In other words, the prior prediction of the float loca-
tion is updated only by the current vector in its present
layer.

The example∆T Matrix for 3 floats, while float 1
in depth 3, float 2 in depth 1, float 3 in depth 2:

∆T =





0 0 ∆t
∆ t 0
0 ∆t 0



 (7)

All the floats maintain a depth list of all the known
floats. Since the measurements that these floats get
are different, even having the same equations running
internally, they have different estimations of the state
vector. Since the floats spends most of its time in the
waiting layer, when there is no depth update from the

others, they are assumed to be in the waiting layer
(check Figure 7).

Measurement equation:

Z(k) = [PGPS1(k) PGPS2(k) ... PGPSn(k)
d12(k) d13(k) ... d(n−1)n(k)]

T (8)

Expected measurement:

h(X̃(k−1)) = [P1(k) P2(k) ... Pn(k)
‖P1(k)−P2(k)‖ ‖P1(k)−P3(k)‖

... ‖Pn(k)−Pn−1(k)‖ ]T
(9)

To linearize h with respect to X for each update
step:

H(k) = ∂h(X̃(k−1))/∂X̃(k−1) (10)

The overall running EKF for k time step:

X̃(k) = X̃−(k)+Kk(Z(k)−h(X̃−(k))) (11)

where the Kalman gaink is calculated in a stan-
dard EKF formula.

Note that in reality, it is rarely the case that the
float will get all the distances from all the other floats
and the distances between them. And it is only occa-
sionally when the float has a GPS fix on the surface
and gets GPS information from the others. In such
case the EKF automatically assumes those measure-
ments are missing and therefore not take them into
account while updating the state variables.

5 TESTS AND RESULTS

The simulated environment contains the flow vectors
and other environmental data that affect the positions
of the floats. The actual positions of the units are
maintained by the simulator, but they may be mea-
sured by the floats only in a way that is similar to the
real world, i.e. only the units that are on the surface
know their positions, and distances between floats are
only measured in seconds of sound travel time. The
user can control whether the units know only the dis-
tances from the unit itself to other units, or if they
know all the distances between all pairs of units. Ev-
ery unit contains a Kalman Filter that estimates the
positions of the units. The estimation is based on
the model that utilizes both the measured distances
between the units and the measured positions of the
units while on the surface. The real and the estimated
positions can be visually tracked and compared in real
time. The following figures are the comparison result
for a random chosen float in the system during their
respective missions.
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5.1 Turning vs. Line Traveling

In an area where the current vectors change quickly,
a float will typically make sharp turns. In such cir-
cumstances, its position estimates can be quite inac-
curate. On the other hand, in a case where the currents
are more homogenous, the float will follow a approx-
imately straight line and its estimation is obviously
better as time passes.

5.2 Test Configuration

The simulation test area is selected to be a bay area
not far from the Finnish coast. The key parameters
are set as shown in Table 1.

Table 1: Key parameters setting for Simulation.

Acoustic comm. interval once/hour
Surfacing interval 4 times/day

Surfacing time 10 minutes/dive
Comm. level waiting time 5 hours/dive
Meas. depth waiting time 40 minutes/dive

Kalman filter update interval once/5 minutes

These parameters are consist with the future real
test parameters.

5.3 Baseline Estimation

As a baseline for estimating the quality of the local-
ization method, we use an alternative position esti-
mate which makes no use of acoustic ranging or com-
munication, and instead assumes the current position
to match the latest GPS position fix. See Figure 8 for
demonstration.

0 500 1000 1500 2000 2500 3000 3500 4000
0

1000

2000

3000

4000

Time (5mins)

E
st

im
at

io
n

 E
rr

o
r 

(m
)

 

 

5 Floats Scenario
Baseline Estimate

Figure 8: Estimation error for 5 floats randomly deployed
within 50m radius area with the the same diving profile.
Error is in Euclidian distance between the estimated and real
position.

5.4 Data Information Exchange

High bandwidth acoustic data exchange between
floats in the Baltic Sea is extremely difficult. It is es-
pecially true when the floats are not always staying in

the communication layer, which does not even exist
in some cases. In Figure 9, we show the results from
both only acoustic communication enabled scenario
and acoustic & data exchange enabled case. Both of
them follow the communication probability model ex-
plained in Section 4.1.
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Figure 9: Estimation error comparison between acoustic
ranging only and data exchange scenario. (5 units that de-
ployed in a 50m radius area with same diving profile).

5.5 Deployment Strategy

To deployment pattern of the float is an important fac-
tor that has a considerable effect on the outcome of
the whole mission. When the drifters are deployed
within a small perimeter (radius 50m), for example
from an anchored boat, the high probability of ex-
changing information will increase the possibility to
have accurate position estimates. It is especially im-
portant for the drifters at their initialization phase.
Since they will experience almost the same current
vectors throughout their journey, which makes them
most likely remain close to each other throughout the
mission. The downside is of course the fact that the
system can only obtain data from a small proportion
of the area.

When deployed in a large area (radius 2km), the
floats disperse nicely during the mission. However,
the probability for the floats to get extra informa-
tion(information besides its own GPS fix when sur-
facing) is very low. It is so low that their estimation of
respective location is of a similar level of the bench-
mark estimation which only rely on GPS fixes.

To comprise, one possible solution is to deploy
floats into the water in a relatively small perime-
ter, and make their waiting depths slightly different.
Since the current field in the Baltic sea is clearly lay-
ered, the current vectors they experience is different.
By the end of the mission the floats drift nicely away
from each others (up to 6km). Of course, one down-
side for this approach is that, in reality, the communi-
cation channel is correlated to a specific depth level,
which will lower the probability of data exchange.
See Figure 10.
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Figure 10: Estimation error comparison between 0m wait-
ing depth (same profile) difference against 1m depth differ-
ence deployment for 5 floats.

5.6 Current Estimation

One of the main target of the mission is to accurately
measure the subsurface currents speed and directions.
Usually this is of particular difficulty since the com-
plex situation underwater is hard to be measured di-
rectly. With the help of acoustic inter-robot commu-
nication, we have achieved some promising results.

Figure 11 and 12 show the current magnitude and
angle estimation generated by Kalman filter from the
one randomly chosen float.
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Figure 11: Current estimation magnitude error for 5 floats
randomly deployed within 50m radius with the same diving
profile.
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Figure 12: Current estimation angular error for 5 floats ran-
domly deployed within 50m radius with the same diving
profile.

There is a small lagging of the filter result towards
the real environmental current data, which can be ex-
plained by the filter properties. However, the pre-
liminary results are promising and deserve further re-
search.

5.7 Float Numbers

Obviously, one of the most important factor is the
number of floats in a given mission. During a mission,
with a greater number of floats, there are more GPS
fixes and distance measurements to share and there is
a higher probability to gather such information from
the communication between the floats. See Figures
from 13, 14, 15.
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Figure 13: Estimation error comparison between 3 units and
15 units mission. Deployed in 50m radius area with 1 meter
depth difference in communication level.
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Figure 14: Comparison of absolute current speed estimation
error between 3 floats and 15 floats scenarios. Both scenar-
ios deploy within 50 meter radius and 1 meter waiting depth
difference.
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Figure 15: Comparison of absolute current direction esti-
mation error between 3 floats and 15 floats scenarios. Both
scenarios deploy within 50 meter radius and 1 meter waiting
depth difference.

The number of floats in a given mission gives an
interesting topic to research. The performance im-
provement also added a degree of difficulty and com-
plexity for acoustic communication, data exchange
via acoustic modem and the localization algorithm.
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6 CONCLUSIONS AND FUTURE
WORK

Multi-robot systems have a great inherent potential in
various applications requiring localization and navi-
gation capabilities. In this paper, we have shortly
introduced a multi-robot system suitable for opera-
tions in the shallow water conditions near the coast-
line. The main contribution of this paper is the valida-
tion of our implementation of a localization algorithm
in these demanding conditions. The obtained results,
which are drawn from extensive simulations based
on real case scenarios and environmental data, have
proved the validity and effectiveness of our approach
for the localization of these intelligent autonomous
profiling floats.

However, there is much more yet to be explored in
terms of our research. We will briefly introduce a bet-
ter underwater communication channel modeling, in
particular for the layered Baltic sea case. Further tests
scenarios with different surfacing intervals, acoustic
communication intervals and dynamic mission plan-
ning will be conducted. Later research will also
include optimization between communication band-
width, energy and reliability, data compression in data
communication and other filtering algorithms. Real
world robotic tests with renewed four unit system will
be started in summer 2010 and they will further guide
the future research.
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tium, Jorma Selkäinaho, Janne Paanajärvi , Sami
Terho from GIM, and Antti Westerlund (Finnish Me-
teorological Institute).

REFERENCES

Akyildiz, I. F., Pompili, D., and Melodia, T. (2006). State-
of-the-art in protocol research for underwater acoustic
sensor networks. InWUWNet ’06: Proceedings of
the 1st ACM international workshop on Underwater
networks, pages 7–16, New York, NY, USA. ACM.

Costanza, R., d’Arge, R., de Groot, R., Farber, S., Grasso,
M., Hannon, B., Limburg, K., Naeem, S., O’Neill,
R. V., and Paruelo, J. (1998). The value of the world’s
ecosystem services and natural capital.Ecological
Economics, 25(1):3–15.

Dario, I. A., Akyildiz, I. F., Pompili, D., and Melodia, T.
(2005). Underwater acoustic sensor networks: Re-

search challenges.Ad Hoc Networks (Elsevier, 3:257–
279.

Davis, R. E., Sherman, J. T., and Dufour, J. (2001). Profil-
ing ALACEs and other advances in autonomous sub-
surface floats.J. Atm. Ocean. Tech., 18(6):982–993.

McFarland, D. and Honary, E. (2003). Flock distortion: A
new approach in mapping environmental variables in
deep water.Robotica, 21(4):365–383.

Saarinen, J., Maula, A., Nissinen, R., Kukkonen, H.,
Suomela, J., and Halme, A. (2007). Gimnet - infras-
tructure for distributed control of generic intelligent
machines. InProceedings of the 13th IASTED In-
ternational Conference on Robotics and Applications
Telematics 2007. The 13th IASTED International
Conference on Robotics and Applications Telematics.

Vainio, M., Halme, A., Troshin, I., Stipa, T., Seppala, J.,
Pollehne, F., Bauerfeind, E., Haardt, H., Brault, P.,
Seube, N., Smerdon, A., Caine, S., Swale, B., and
Hakala, A. (2004). Autonomous underwater multi-
probe system for coastal area/shallow water monitor-
ing (swarm). InProceedings of the EurOCEAN 2004
Conference, Ireland. EurOCEAN 2004 Conference,
Galway 2004.

Welch, G. and Bishop, G. (1995). An introduction to the
kalman filter.

LOCALIZATION IN AN AUTONOMOUS UNDERWATER MULTI-ROBOT SYSTEM DESIGNED FOR COASTAL
AREA MONITORING

239



PARTICLE SWARM OPTIMIZATION USED FOR  
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Abstract: The wheeled mobile robot is a nonlinear system. The trajectory tracking problem is solved using the sliding 
mode control. In this paper an optimization technique is investigated in order to obtain the best values for 
the sliding mode control law parameters. The performances of the control law with the optimum parameters 
are analyzed in order to establish some rules. The conclusions are based on the simulation results. 

1 INTRODUCTION 

To solve the trajectory tracking problem for a 
Wheeled Mobile Robot (WMR) it is used a 
nonlinear model (Slotine and Li, 1991):  

 ( ) utxbtxfx n ⋅+= ),(),(  (1) 

where x is the state variable; ( ) ( )],,,,[ 1−= nn xxxxx … ; 
( )nx  is the nth-order derivative of x; f is a nonlinear 

function; b is the gain and u is the control input. 
The design of a variable structure control (VSC) 

(Gao and Hung, 1993) for a nonlinear system 
implies two steps: (1). "reaching mode" or 
nonsliding mode; (2). sliding mode. 

For the reaching mode, the desired response 
usually is to reach the switching manifold s, 
described by: 
 0)( =⋅= xcxs T  (2) 

in finite time with small overshoot with respect to 
the switching manifold. 

The distance between the state trajectory and the 
switching manifold, s is stated as: 

 ( ) 0~,
1

=⋅⎟
⎠
⎞

⎜
⎝
⎛ +=

−

x
dt

d
txs

n

λ  (3) 

where x~  is the tracking error and λ  is a strictly 
positive constant which determines the closed-loop 
bandwidth. For example, if n = 2, 
 

 xxs ~~ ⋅+= λ  (4) 
Hence the corresponding switching manifold is 

s(t)=0. For a system having m inputs, m switching 

functions are needed. 
It is proved that the most important virtue of the 

VSC systems is robustness. Properly design of the 
switching functions for a VSC system ensures the 
asymptotic stability. A number of design criteria 
exist for this purpose (Utkin and Young, 1978; 
Dorling and Zinober, 1986). Sliding Mode is also 
known to possess merits such as the invariance to 
parametric uncertainties. Dynamic characteristics of 
the reaching mode are very important, and this type 
of control suffers from the chattering phenomenon 
which is due to high frequency switching over 
discontinuity of the control signal.  

The parameters of the control laws have to be 
positive, and their values influence the reaching rate 
and the chattering. The values of these parameters 
are not specified in the literature. In this paper the 
optimal values for these parameters will be searched.  

Many optimization methods were proposed in 
literature. Recently, the Particle Swarm Optimizer 
(PSO) proposed by Eberhart and Kennedy (Kennedy 
and Eberhart, 1995), gained a huge popularity due to 
its algorithmic simplicity and effectiveness. The 
PSO is presented in Section 2. Section 3 is dedicated 
to the Trajectory Tracking Problem for the WMR. 
This problem is solved within the Sliding Mode 
approach and the result is the sliding-mode 
trajectory-tracking controller. The parameters pi and 
qi of the control law are not specified in the 
literature. In Section 4 PSO is used to determine the 
optimal values of the control law parameters in order 
to ensure maximum possible reaching rate of the 
switching manifold and minimum chattering and the 
results obtained are presented. Section 5 is dedicated 

240



 

to experimental results. Section 6 is dedicated to the 
conclusion and future work directions. 

2 PARTICLE SWARM 
OPTIMISATION ALGORITHM 

Particle swarm optimization (PSO) is one of the 
evolutionary computation techniques introduced in 
1995 (Kennedy and Eberhart, 1995). The algorithm 
is initialized with a population of random solutions 
and searches for optima by updating generations. 
One entity of the population is named particle. PSO 
makes use of a velocity vector to update the current 
position of each particle in the swarm. Each particle 
keeps track of its coordinates in the problem space 
which are associated with the best solution it has 
achieved so far. This value is called personal best. 
The fitness value of personal best is also stored. 

Another "best" position that is tracked by the 
PSO is the best one, obtained so far by any particle 
in the neighbours of the particle. This position is 
called local best. When a particle takes all the 
population as its topological neighbours, the best 
position is called global best. The PSO concept 
consists of, at each time step, changing the velocity 
of each particle toward its personal best and local 
best locations (local version of PSO). Every 
component of velocity is weighted by a random 
term, which assures the exploration of problem 
space. 

This process is iterated a set number of times, or 
until a stop criterion is achieved, for example a 
threshold of distance (absolute or relative) between 
the two last positions, below which it is not 
necessary to go. Using a population of solutions 
allows PSO to avoid, in most cases, convergence to 
local optimum. 

 
Figure 1: Diagram for the concept of 3-Stages approach. 

3 TRAJECTORY TRACKING 
PROBLEM 

In this paper the model used for the controlled robot 
is a 2-order MIMO (Multiply Input Multiply Output) 
nonlinear system that is "linear in control".  
The model and the control law used are: 

 utxxBtxxfx ⋅+= ),,(),,(  (5) 
 ),,( txxpu =  (6) 

where [ ]nxxxx ,,, 21= , nx ℜ∈ , f is a vector of 

nonlinear functions, f∈L n
2 , B is a matrix of gains, 

nnB ×ℜ∈ ; ( ) 0det ≠B ; u is the control vector, nu ℜ∈ .  
For the 2nd-order MIMO nonlinear system 

having the model shown in (6) efficient sliding 
mode control can be achieved via the following 
stages (see Figure 1): 

1st reaching phase motion; during this stage the 
trajectory is attracted towards the switching 
manifold (if the reaching condition is satisfied); 
characterized by 0~,0~,0 ≠≠≠ iii xxs  

2nd sliding mode motion; during this stage the 
trajectory stays on the switching manifold, i.e. 

0~,0~,0 ≠≠= iii xxs  
3rd steady state; during this stage both the state 

variable and the state velocity will converge to the 
steady state value, therefore:  

⎪⎩

⎪
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The reaching law is a differential equation which 
specifies the dynamics of a switching function s(x). 
The differential equation of an asymptotically stable 
s(x), is itself a reaching condition. In addition, by the 
choice of the parameters in the differential equation, 
the dynamic quality of the VSC system in the 
reaching mode can be controlled. 

Gao and Hung (Gao and Hung, 1993) proposed a 
reaching law which directly specifies the dynamics 
of the switching surface by the differential equation 

 )h(sPsgn(s)Qs ⋅−⋅−=  (7) 

where  [ ] niqqqqdiagQ in ,,2,1,0,,,, 21 …=>=   
            [ ] nippppdiag in ,,2,1,0,,,,P 21 …=>=  
and ( ) ])sgn(,,)sgn(,)sgn([sgn 21

T
nssss =  

T
nn shshshsh )](,),(),([)( 2211= ; ,0)( >⋅ shs ii  .0)0( =ih  

 

In this paper, a constant plus proportional rate 
reaching law proposed in Gao and Hung is 
investigated: 
 ( ) sPs ⋅−⋅−= ssgnQ  (8) 

PARTICLE SWARM OPTIMIZATION USED FOR THE MOBILE ROBOT TRAJECTORY TRACKING CONTROL

241



 

 
Figure 2: WMR model and symbols. 

Clearly, by using the proportional rate term sP ⋅− , 
the state is forced to approach the switching 
manifolds faster when s is large.  

The purpose of the trajectory tracking is to 
control the non-holonomic WMR to follow a desired 
trajectory, with a given orientation relatively to the 
path tangent, even when different disturbances exist. 
In the case of trajectory-tracking the path is to be 
followed under time constraints. Trajectory tracking 
is formulated as having the WMR following a 
virtual target which is assumed to move exactly 
along the path with specified velocity profile. 

3.1 Kinematic Model of a WMR 

Figure 2 presents a WMR with two diametrically 
opposed drive wheels (radius R) and free-wheeling 
castors. Pr is the origin of the robot coordinates 
system. 2L is the length of the axis between the drive 
wheels. ωR and ωL are the angular velocities of the 
right and left wheels. Let the pose of the mobile 
robot be defined by the vector, T

rrrr yxq ][ θ=  where 
T

rr yx ][  denotes the robot position on the plane and 
θr the heading angle with respect to the x-axis. In 
addition, vr denotes the linear velocity of the robot, 
and ωr the angular velocity around the vertical axis. 

 
Figure 3: Lateral, longitudinal and orientation errors  
(trajectory-tracking). 

For a unicycle WMR rolling on a horizontal plane 
without slipping, the kinematic model can be 
expressed by: which represents a nonlinear system. 
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3.2 Trajectory-tracking 

Without loss of generality, it can be assumed that the 
desired trajectory T

dddd ttytxtq )]()()([)( θ=  is 
generated by a virtual unicycle mobile robot (see 
Figure 3). The kinematic relationship between the 
virtual configuration qd(t) and the corresponding 
desired velocity inputs T

dd ttv )]()([ ω  is analogue 
with (9): 
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When a real robot is controlled to move on a 
desired path it exhibits some tracking error. This 
tracking error, expressed in terms of the robot 
coordinate system, as shown in Figure 3, is given by 
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Consequently one gets the error dynamics for 
trajectory tracking as 
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d
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3.3 Sliding-mode Trajectory-tracking 
Control 

Uncertainties which exist in real mobile robot 
applications degrade the control performance 
significantly, and accordingly, need to be 
compensated. In this section, is proposed a sliding-
mode trajectory-tracking (SM-TT) controller, in 
Cartesian space, where trajectory-tracking is 
achieved even in the presence of large initial pose 
errors and disturbances. 

Let us define the sliding surface Tsss ][ 21=  as 

 ee xkxs ⋅+= 11  

 eeee ysgnkykys θ⋅⋅+⋅+= )(022  (13) 
where k0, k1, k2 are positive constant, xe, ye and θe are 
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Figure 4: SM-TT controller parameters optimization with PSO. 

the trajectory-tracking errors defined in (11). 
If s1 converges to zero, trivially xe converges to 

zero. If s2 converges to zero, in steady-state it 
becomes eeeee ysignkyky θ⋅⋅−⋅−= )(0 . 
For 00 >⇒< ee yy if only if eeykk θ/20 ⋅< . 
For 00 <⇒> ee yy  if only if eeykk θ/20 ⋅< . 
Finally, it can be known from s2 that convergence of 
ye and ey  leads to convergence of θe to zero. 

From the time derivative of (13) and using the 
reaching laws defined in (8), yields: 
    ( ) 1spssgnqxkxs 111e1e1 ⋅−⋅−=⋅+=  
 ( ) =⋅⋅+⋅+= eeee ysgnkykys θ022  (14) 
 ( ) 2222 spssgnq ⋅−⋅−=  

From (11), (12) and (14), and after some 
mathematical manipulation, the output commands of 
the sliding-mode trajectory-tracking controller 
result: 
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( )

( )
( )e

deerde

e

dee11111
c

θcos

vθsinθvωy
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=
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( ) ( )
( ) ( ) d

e0er

erdedee22222
c ω

ysgnkθcosv

θsinvωxωxykssgnqspω +
⋅+⋅

⋅−⋅+⋅+⋅−⋅−⋅−
=  

Let us define ssT ⋅⋅=
2
1V  as a Lyapunov function 

candidate, therefore its time derivative is 

=⋅−⋅−⋅+
+⋅−⋅−⋅=⋅+⋅=

))sgn(spsq(s

))ssgn(psq(sssss

22222

111112211V

s2pspsQs 211
T ⋅−⋅−⋅⋅=  

For V  to be negative semi-definite, it is sufficient to 
choose qi and pi such that qi, pi ≥ 0.  
But   the   optima   values   for   qi,   pi ≥  0  will  be  
determined in the next section. 

The signum functions in the control laws were 
replaced by saturation functions, to reduce the 
chattering phenomenon (Slotine and Li, 1991). 

4 SLIDING MODE 
CONTROLLER PARAMETERS 
EVALUATED WITH PSO 

Solving the Trajectory Tracking Problem with a 
SMC, leads to the reaching laws (15). In literature, 
the parameters q1, q2, p1 and p2 are usual 
determined through experiments (Solea and 
Cernega, 2009) and have great impact on the 
performance of the controller. q1, q2 influence the 
rate at which the switching variable s(x) reach the 
switching manifold S. Parameters p1, p2 force the 
state x to approach the switching manifolds faster 
when s is large. 

Choosing parameters through experiments only 
depends on experience or repeated debugging. In 
this paper is presented a method of choosing the 
parameters of the Sliding Mode Controller using the 
PSO algorithm. The advantages of PSO are: 
simplicity and efficiency, proven in many other 
parameters training problems (Mendes et al., 2002; 
Kim et al., 2008). The optimisation algorithm is 
working off-line. The P and Q parameters found by 
PSO can be used in real-time implementation of 
SM-TT controller on PatrolBot Robot (see Figure 4). 

PSO algorithm is generating, at each step, a 
number of solutions equal to the number of particles. 
The quality (fitness) of the solutions is evaluated 
with the objective function. PSO algorithm requires 
current solutions fitness to calculate new solutions at 
the next iteration. The objective function used in 
PSO takes into account booth the speed  of  reaching  
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Figure 5: The evolution of best value found by PSO and of 
the mean criterion function over all particle. 

manifolds and the amplitude of the chattering. This  
is accomplished using the sum of root mean square 
of the two errors xe and ye (11). The evaluation of 
every set of parameters is achieved after running a 
numerical simulation of the SM-TT control structure 
implemented in a Matlab Simulink schema that 
contains the model of the robot. 

The horizon of simulation and initial conditions 
are chosen to allow a correct comparison between 
sets of parameters. The step of simulation is selected 
according to the one used to control the PatrolBot. 

Let us suppose that the swarm is composed by  
n particles. Each particle i is recorded as a structure 
that transfer from the current iteration t to the next 
iteration the four elements specified below: 

• The current position of ith particle in the 
search space at the moment t is given through a 
vector with 4 components 

xi(t)=(xq1i(t), xq2i(t), xp1i(t), xp2i(t)). 
• The current velocity vi(t) of i particle is a 

vector with components for each direction of the 
search space too. 

• The best position found up to now by this 
particle is given by a vector li(t) with the same 
meaning as xi(t). 

• The quality of personal best position li(t). 
In order to compute the next position where to 

move, every particle of the swarm needs one more 
information: the best position found by its 
neighbours stored in the vector gi(t). Generally, this 
is written simply x, v, l, and g. The dth component of 
one of these vectors is indicated by the index d, for 
example xd. With these notations, the motion 
equations of a particle are, for each dimension  
d∈{ q1i, q2i, p1i, p2i}: 

 
⎩
⎨
⎧

+←
−+−+←

ddd

dddddd

vxx

xgcxlcvcv )()( 321  (16) 

The   confidence   coefficients   are   defined   as  

 
Figure 6: Simulated trajectory with the parameters value 
found by PSO. Experimental SM-TT control starting from 
an initial error state (xe(0) = -0.5, ye(0) = -0.5, θe(0) = 0). 

follows: 
• c1  is  (confidence  in its own movement) the 

• inertia weight, with linear variance from 0.9 
to 0.4. 

• c2, c3 (respectively confidence in its best 
performance and that of its best informant) are 
randomly selected at each step according to an 
uniform distribution in the interval [0, cmax]. 

A circular neighbourhood is used as graph of 
influence. 

5 EXPERIMENTAL RESULTS 

Based on the above analysis, mathematical 
simulation software MATLAB was used to 
accomplish the experiment simulation study.  

The mobile robot PatrolBot used in simulation is 
assumed to have the same structure as in Figure 2. 
Parameter values of the PatrolBot are: mass of the 
robot body 46 [Kg], radius of the drive wheel  
0.095 [m], and distance between wheels 0.48 [m]. 
The parameters of sliding modes were held constant 
during the experiments: k1 = 0.75, k2 = 3.75, and  
k0 = 2.5; and the desired trajectory is given by  
vd = 0.5 [m/s], ωd = 0 [rad/s]. 

The experiments were done on the robot with the 
initial error (xe = -0.5 [m], ye= -0.5 [m], θe = 0 [deg]) 
and used the reaching law (8). 

Settings, used in Matlab implementation of PSO 
algorithm, are: particle number n = 20; maximal 
number of iteration = 30, cmax =1.9. The criterion 
function used for solution evaluation are the sum of 
root mean square (RMS) of the two errors 
longitudinal - xe and lateral - ye. RMS error is an old, 
proven measure of control and quality. Taking into 
account that parameters must be positive and value 
too large can causes chattering, the search interval 
for each SM parameters was selected to be [0.01 5]. 

In Figure 5 the evolution of criterion function  
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Figure 7: Longitudinal, lateral and orientation errors for 
experimental SM-TT control. 

 
Figure 8: Sliding surface for SM-TT controller. 

best value found by PSO is presented. Average value 
of criterion function for all particles is also recorded. 
Note that a number of 15 iterations are sufficient to 
find a good set of values of parameters. 

The parameters values for the considered 
PatrolBot, found by PSO are q1=0.4984, q2=1.9075, 
p1=1.0230 and p2=2.4872. 

In Figures 6 and 7, the simulation results for the 
case of optimised parameters are presented. 

In Figure 8 the two sliding manifolds are 
represented. In Figure 8 one can also see the value of 
the reaching time.  

Figure 9 presents the response of the robot 
corresponding to the situation of a poor choice of the 
control law parameters without any optimisation. 
It is easy to see the difference between the 
performances between Figures 6 and 9. 

 
Figure 9: An unfavourable case of experimental SM-TT 
control. 

6 CONCLUSIONS 

The paper proposed an efficient method to determine 
the optimum set of parameters for the sliding mode 
controller. The PSO algorithm proved to be adequate 
for this problem because it eliminates the need for 
repeated simulations in order to find a satisfactory 
set of parameters. The tests have proven that this 
optimization technique is efficient for the problem to 
be solved. A very good solution without chattering 
was found in a quite acceptable time interval and 
number of iterations. 

The search of the optimum values for the sliding 
mode trajectory tracking control laws parameters 
was done in order to use, in the future, such 
optimum parameters into a supervised control 
structure having the ability to switch between 
different controllers. 
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SNAKE-LIKE ROBOTS 
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Abstract: This article presents our current work on studying energy efficient locomotion on crawling snake-like 
robots. The aim of this work is to use existing biological inspired methods to demonstrate lateral undulation 
planar gaits for efficiently controlling high-speed motion as a function of the terrain surface. A multilink 
non-wheeled snake-like robot is being developed for experimentation and analysis of efficient serpentine 
locomotion based on simulation results.       

1 INTRODUCTION 

In nature, snakes are able to move on different 
environments. Generally speaking, snakes can adapt 
to a particular terrain employing changes in their 
muscles-shape (Kane and Lecision, 2000). This 
potential provides snakes with higher rough terrain 
adaptability on irregular surfaces compared to 
legged animals.   
      The first attempts of approaching biological 
inspired snake motion using an artificial counterpart 
was conducted by Hirose in the 70’s (Hirose, 1993). 
He made the analysis of limbless motions 
experimental data and suggested mathematical 
description of the snake’s instant form. The curve 
was called –serpenoid– and is widely used for the 
snake robot’s control assignment nowadays. The 
first designs of Hirose’s snake robots had modules 
with small passive wheels, and since then, most of 
the current developments (Downling, 1997), 
(Chirikjian and Burdick, 1990), (Ostrowski, 1995) 
remain using snake robots with wheels in order to 
facilitate forward propulsion. Nonetheless, snake-
like robots that have no wheels are closer to their 
biological counterparts. The difficulty in analyzing 
and synthesizing snake locomotion mechanisms is 
not as simple as wheeled mechanisms. One of the 
main drawbacks relies on their poor power 
efficiency for surface traction, and consequently 
locomotion. While most works address contributions 
in terms of snake control and full autonomous 
navigation (Kamegawa et al., 2002), (Prautsch and 
Mita, 1996), (Transeth et al., 2006) our work is 

focused on providing modeling foundations to use a 
non-wheeled snake robot that can adapt to the 
environment at the advantage of energy efficiency.     
      Our goal is to establish a mathematical 
framework for modeling that relates the existing 
knowledge of biological snake locomotion with the 
dynamics behavior that achieves minimal energy 
waste when the snake moves at high speeds over 
1m/s. Section 2 of this article briefly presents how to 
achieve lateral undulation serpentine gaits using 
Hirose’s serpenoid curves and how to integrate that 
approach within the dynamics equations of motion. 
A friction model is also addressed in order to 
achieve the proper forward motion based on internal 
joint torques. Section 3 introduces how to optimize 
snake locomotion by choosing the optimal serpenoid 
curve parameters that minimize energy 
consumption. Simulation results show efficient 
motion over ground. Finally, Section 4 presents 
conclusions and upcoming future work will present 
experimental validation using an experimental 
testbed (under current development) that consists on 
nine articulated modules serially connected.  

2 SERPENTINE MODELING  

Almost all limbless vertebrates, including snakes, 
mimic their ancestors by shaping their bodies in a    
–S-shaped– curve that travels tailwards (Gray and 
Lissmann, 1950). Snakes commonly propel 
themselves on the ground or water by summing 
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longitudinal resultants of lateral forces. This kind of 
motion is called Lateral Undulation (see Figure 1).  
 

 
Figure 1: (Above): The s-shape that biological snakes 
perform to move forward using lateral undulation pattern. 
(Below): serially coupled rigid body system description. 

      Table 1 introduces a description of the variables 
involved within the framework of snake-like robot 
modeling based on Figure 1. 

Table 1: Description of snake-like robot parameters. 

Description Notation Units 
Number of links n  - 

Joint position at body-i iφ  [rad] 

Body-i orientation with respect to 
inertial frame {IF} iθ  [rad] 

Vector position from joint’s 
frame to body’s CM cmis ,

  [m] 

Distance from body’s CM to 
differential length 

 

dL  cds  [m] 

Link-i length L  [m] 
Vector position from joint-i frame 

to joint i+1 1, +iip  [m] 

Joint torque of body-i iτ  [Nm] 

Friction torque of body-i CM cmr ,τ  [Nm] 

Friction coefficients TN CC ,  [s-1] 

2.1 Serpenoid Curves 

Hirose found that snakes take their body onto         
so-called serpenoid curve when they move with a 
serpentine gait. Considerer the snake-like robot 
depicted in Figure 1, which consist on n-links 
serially connected through n-1 joints. The 
undulatory motion of a snake can be imitated by 

changing the relative angles φ of snake’s bodies as 
shown in Equation 1. See details in (Hirose and 
Morishima, 1990). 
 

 

φi (t) = 2α sin ω st + (i −1)β( )+ γ  (1) 
 
      The term

 

φi (t)  is a sinusoidal function varying 
along the arc length 

 

i / n  ∀ i : i = 1...n −1( ) at 

 

ω s  
angular speed propagation.  The terms, 

 

α ,β  and 

 

γ  
are the parameters that determine the shape of the 
serpentine curve realized by the snake-like robot 
(e.g. if 

 

γ = 0, the curve will describe a straight path 
and when 

 

γ ≠ 0 the curve will trace a circular path). 
Equation 2 shows these parameters. 
 

 

α = a sin
β
2

 
  

 
  ,    β =

b
n

,    γ = −
c
n

 
 

(2) 

 
      Based on different choices of the parameters 

 

a,  b and 

 

c, Figure 2 shows several serpenoid curves 
profiles. The parameter 

 

a  determines the degree 
undulation, 

 

b the number of periods in a unit length, 
and 

 

c is the motion circular bias. 
 

 
Figure 2: Computing Lateral Undulation serpentine gaits 
using serpenoid curves. 

      Our first objective is to merge this serpentine 
curve approach into our snake dynamics model. The 
key property of snakes in achieving forward 
locomotion is the difference in the friction 
coefficients for the tangential–T and the normal–N 
directions with respect to the body. In particular, the 
normal friction tends to be much larger than the 
tangential friction, leading to avoidance of side 
slipping. In order to analyze such property, next 
subsection introduces the solution of the dynamic’s 
Equations of Motion –EoM of a multilink articulated 
body system as shown in Figure 1, and the 
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incorporation of a simple friction model to provide 
accurate snake forward propulsion. 

2.2 Snake-Like Robot Dynamics 

Applying the D'Alembert's principle (Fu et al., 1987) 
and assuming a snake’s tail (base) to end-body 
(head) recursive propagation of kinematics spatial 
velocities in (3) [angular and linear components 
stacked in a single 6-dimensional quantity]:  
 

{ }niHVRPV iiii
T
ii

T
iii ...1:  11,,1 =∀+= −−− φ  (3) 

 
      In multibody dynamics, spatial quantities must 
be propagated and projected onto unique frames in 
order to be operator on. For this purpose, operators 
for translation: 

 

Pi−1,i ∈ℜ6x6  and rotation: 

 

Ri,i−1 ∈ℜ6x6  are defined as: 
 

 

Pi−1,i =
I ˜ p i−1,i

0 I
 

 
 

 

 
 ,    

 

Ri,i−1 =
ri,i−1 0

0 ri,i−1

 

 
 

 

 
 , 

(4) 

 
where 

 

I ∈ℜ3x3  is the identity operator, 

 

˜ p i−1,i ∈ℜ3x3  is the skew symmetric matrix 
corresponding to the vector cross product of 



 

r p i−1,i ∈ℜ3, which is any vector joining e.g. joint i to 
joint i+1 in Figure 1. The term 

 

ri,i−1 ∈ℜ3x3 refers to 
the generalized rotation matrix that takes any point 
in coordinate frame-i and projects it onto frame i-1. 
The joint velocity 

 

Ý φ i  is obtained by taking the 
derivative of Equation (1) with respect to time 
(serpenoid curve). Finally the 

 

Hi ∈ℜ6  vector 
allows the projection of the joint velocity with 
respect to the axis of motion of the joint. 
      Differentiating Equation (3) with respect to time, 
the spatial accelerations are: 
 

{ },...1:             

+ 11,,111,,1

niH

VRPHVRPV

iii

i
T
ii

T
iiiii

T
ii

T
iii

=∀+

+= −−−−−−

φ

φ



 

 
(5) 

 
where the third and fourth terms corresponds to 
coriolis and centrifugal accelerations. Finally, a 
backward propagation of spatial forces yields: 
 

[ ]
{ },1...:          ,,

1,11,,

niFS
FPRVJSJVJF

icmricmi

iiiiiiicmiiiii

=∀+

+−+= +−−


 
 

(6) 

 
where 

 

J i ∈ℜ6x6 is the mass operator defined by the 
inertia tensor. The operator 

 

Si,cm ∈ℜ6x6  has the 

same structure of 

 

Pi−1,i ∈ℜ6x6  in Equation (4), and 
corresponds to the distance (

 

r s i,cm ∈ℜ3 ) between 
the joint frame and the CM of the body. Finally the 
joint toques are: 

 

τ i = Hi
T Fi . 

2.3 Modeling Surface Friction 

Friction force is essential to achieve forward motion. 
From Equation (6), the term 

 

Fri,cm ∈ℜ6  is the 
friction force referred to the CM frame and yields: 
 

 

Fri,cm = 0 0 τ r,cm fr,xi fr,yi 0[ ]T , (7) 

 
      where 

 

τ r,cm is the torque friction component due 
to planar rotation, and the terms

 

fr,xi , fr,yi[ ] are the 
components due to translation. Differentiating the 
position vector 

 

Pxy  with respect to time: 
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(8) 

 
     Modeling the linear friction for the differential

 

dL 
with respect to the {NTF}-frame yields: 
 

         

 

dfr,T

dfr,N
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0 CN
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(9) 

 
      Considering that the tangential and normal 
velocity 

 

˜ v T , ˜ v N[ ] are related to the linear velocity 

 

Ý P xy  with the following transformation: 
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the translation friction force is: 
 

 

fr,xi
fr,yi

 

 
 

 

 
 = −m

cθ
2CT − sθ

2CN sθ cθ CT − CN( )
sθ cθ CT − CN( ) sθ
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Vi  

 
(11) 

 
      The 

 

CT  and 

 

CN  parameters are the tangential 
and normal coefficients. In addition, the component 
of the total friction torque for the differential 

 

dL is: 
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(12) 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

248



 

 

 
Figure 3: Snake-like robot simulation: a). Circular 
serpenoid curve using 2.1=γ , b). Top view tracking 
error due to inefficient friction and serpenoid parameters 
tuning, c). Joint torques to move the snake forward.   

Assuming the relation: 

 

dm = m ⋅ L−1ds  (being 

 

L the 
length of a body-i; see Figure 1), the friction torque 
about the body-i CM is: 
 

θθτ 
3

2

0

2
,

mLC
dss

L
mC NL

cdNcmr −=−= ∫  
(13) 

 
Using Equations (11) and (13), the total friction 
force vector denoted by Equation (7) is incorporated 
into the dynamic’s EoM of the snake-like robot (see 
Equation (6)). 
      Once the snake modelling is completed, Figure 3 
depicts the 8-degree of freedom snake-like robot 
(n=8) performing a circular serpenoid trajectory 
profile:

 

α = 0.5rad, β = 1.1rad, ωs = 2.5rad /s.        
      Friction coefficients make the robot to generate 
larger friction forces in the normal direction than in 
the tangential direction of the motion. Considering 

 

CT = 12,

 

CN = 20 and the mass of each snake’s link 
in 

 

m = 0.4kg . Despite the snake is capable of 
propelling forward, a tracking error (caused by 
external friction forces) appears when the snake is 
speeding up. These preliminary results suggest us to 
analyze how to relate energy consumption (input 
power against speed), and how to tune friction 
parameters as a function of that speed and serpenoid 
curve terms. For this purpose, our goal in the next 
section is to find how to change the serpenoid curve 
parameters in Equation (2) to achieve the energy-
efficient locomotion based on the dynamic’s EoM in 
Equation (6). 

3 EFFICIENT SNAKE MOTION 

Friction force represents a power loss. Part of the 
input power generated by the snake’s actuators is 
converted into kinetic energy

 

KE  and the rest is lost 
due to the friction.   
      The objective of this section is to find the 
optimally efficient motion within the dynamics 
framework of serpentine locomotion. More 
precisely, our challenge is related to choosing the 
parameters 

 

α ,  β ,  ω s that make the average power 
loss 

 

PL in Equation (14) minimal while keeping a 
prescribed average speed.  
 

 

PL = mVi
T −CNmL2

3 0
0 0
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2CT − sθ
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(14) 

 
The approach we used is to increase the speed of the 
snake and verifying where is the saturation point that 
preserves an efficient locomotion in terms of power 
loss compared to the total energy of the system 
described in Equation (15) as: 
 

( ) i
T
i

n

i
E JK φφφ ∑

=

=
1 2

1 . 
 
(15) 

 

 

 
Figure 4: Energy and velocity relationship for different 
average of serpenoid curve profiles 

 

α ,  β ,  ω s for n=8. 

The first set of tests consists on varying the 
serpenoid curve parameters described in Equation 
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(2). Considering angular speeds from 

 

ωs = [ 0...4] , 
we have analyzed the relationship between input 
energy and speed. Results are shown in Figure 4.  
     Two preliminary important considerations can be 
made. First of all, the relation to maintain between 
friction coefficients as a function of the snake 
morphology for n=8 (i.e. size, weight, mass 
distribution), and the serpenoid curve profile (i.e. 
undulation degree of the curve, speed, direction) is 
about 

 

CT /CN = 0.1. This friction ratio has been 
found from taking the simulation-results average for 
what choices of the serpenoid parameters 

 

α ,  β ,  ω s 
the percentage of power loss is minimal. In this case, 
at maximum serpentine speed angular propagation 
of 

 

ωs = 3rad /s , we achieved a maximum power loss 
about 30%. Increasing the ratio of friction 
coefficients under the same characteristics, the 
energy consumption also increases and consequently 
performance was compromised. Note that these 
friction ratios strictly depend on the snake’s 
dynamics and the terrain characteristics. For 
experimental testing, we will have to explore and 
test different kind of materials that achieve the 
proper friction ratio dependent of different surfaces 
of motion. Using this relation, the snake is capable 
to move forward wasting the minimum energy and 
achieving the required velocity; in other words, this 
is the optimal relation between serpenoid curve 
parameters, snake morphology, and friction forces. 
In addition, also note in Figure 4 that using this 
optimal relationship, the snake linear velocity 

 

Vcm 
and the serpenoid curve speed 

 

ωs are roughly 
proportional to each other.  
 

 
Figure 5: Serpenoid curve phase 

 

β  and undulation degree 

 

α  as a function of friction coefficients 

 

CT /CN and the 
snake’s number of links n. 

The tests performed in Figure 4, allowed us to find 
the optimal energy relation between:  

• Energy consumption 

 

KE  and 

 

PL. 
• Velocity 

 

Vcm and 

 

ωs. 
• Friction 

 

CT /CN and parameters

 

β  and 

 

α . 
Nonetheless note from Equation 2 that 

 

β  and 

 

α  are 

also strictly dependent on the snake configuration, 
this means, the snake number of links: n.  
Thus, we have carried out a second series of tests 
varying the number of links (n) of the snake and 
changing the terrain surface, i.e., changing ratios of 

 

CT /CN. From the results depicted in Figure 5, we 
found that 

 

α  is affected as a function of friction 
modification, whereas 

 

β  depends on the number of 
links-n. Regarding the same simulation scenario in 
Figure 3 (circular snake motion using 

 

γ = 1.2o), this 
time we use optimal relationships to achieve energy-
efficient and reliable snake locomotion. The optimal 
parameters configuration is: 

 

α = 0.7rad, β = 0.8rad , 

 

n = 8, CT = 1, CN = 10, ωs = 3rad /s .  
      Figure 6 illustrates the simulation results for 
open-loop tracking of the circular serpenoid path. 
 

 

 
Figure 6: Cartesian (above) and Joint positions (below) 
between efficient snake locomotion (left) against improper 
parameters tuning (right), at snake speed of 

 

ωs = 3rad /s .   

Table 2: Efficiency of serpenoid locomotion for 

 

CT /CN = 0.1. 

 Test-1 Test-2 Test-3 Test-4 

 

ω s [rad/s] 0.25 1.04 2.5 3 
%error 

 

φ  0.59% 0.98% 1.15% 2.2% 

 

KE [J] 0.022 0.48 1.68 2.45 

 

PL [J/s] 9.2x10-4 0.077 0.40 0.72 
%

 

PL  4.11% 5.75% 23.80% 29.38% 
Efficiency 0.95 0.83 0.76 0.70 

 
     The simulation scenario shown in Figure 3 is now 
compared to the efficient approach of serpentine 
locomotion showed in Figure 6. The joint position 
error 

 

′ φ  (inefficient approach) is about 12.5% 
against 2.2% for the efficient approach (

 

φ ). Table 2 
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consigns several simulations on testing efficient 
snake locomotion for different speed profiles. 

4 CONCLUSIONS AND FUTURE 
WORK 

The dynamics framework for the modelling and 
simulation of non-wheeled snake-like robots has 
been presented. Bio-inspired kinematics locomotion 
was efficiently integrated into our approach of 
achieving efficient serpentine locomotion at high-
speeds. Simulation results depicted in Table II 
showed that our first hypothesis was indeed correct. 
Considering speeds up to 4 m/s we obtained efficient 
motion (less than 30%) of power loss due to friction. 
For speeds >4m/s, this efficiency decreases because 
of the increase of the angular speed, which also 
makes the friction force increases and subsequently 
generating more power loss average that makes the 
control effort too energetic. This speed boundary 
was obtained from several simulations performed in 
Figures 4 and 5. In conclusion, the key aspects in 
regarding energy efficient serpentine locomotion are 
basically synthesized as: 1). 

 

α  is an increasing 
function of 

 

CT /CN, thus, the snake robot should 
undulate with larger amplitude when the friction 
ratio is larger (i.e. the snake-like robot tends to slip 
in the normal direction), 2). 

 

ωs is basically a liner 
function of the linear speed 

 

Vcm, and, 3).

 

β  is a 
decreasing function of n.  
 

 
Figure 7: Locomotion testing experiments over different 
friction terrains. 

These relationships are useful for determining the 
optimal control law for the snake robot. Upcoming 
work is oriented towards the full implementation of 

the hardware/software that allow the snake robot to 
be fully controlled. Using a first prototype depicted 
in Figure 7, our current work is focused on 
researching which materials and shapes of the 
snake’s skeleton generate the proper friction and 
traction using our modeling approach.  
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Abstract: This paper deals with the synthesis problem of controllers based on Coloured Petri nets in a decentralized set-
ting. An approach is proposed to derive a decentralized controller consisting of a set of local controllers. Each
local controller, modeled by a CP-net, observes and controls a portion of the plant model. Communication
between local controllers is performed only when it is necessary allowing the appropriate local controller to
restrict the behavior of its observed portion in order to meet the control specification.

1 INTRODUCTION

The supervisory control theory for discrete-event sys-
tems (DES) aims to control a plant model by the au-
tomatic synthesis of a controller (Ramadge and Won-
ham, 1989). Due to their easily understood graphi-
cal representation and well-formed mathematical for-
malism, Petri nets have been widely used to investi-
gate this theory (Giua and DiCesare, 1994; Holloway
et al., 1997; Ghaffari et al., 2003).

In practice, implementing a centralised controller
is not always feasible since a plant model can be a
collection of several semi-autonomous components
geographically dispersed. As a solution, the decen-
tralised control (Rudie and Wonham, 1992) allows
to looks for a fixed number of controllers such that
each controller observes and controls a portion of the
plant. The decentralised control can be performed
with communication (Guan and Holloway, 1995),
without communication (Basile et al., 2007), or by in-
troducing a central coordinator (Chen and Baosheng,
1991).

Although, they seem to be powerful enough to de-
scribe complex systems in a manageable way, and
their expressiveness capabilities, few works have used
Coloured Petri nets (CP-nets) (Jensen et al., 2007) to
investigate the control problem. In (Makungu et al.,
1999), the problem of forbidden states is tackled for
controlled CP-nets. In our previous works (Abid and
Zouari, 2008; Abid et al., 2010), we have proposed a
first approach combining both theory of regions and
CP-nets in which the obtained controller is reduced
to one place. Also, we have optimised the same ap-
proach for symmetric systems to tackle the state ex-

plosion problem. In a second approach, we generate
a CP-net controller as an active process without using
the theory of regions.

The work presented in this paper addresses the
supervisory control problem in a decentralised set-
ting. The considered plant model consists of sev-
eral modules, modelled by CP-nets, which communi-
cate through the synchronisation of common actions.
Based on global control specifications expressed in
terms of forbidden states, we propose to build ade-
centralised active controller. Such a controller con-
sists of a set of communicatinglocal controllersas-
sociated with modules. The role of a each local con-
troller is to observe and to control its associated mod-
ule.

The remainder of the paper is organised as fol-
lows. Section 2 introduces the CP-net models. Sec-
tion 3 provides the computation of necessary infor-
mation related to the building of a decentralised ac-
tive controller. Section 4 deals with the building of a
CP-net model representing a local controller. Finally,
section 5 summarizes the main conclusions and per-
spectives of this work.

2 PRELIMINARIES

In this paper, the plant model to be considered is as-
sumed to be made up of several communicating mod-
ules. The communication is ensured via the execu-
tion of common actions. Further, we assume that each
module corresponds to aResource Allocation System
(RAS). A RAS, as defined in (Reveliotis et al., 1997),
corresponds to a set of resources, that can be of many
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types and available in any amount of copies, and a
set of generic processes, that can be instantiated in a
collection of processes.

Formally, a RAS is a tuple(R,GP,GetR,PutR)
where:

• R=(RT,Rnb) is the resource specification, s.t.RT
is the finite set of resource types, andRnb∈
Bag(RT)1 is a multiset onRT representing the
amount of available copies of each resource type.

• GP is the finite set of generic processes.
A generic processGi=<Psi,Fi ,Ci > is defined by
a finite state machine (FSM) as follows:

– Psi = {p0i , pi1, pi2, ..., pil (s)} is the finite set of
states, wherep0i represents the ’idle’ place of
the generic process. The ’idle’ place is the ini-
tial place of whole process instance.

– Fi : Psi → Psi is the flow relation representing
the state transitions.

– Ci is the finite set of identities of process in-
stances.

• GetR: Fi → Bag(R) is the resource allocation
function

• PutR : Fi → Bag(R) is the resource restitution
function

A RAS can be modelled by a CP-net. Such a CP-
net is built from a collection of FSMs (representing
the generic processes), a resources place, and connec-
tion arcs related to the resource management.

A marked CP-netN representing a RAS, where
N =< P,T,C,W−.W+,Φ,M0 >, is defined as follow-
ing:

• P= PS∪{pR} is a finite set of places wherePS=⋃|GP|
i=1 Psi, and pR represents the resources place

such thatPsi∩Ps j = /0 andPS∩{pR}= /0.

• T is a set of transitions recursively built as fol-
lows:
Initially T = /0, then T = T ∪ { fi j }; i =
1, .., |GP|; j = 1, .., |Fi|.
The elements ofT may be lexicographically re-
named so as we can use the notationT = {ti}; i =
1, .., |T|.

• C =
⋃|GP|

i=1 Ci
⋃|GP|

i=1 (Ci ×Cr) ∪Cr whereCr is a
colour domain ofpR,Cr = RT.

• W− = W−
S ∪ W−

R , where W−
S : (Ps × T) →

{0,
⋃|GP|

i=1 Xi} such thatXi is a variable defined on
Ci , andW−

R : ({pR} × T) → Bag(Cr) such that
∀t ∈ T,W−

R (pR, t) = GetR( fi j ).

• W+ = W+
S ∪ W+

R , where W+
S : (Ps × T) →

{0,
⋃|GP|

i=1 Xi} such thatXi is a variable defined on

Ci , andW+
R : ({pR} × T) → Bag(Cr) such that

∀t ∈ T,W+
R (pR, t) = PutR( fi j ).

• M0 the initial marking is a function defined onP,
such thatM0(p) = Bag(C(p)), for all p ∈ P. M0
is defined as follows:
∀p∈PS\(

⋃|GP|
i=1 {p0i});M0(p) = 0;M0(pR) =Rnb

andM0(p0i)≥ 1.

• Φ is a function which associated a guard with any
transition. By defaultΦ(t) is true for any transi-
tion t.

We consider a decentralised system consisting of
several modules that communicate. We assume that
each module corresponds to a RAS modelled by a
CP-net. The communication between CP-nets can
be performed through two possible forms. The asyn-
chronous form by means of shared places, or in syn-
chronous form by means of shared transitions. Since
communication via shared places can be transformed
into synchronisation via shared transitions, it suf-
fices to support the latter (Christensen and Petrucci,
2000). Modular CP-nets (Christensen and Petrucci,
1995) allow to model efficiently such systems. The
latter models introduce structure to CP-nets by let-
ting modules specified separately. For further details
about modular CP-nets, one may refer to original pa-
pers (Christensen and Petrucci, 1995).

Let beK = {1, ...,m}. A modular CP-net is a pair
MCPN= ({Nk|k∈ K},TF) satisfying:

• {Nk|k ∈ K} is a set of modules such that∀k ∈
K,Nk =< Pk,Tk,Ck,W

−
k .W+

k ,Φk > is a CP-net,

• TF ⊆ 2T is a finite set of transition fusion sets
whereT =

⋃
k∈K Tk.

In a modular CP-net, all transitions belonging to
the same transition fusion set are fired as one indivis-
ible action sharing the values assigned by a common
binding. The binding is a function used to assign only
one value for a variable of a transition fusion set, i.e.
a variable name refers to the same value for all transi-
tions in a transition fusion set.

Example 1. Throughout this paper, we consider the
producer-consumer problem. In this problem, there
are two kinds of processes, namely producers and
consumers, sharing a stock (a resource). Figure 1(a)
gives a CP-net modelling this problem. C1 = {pr},
Cr = { f ,o} and C2 = {co} are the colour classes
of this net. A token pr is used to model the be-
haviour of a producer, while a token co allows to
model the behaviour of a consumer. The token f indi-
cates the number of free places in the stock, while the
token o indicates the produced objects. We assume
that the stock capacity is two. The colour domains
of places are: C(a1) = C(a2) = C1, C(r) = Cr and
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Figure 1: Example of CP-nets.

C(b1) = c(b2) =C2.
As it is illustrated in Figure 1, the latter CP-net can be
decomposed into two modules A and B. These mod-
ules are both synchronised on transition tcons. The
two shared transitions tcons of module A and B con-
stitute a transition fusion set.

3 DECENTRALISED ACTIVE
CONTROLLER MODEL

In this section, we present the synthesis approach of
a decentralised active controller. As a plant model,
we consider a decentralised DES consisting of sev-
eral modules modelled by a modular CP-net. We
assume that every module is structured on a set of
generic processes sharing a set of resources. As our
aim is to resolve the state forbidden problem, the con-
trol specification is then expressed in terms offorbid-
den markings. In a first step, we use the reachability
graph to determine thedangerous markingsas well
as transitions to be disabled from firing by the local
controllers, called theforbidden transitions. The dan-
gerous markings are markings from which the control
actions must be applied by disabling some forbidden
transitions.

3.1 Architecture of a Decentralised
Active Controller

A decentralised controller consists of a set of local
controllers where each one is associated with one
module of the plant model. The preventing of a tran-
sition from firing in a dangerous marking is ensured
by the local controller associated with the module to
which the transition belongs. Each local controller
has to observe permanently the evolution of its asso-
ciated module by tracking its current local marking.
However, since a control action depends mainly on
the reached global state of the plant model (the en-
tire system), then a local controller requires to observe
some evolutions of the plant model. Such a global ob-

servation is performed, when it is necessary, by com-
municating with the other local controllers. In sum-
mary, each derived local controller associated with a
module has three main features:

• Observing the current local state of its module,

• Communicating with the other local controllers to
determine the global state of the plant model when
it is necessary,

• Performing control actions by preventing the fir-
ing of some transitions of its associated module.

For sake of simplicity, we propose to decompose
a local controller into two submodules. The first one,
calledcommunication submodule, observes and dif-
fuses the current local marking of its associated mod-
ule, while the second submodule, calledexecutor sub-
module, performs the control actions by preventing
some transitions of its associated module from fir-
ing. For this purpose, the executor submodule must be
able to identify when the overall plant model reaches
a dangerous marking. This ability is ensured by com-
municating with communication submodules. It is
worth noting that an executor submodule is associated
with a module only when there exists at least one tran-
sition of the module to be disabled by the controller.

3.2 Determining the Admissible
Behaviour

The supervisory control theory classifies the transi-
tions into two categories. First category consists of
the controllable transitionswhich may be disabled
when it is necessary. In contrast, the transitions be-
longing to the second category, calleduncontrollable
transitions, are beyond any control procedure. Hence,
we assume that the transition set of the plant model is
partitioned into two disjoint subsets: the set of con-
trollable transitions and the set of uncontrollable ones.

The disabling of a transition is performed in adan-
gerous markingfrom which the firing of the transition
leads to a forbidden marking. So that, we have to
identify the setΩ of state-transitionsto be disabled.
Every element ofΩ is a couple(M,(t,c)) whereM
is a dangerous marking, and(t,c) is a controllable
coloured transition, calledforbidden transition, such
that the firing oft with colour c from M yields to a
forbidden marking.

The setΩ of state-transitions is computed from
the reachability graph of the plant model. The ba-
sic idea is to remove forbidden nodes. Nodes becom-
ing unreachable from the initial marking and the non
coreachable markings must be removed from the ad-
missibility graph. The identification of dangerous and
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forbidden nodes is performed according to the follow-
ing rules:

• a marking is qualified as dangerous if it has at
least one output arc where its destination is a for-
bidden marking,

• a marking is qualified as forbidden when it has no
output arcs and it is not a final marking, or it is a
dangerous marking and it has at least one output
arc labelled by an uncontrollable transition,

• every forbidden marking must be removed with
its input and output arcs.

In (Abid et al., 2010), an algorithm is proposed for
the computation of the admissibility graph and the set
Ω of state-transitions.

Example 2. Consider the example of producer-
consumer. Its reachability graph is illustrated by
Fig. 2. Assume that we want to restrict the stock ca-
pacity to hold only one object. Therefore, the initially
specified set of forbidden markings is

FM = {M10,M13,M14,M15,M16,M17}.
By determining the admissible behaviour, we ob-
tain the admissibility graph of Fig. 3 and the
set of state-transitionsΩ = {(M6,(t prod,< pr,o >
)),(M11,(t prod,< pr,o>)),(M12,(t prod,< pr,o>
))}, where M6 =< 1,1,1,1,1,0 >, M11 =<
1,1,1,1,0,1 > and M12=< 0,2,1,1,0,1 >. Thus,
the coloured transition(t prod,< pr,o >) has to be
disabled in markings M6, M11or M12.

Let d be a dangerous state. We useFT(d) to de-
note the set of coloured forbidden transitions related
to d. Each element ofFT(d) is a coloured transition
(t,c) such that the firing of(t,c) in d leads to a forbid-
den or inadmissible state. Letk be a module, we use
FTk to to determine the set of forbidden transitions of
modulek. Let DSbe the set of dangerous states.FT
may be viewed as an application defined as follows:

FT : DS→ 2T

d 7→ {(t,c)|(d,(t,c)) ∈ Ω}
Basically, a local controller can only observe the

behaviour of its associated module. Since each lo-
cal controller has to communicate with the other local
controllers in order to build and identify dangerous
markings, we introduce the notion ofdangerous local
marking. A dangerous local marking of a module is a
local marking from which we can build a dangerous
marking.

Let Mk be a local marking of modulek.
Mk is a local dangerous markingi f f ∃M′ ∈ [M0〉 :
M′

k = Mk∧M′ is a dangerous marking.
For every local marking associated with a module

k, we make available the following data:
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Figure 2: Example of a reachability graph.
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Figure 3: Example of admissibility graph.

• the set of dangerous markings,

• the set of dangerous local markings of modulek,

• the setFTk of forbidden transitions of modulek
and their correspondent dangerous marking.

Example 3. From the setΩ computed in previous ex-
ample, we determine the following sets:
The set of dangerous local markings of module A is
SDLMA = {< 1,1,1,1>,< 0,2,1,1>}.
In module A, there exists only one forbidden transi-
tion:
FTA(M6) = FTA(M11) = FTA(M12) = {(t prod,<
pr,o>)}.
The set of dangerous local markings of module B is
SDLMB = {< 1,0>,< 0,1>}.
In module B, there is no forbidden transitions, then:
FTB(M6) = FTB(M11) = FTB(M12) = /0.

4 A LOCAL CONTROLLER
MODEL

Now, we describe the CP-net model of a local con-
troller. The key idea of the decentralised active con-
troller approach is that a local controller must be able
to detect the reaching of a dangerous state. Once a
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Figure 4: CP-net modelling a local controller.

dangerous marking is detected, the local controller re-
moves appropriate authorisations in order to disable
the firing of some forbidden transitions of its associ-
ated module. Basically, a local controller has to han-
dle, permanently, information about the current local
marking of its module. In contrast, a global marking
is determined for a local controller through commu-
nication. Intuitively, a local controller diffuses its ob-
served local state to the other local controllers when it
detects that the observed local state may be a part of
a dangerous global state.

As precited, a local controller can be seen as the
composition of two submodules, namely the com-
munication and the executor submodules. The main
purpose of the first submodule is to determine and
diffuse the current local marking of its associated
module to other local controllers, while the executor
submodule performs the control actions. More pre-
cisely, the communication submodules send the deter-
mined local markings to every executor submodule.
Then, each executor module can determine whether
the plant model reaches a dangerous global mark-
ing from which some transitions have to be prevented
from firing.

The communication submodule diffuses the cur-
rent local state of its associated module according to
the following rules:

• Its associated module reaches a dangerous local
state from another local state (dangerous or not),

• Its associated module reaches a non dangerous lo-
cal state from a dangerous local state.

Figure 4 describes the CP-net modelling a local
controller. Let us consider a DES, made up ofm
modules, modelled by a modular CP-netMCPN =
({Nk|k∈ K = {1, ...,m}},TF), where∀k∈ K,Nk =<
Pk,Tk,Ck,W

−
k ,W+

k ,M0,k,Φk >. In a first step, we de-
tail the formal definition of the communication sub-
module. Secondly, we define the executor CP-net
submodule.

Step 1: the communication submodule. Let us
consider the CP-netNk modelling module k ∈
K. The model representing modulek connected
to its associated communication submodule is a
CP-net N1k obtained fromNk, so that N1k =<
P1k,T1k,C1k,W1−k ,W1+k ,M10,k,Φ1k >.
P1k = Pk∪{CLMk,DLMk,LaSk}, where:

• CLMk represents the current local marking of
modulek,

• DLMk contains the set of of dangerous local mark-
ings associated with modulek,

• LaSk indicates whether the last communicated
current local marking of modulek is dangerous,
or not.

T1k = Tk∪{S−DLMk,S−CLMk}, where:

• S−DLMk is a synchronised transition allowing to
send a dangerous local marking,

• S−CLMk is a synchronised transition. It allows to
send a non dangerous current local marking when
it is reached from a dangerous global marking.

Now, we introduce the following additionnal colour
classes:
Cnum= {1,2, . . . ,MaxInt} is a colour class represent-
ing a set of finite positive integers. The elements of
Cnumare used to model the occurrences of some given
tokens. We assume thatMaxInt is large enough to be
greater than the bound of maximum occurrences of
any token in a reachable marking,
Cstatus= {tosend,sent} is a colour class where the ob-
ject sent(resp. tosend) is used to identify whether a
current local marking is already sent to all executor
submodules (resp. not yet sent),
Cf lag = {d f lag,o f lag} where the objectd f lag
(resp. o f lag) is used to indicate whether the last
diffused local marking is dangerous (resp. not dan-
gerous).
Every added place is characterised by a colour domain
and an initial marking defined as follows:

• PlaceLaSk allows to hold information indicat-
ing whether the last communicated current local
marking is dangerous or not. For this purpose,we
use the colours ofCf lag. Thus,C(LaSk) = Cf lag.
Initially, placeLaSk is empty.

• PlaceCLMk holds the current local marking of
module k, and information whether this local
marking is communicated. A local marking is
represented by a tuple made up of counters. Each
counter holds the information about the occur-
rence of tokens in a given place (according to the
lexical order) among process places and the re-
source place. Such a representation is obtained
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through a Cartesian product performed on the ba-
sis of the numberl of process classes in modulek,
the number of placesxi per a processi and the re-
source classCr,k. More precisely, a local marking
is an element of the following colour class:

CLM,k =
l⊗

i=1

xi⊗
j=1

Cnum

|Cr,k|⊗
u=1

Cnum.

In addition to the current local marking, place
CLMk holds information indicating whether the
current local marking is already communicated
or not. It is performed by using elements of the
colour classCstatus. Thus, the domain class of
placeCLMk is C(CLMk) =CLM,k×Cstatus.
PlaceCLMk is always mono-marked and its ini-
tial markingM0,k(CLMk) is determined from the
initial marking of modulek.

• Place DLMk holds the set of dangerous local
markings of modulek. Each marking is repre-
sented in identical way as for placeCLMk. So that
C(CLMk) = CLM,k. Initially, place DLMk holds
the setSetDLMk which represents the dangerous
local markings of modulek, i.e. M0,k(DLMk) =
SetDLMk. This place is only read accessed.

Now, we give the colour functions associated with the
arcs connecting places to transitions.

• As placeCLMk holds the current local marking
of modulek modelled by CP-netNk, then it has to
be connected to every transition ofTk in order to
keep its information up to date. This is because
the firing of every transition ofTk may update the
current local marking of modulek. PlaceCLMk is
connected to every transition ofTk with an input
arc (reading marking) and output arc (updating
marking) as follows:
∀t ∈ Tk,
W1−k (CLMk, t) =< X1,1, . . . ,Xi, j ,Y1, . . . ,Yu >=
< X >, whereXi, j is a variable defined onCnum
computing the number of tokens in placei of the
process typej (pi j ∈ Pk), and Yu is a variable
defined onCnum reading the occurrence of colour
u in resource places.
∀t ∈ Tk,
W1+k (CLMk, t) =< X′

1,1, . . . ,X
′
i, j ,Y

′
1, . . . ,Y

′
u >=

< X >, whereX′
i, j andY′

u are variables defined on
Cnum and determined as follows:
X′

i, j = Xi, j − χ, whereχ = W+(pi j , t) −
W−(pi j , t),
Y′

u =Y′
u− ξ, whereξ is computed as follows:







W−
k (r, t) = ∑

i
αi .r i ,

W+
k (r, t) = ∑

i
α′

i .r i
⇒ ξ = α′

u−αi .

• The colour functions related toS−DLMk:
W1+k (DLMk,S − DLMk) = W1−k (DLMk,S −
DLMk) =< Dk >;
W1−k (CLMk,S−DLMk) =< Dk, tosend>;
W1+k (CLMk,S−DLMk) =< Dk,sent>;
W1−k (LaSk,S−DLMk) =<Y >;
W1+k (LaSk,S−DLMk) =< d f lag>;
whereDk ∈CLM,k andY ∈Cf lag.
The colour functions related toS−CLMk:
W1−k (CLMk, ,S−CLMk) =< Ok, tosend>;
W1+k (CLMk, ,S−CLMk) =< Ok,sent>;
W1−k (LaSk,S−CLMk) =< d f lag>;
W1+k (LaSk,S−CLMk) =< o f lag>;
where[Ok ∈CLM,k].
TransitionS−CLMk is associated with the guard
[Ok 6∈ SetDLMk].

Step 2: the executor submodule. Now, we
present the features of the executor submod-
ule. It is obtained from the CP-netN1k =<
P1k,T1k,C1k,W1−k ,W1+k ,M10,k,Φ1k >, modelling
modulek with its associated communication submod-
ule.
The model representing a modulek and its local con-
troller is a CP-netN∗

k obtained fromN1k, so that
N∗

k =< P∗
k ,T

∗
k ,C

∗
k ,W

∗−
k ,W∗+

k ,M∗
0,k,Φ

∗
k >, where:

P∗
k = P1k∪{GMk,DMk,ASk,ATk}, where:

• GMk represents the global marking of the overall
plant model,

• DMk holds the set of dangerous global markings,

• ASk represents the alert state of the local controller
associated with modulek,

• ATk contains the set of authorisations for forbid-
den transitions of modulek.

T∗
k = T1k ∪ {A − INk,A − OUTk}

⋃
i∈K\{k}{S −

DLMk,i}
⋃

i∈K\{k}{S−CLMk,i}, where:

• A− INk allows to enter the alert state,

• A−OUTk allows to quit the alert state,

• ⋃
i∈K\{k}{S− DLMk,i} is a set of shared transi-

tions. The firing of a transitionS− DLMk,i al-
lows the executor submodulek to receive a dif-
fused dangerous local marking from the commu-
nication submodulei.

• ⋃
i∈K\{k}{S−CLMk,i} is a set of shared transi-

tions. The firing of a transitionS−CLMk,i allows
modulek to receive a non dangerous local mark-
ing from the communication submodulei.

The colour domain and the initial marking associated
with every added place are as follows:
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• PlaceGMk holds the marking of the overall plant
model. Its colour domain is a Cartesian product
of colour classes representing local markings of
individual modules. Thus, the colour domain of
GMk is defined as follows:

C∗(GMk) = ∏
i∈K

CLM,i

Initially, the marking of placeGMk represents the
initial marking of the overall plant model.

• PlaceDMk maintains the set of state-transitions of
modulek. Its colour domain is

C∗
k(DMk) =C∗(GMk)×CFT,k

, whereCFT,k denotes the colour class represent-
ing forbidden transitions of modulek. This place
is only read accessed.

• PlaceASk indicates that the controlled modulek
is in alert state. Its marking indicates the global
marking of the controlled system and the transi-
tion to be prevented from firing.

C∗
k(ASk) =C∗(GMk)

Initially, placeASk is empty as all forbidden tran-
sitions are authorised.

• PlaceATk is connected to every forbidden transi-
tion by one input/ output arc in order to check the
presence of the associated firing authorisation:
∀t ∈ FTk,W

∗+
k (ATk, t) = W∗−

k (ATk, t) =< Xt >,
whereXt is defined onCFT,k and represents the
identity of the coloured forbidden transition. Fur-
ther, we associate with every forbidden transition
the following guard expression:

[
∨

c∈C(t)

[
∧

X∈Var(t)\{Xt}
X = X(c)∧Xt = id f t(t,c)]]

whereid f t is a function which maps a forbidden
coloured transition(t,c) to an element ofCFT,k
representing the identity of(t,c). This associated
guard expression allows to associate the appropri-
ate authorisation for a coloured transition.

The colour functions of the arcs connecting the con-
troller places to a subset ofTk and to the transitions
A− Ink andA−Outk are defined as follows:
W−∗

k (DMk,A − Ink) = W∗+
k (DMk,A − Ink) =<

D,FT −D >
W−∗

k (GMk,A− Ink) =W∗+
k (GMk,A− Ink) =< D >

W−∗
k (ATk,A− Ink) =< FT −D >

W+∗
k (ASk,A− Ink) =< D,FT −D >

W+∗
k (ASk,A−Outk) =< D,FT −D >

W−∗
k (GMk,A−Outk) =<C>

W+∗
k (ATk,A−Outk) =< FT −D > .

D andC∈CGM, FT −D ∈CFT,k.
TransitionA−Outk is associated with the predicate
[C 6= D]. For everyi ∈ K, placeGMk is connected
to theS−DLMk,i andS−CLMk,i allowing to update
the local marking of modulei in placeGMk. The
associated colour functions are defined as follows:
W−∗

k (GMk,S−DLMk,i) =< X1, ...,Xi , ...,Xm >;
W+∗

k (GMk,S−DLMk,i) =< X1, ...,Xi−1,Di , ...,Xm >;
W−∗

k (GsMk,S−CLMk,i) =< X1, ...,Xi , ...,Xm >;
W+∗

k (GMk,S−CLMk,i) =< X1, ...,Xi−1,Di , ...,Xm> .
In summary, the controlled model, obtained
from MCPN, is modelled by the modular CP-
net MCPN∗ = ({N∗

k |k ∈ K},TF∗), where TF∗ =
TF ∪ {FS−CLMk|i ∈ K} ∪ {FS− DLMk|k ∈ K},
where:

• ∀k∈ K, FS−CLMk is a transition fusion set such
thatFS−CLMk = {S−CLMk,i|i ∈ K};

• ∀k∈ K, FS−DLMk is a transition fusion set such
thatFS−DLMk = {S−DLMk,i|i ∈ K}.

Remark 1. The transitions S−CLMk, S− DLMk,
A− Ink and A−Outk must have special high prior-
ity over all the transitions of the plant model and are
fired immediately when enabled.

Example 4. In our considered example, only t prod
which belongs to model A is a forbidden transition.
Thus, the local controller associated with module A
consists of the communication and the executor sub-
modules, while the controller associated with module
B consists only of a communication submodule. The
different features of the local controller associated
with module A are:
C∗

A(CLMA) =Cnum×Cnum×Cnum×Cnum×Cstatus
The first and the second elements respectively define
the number of producers in places a1 and a2. The
third and the fourth elements respectively handles the
occurence number of f and o in place r.
CFT,A = {t prodPro} where t prodPro denotes the
authorisation for the firing of transition t prod with
colour< pr,o>.
CA(GMA)=Cnum×Cnum×Cnum×Cnum×Cnum×Cnum
where the first four elements allow to handle the local
marking of module A, while the fifth and the sixth
elements handle the local marking of module B.
The initial markings of places are:
M∗

0,A(CLMA) =< 2,0,2,0,sent>
M∗

0,A(DLMA) =< 1,1,1,1>+< 0,2,1,1>

M∗
0,A(ATA) = t prodPro

M∗
0,A(GMA) =< 2,0,2,0,2,0>

M∗
0,A(DMA) =< 1,1,1,1,1,0 > + < 1,1,1,1,0,1 >

+< 0,2,1,1,0,1>
∀t ∈ TA,W

∗−
A (CLMA, t) =< X1,1,X1,2,Y1,Y2,Z >

W∗+
A (CLMA, ta{pr}) =< X1,1 − 1,X1,2 +

1,Y1,Y2, tosend>
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W∗+
A (CLMA, t prod{< pr,o >}) =< X1,1 + 1,X1,2 −

1,Y1−1,Y2+1, tosend>
W∗+

A (CLMA, tconsum{o}) =< X1,1,X1,2,Y1 + 1,Y2 −
1, tosend>.

5 CONCLUSIONS

In this paper, we have investigated the problem of de-
signing a decentralised controller based on CP-nets
for the forbidden states problem. Considering global
specifications, the obtained decentralised controller
consists of a set of communicating local controllers,
where each one is able to observe permanently the
current state of its associated module. Communica-
tion between local controllers allows, when it is nec-
essary, a local controller to determine the global state
of the entire plant model. Each local controller has
a fixed structure whatever the system to control. So
that, the synthesis approach is reduced to the deter-
mination of the parameters related to each local con-
troller. It is performed mainly by determining the ad-
missible behaviour. Further, this makes the proposed
approach easier to understand, and to implement in
practice.
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Abstract: In this paper a Constrained Finite Time Optimal Controller (CFTOC) is designed and applied to the diving and
steering problem of an Autonomous Underwater Vehicle. The non–linear model of the AUV is presented and
the decoupled linear models for the steering and diving motions of the vehicle are derived, based on certain
modeling assumptions and simplifications, while the cruising speed of the vehicle is considered to be small
and constant. The proposed control scheme has the merit to take under consideration: a) the mechanical and
physical constrains of the AUV, b) uncertainties produced from modeling errors and environmental noise, c)
constrains in the motors, and produce an optimal controllerfor the vehicle that will guarantee the stability of
the closed loop system. The proposed CFTO–controller is applied to simulation studies and relevant simulation
results are presented that prove the efficacy of the proposedscheme.

1 INTRODUCTION

In the last years there was a strong interest towards
the development of Autonomous Underwater Vehi-
cles (AUV) and Remotely Operated Vehicles (ROV).
These classes of underwater vehicles are intended to
provide simple, long–range, low–cost measurements
of environmental data or surveillance studies. Al-
though ROVs have been utilized in the past in many
applications, in the recent years there has been a
growing demand for the utilization of AUVs as these
vehicles are superior to the ROVs, are completely au-
tonomous and are not suffering from the demand of
high operating costs, dedicated cables for carrying the
data links between the vessel and the ROV and expe-
rienced crew to guide the vehicle (Yuh, 2000; E. An,
2001; Foresti, 2001).

The superiority of AUVs and their complete au-
tonomy are generating more demands for modeling
approaches and applied control algorithms as more
accurate and fast control actions should be applied to
the vehicle to improve the overall performance. In
the utilized model of an AUV, when other factors are
taken under consideration, including: a) parametric

uncertainties such as added mass, hydrodynamic co-
efficients, lift and drag forces, b) highly and coupled
non linearities, and c) environmental disturbances like
ocean currents and wave effects, the problem of ap-
plying a most suitable control law is widely increased.

In the area of mathematical modeling for AUVs,
there have been extended analytical approaches with
the main variation being the level of association be-
tween the hydrodynamic phenomena and the under-
water rigid body dynamics. In the general case the
mathematical models contain hydrodynamic forces
and moments expressed in terms of a set of hydro-
dynamic coefficients, therefore it is of paramount im-
portance toa priori know the true values of these
coefficients to control the AUV accurately. In most
of the cases experimental measurements are needed
to tune the hydrodynamic parameters of the models
while the relative literature is providing sufficient ref-
erences and methodologies for calculating these pa-
rameters in various types of underwater vehicles.

In the area of controlling AUVs, until now various
classical approaches have been utilized. More specif-
ically many control strategies have been appeared in
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the literature for the diving and steering control of an
AUV such as: Optimal control (Field, 2000), Neu-
ral Networks (Kawano and Ura, 2002), Fuzzy con-
trol (Debitetto, 1995), Adaptive Sliding Mode con-
trol (Cristi et al., 1990), Proportional and Derivative
(PD) control (Bjorn, 1994; Pestero, 2001), Sliding
Modes Control (SMC) (Healey and Lienard, 1993;
Rodrigues et al., 1996) and Linear Quadratic Gaus-
sian (LQG) controller (Fossen, 1994b). In all these
approaches, in the first stage of the controller design,
decoupling can be applied to the movements of the
AUV and each movement can be modeled and con-
trolled by a different set of differential equations and
different controllers.

In the current research effort the aim is to utilize
a more accurate and realistic modeling approach for a
torpedo like AUV, the REMUS AUV, and based on the
derived decoupled model of the vehicle’s motions to
design a novel constrained finite time optimal control
scheme for the diving and steering motions. The pro-
posed control scheme has the advantage of taking un-
der consideration in the design phase: a) the physical
and mechanical constrains, b) the disturbances from
the environmental noise, and c) the additive uncer-
tainty on the system transfer function due to modeling
errors and non–linearities. In spite of the complexity
of the control design stage (off–line), the on–line con-
troller implementation results in an exhaustive search
in a multidimensional look–up table, depending on
the number of the system’s states and control inputs,
that can be easily implemented in an on board micro–
controller .

This article is structured as follows. In Section 2
the utilized modeling approach for the AUV is pre-
sented, while the design of the proposed CFTO–
control scheme is presented in Section 3. The validity
of the proposed scheme is provided in Section 4 by
simulation results, resulting from the application of
the proposed scheme to the diving and steering mo-
tions of the AUV. Finally the conclusions are drawn
in Section 5.

2 AUV MODELING

The AUV under study is a torpedo like underwater
vehicle and it is illustrated in Figure 1 with the rele-
vant body–fixed and inertial coordinate systems. The
modeling of the equations of motion will be derived
by the utilization of a relative standard framework
that has been established in (Gertler and Hagen,
1967) and revised in (Humphreys, 1976) and (Feld-
man, 1979) with the assumptions: 1) the vehicle is
deeply submerged in a homogeneous and unbounded

liquid, 2) the vehicle does not experience memory
effects, 3) the simulator neglects the effects of the
vehicle passing through its own wake, and 4) the
vehicle does not experience underwater currents. In
addition, the following assumptions for the vehicle’s
dynamics are also necessary: 1) the vehicle is a rigid
body of constant mass, 2) the control fins do not stall
regardless of angle of attack, and 3) the propulsion
model treats the vehicle propeller as a source of
constant thrust and torque. The vehicle equations
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Surge
Roll

u
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y θ,
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Body-Fixed
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Earth-Fixed
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Figure 1: Body Fixed and Inertial Coordinate System of the
AUV.

of motion in Figure 1, consist of the kinematics,
rigid-body and mechanic terms (Fossen, 1994a) and
by combining the equations for the vehicle rigid–
body dynamics with the equations for the forces and
the moments of the vehicle, we can conclude in the
following non–linear set of equations in a general
framework of six degrees of freedom plane. These
equations follow the SNAME convention (SNAME,
1950) for the assignment of the body–fixed vehicle
coordinate system and are presented in the above for
retaining clarity.

Eq.1 - Surge:

(m−Xu̇)u̇+mzgq̇−myg ṙ = XHS +Xu|u|u|u|+(Xωq −m)ωq

+(Xqq +mxg)q
2+(Xυr +m)υr+(Xrr +mxg)r

2

−myg pq−mzg pr+X prop (1)

Eq.2 - Sway:

(m−Yυ̇)υ̇+mzg ṗ− (mxg −Yṙ)ṙ = YHS +Yυ|υ|υ|υ|+Yr|r|r|r|
mygr2+(Yur −m)ur+(Yωp +m)ωp+(Ypq −mxg)pq

+Yuυuυ+myg p2 +mzgqr+Yuuδr u2δr (2)

Eq.3 - Heave:

(m−Zω̇)ω̇+myg ṗ− (mxg +Zq̇)q̇ = ZHS +Zω|ω|ω|ω|
+Zq|q|q|q|+(Zuq +m)uq+(Zυp −m)υp+(Zrp −mxg)rp

+Zuωuω+mzg(p2+q2)−mygrq+Zuuδs u2δs (3)
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Eq.4 - Roll:

−mzgυ̇+mygω̇+(Ixx −Kṗ) ṗ = KHS +Kp|p|p|p|
−(Izz − Iyy)qr+m(uq−υp)−mzg(ωp−ur)+Kprop (4)

Eq.5 - Pitch:

mzgu̇− (mxg +Mω̇)ω̇+(Iyy −Mq̇)q̇ = MHS +Mω|ω|ω|ω|
+Mq|q|q|q|+(Muq −mxg)uq+(Mυp +mxg)υp

+[Mrp − (Ixx − Izz)]rp+mzg(υr−ωq)+Muωuω+Muuδs u2δs (5)

Eq.6 - Yaw:

−mygu̇+(mxg +Nυ̇)υ̇+(Izz −Nṙ)ṙ = NHS +Nυ|υ|υ|υ|
+Nr|r|r|r|+(Nur −mxg)ur+(Nωp +mxg)ωp

+[Npq − (Iyy − Ixx)]pq−myg(υr−ωq)+Nuυuυ+Nuuδr u2δr (6)

In these equations, the vehicle’s cross products of
inertia Ixy, Ixz, Iyz were assumed to be small and ne-
glected. Moreover, zero value coefficients have not
been included in the current formulation.

2.1 Diving Plane Motion

For deriving the equations of the diving plane motion,
we should take under consideration only the body–
relative surge velocityu, heave velocityω, the pitch
rateq, the earth–relative vehicle forward positionx,
the divingz, and the pitch angleθ. Before linearizing
these equations in (1-6) we will integrate the terms
for the hydrostatics, the axial and crossbow drag, the
added mass, the body and fin lift and finally the mo-
ments. By assuming that the other velocities(υ, p,
r) are negligible, we can result in the following lin-
earized relationships between the body and earth fixed
vehicle velocities (Prestero, 2001):

(m−Xu̇)u̇+mzgq̇−Xuu−Xqq−Xθθ = 0

(m−Zω̇)ω̇− (mxg +Zq̇)q̇−Zωω− (mU +Zq)q = Zδs δs

mzgu̇− (mxg +Mω̇)ω̇+(Iyy −Mq̇)q̇−Mωω+

(mxgU −Mq)q−Mθθ = Mδs δs (7)

where at this point and for clarity in our presentation,
the nomenclature that is ruling equations (1-7) is pre-
sented in Table 1.

If we assume thatzg is small compared to the other
terms, we can decouple heave and pitch from surge,
which results in the following set of equations:

(m−Zω̇)ω̇− (mxg +Zq̇)q̇−Zωω− (mU +Zq)q = Zδs δs (8)

−(mxg +Mω̇)ω̇+(Iyy −Mq̇)q̇−Mωω+

(mxgU −Mq)q−Mθθ = Mδs δs (9)

and based on the mentioned assumptions the vehicle’s
kinematic equations of motion are formulated as (Tri-
antafyllou and Franz, 2003):

Table 1: Utilized parameters and their values in the lin-
earized description of AUV’s diving motion.

Par. Name Par. Name

xg Center of gravity zg Center of gravity

Mθ Hydrostatic m AUV’s mass

Xu Axial drag Xu̇ Added mass

Xq Added mass Iyy Moment of inertia

Zq̇ Heave velocity U Steady velocity

Zω Combined term Zω̇ Added mass

Zq Combined term Zq̇ Added mass

Mω Combined term Mω̇ Added mass

Mq Combined term Mq̇ Added mass

Xθ Hydrostatic

ẋ = cos(θ)u+sin(θ)ω (10)

ż = −sin(θ)u+cos(θ)ω (11)

θ̇ = q (12)

For the linearization of equations in (10-12) it is
assumed that the vehicle motion consists of small per-
turbations around a steady point. In this case,U repre-
sents the steady–state forward velocity of the vehicle.
If heave and pitch are linearized about zero, we have
u = U + u

′
, ω = ω′

andq = q
′
. By utilizing: a) the

equations in (10–12), b) the Maclaurin expansion of
the trigonometric terms, c) dropping the higher order
terms, and d) with the above assumption for the de-
coupling of heave and pitch from surge, the following
linearized kinematic equations of motion are derived:

ż = ω−Uθ (13)

θ̇ = q (14)

The combination of equations (8) and (9) with
those in equations (13) and (14) results in the follow-
ing matrix form for the description of the diving plane
motion of the AUV:











m−Xu̇ −(mxg +Zq̇) 0 0

−(mxg +Mω̇) Iyy −Mq̇ 0 0

0 0 1 0

0 0 0 1





















ω̇
q̇

ż

θ̇











−











Zω mU +Zq 0 0

Mω −mxgU +Mq 0 Mθ

1 0 0 −U

0 1 0 0





















ω
q

z

θ











=











Zδs

Mδs

0

0











[δs] (15)

Assuming that the heave velocities are small com-
pared to the other terms, and that the center of gravity
is equal to the buoyancy center (xg = 0), the equations
in (15) are simplified to the following:






Iyy −Mq̇ 0 0

0 1 0

0 0 1













q̇

ż

θ̇






+







−Mq 0 −Mθ

0 0 U

−1 0 0













q

z

θ







=







Mδs

0

0






[δs] (16)
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and finally for the state space description of the lin-
earized system, it is derived that:







q̇

ż

θ̇






=







Mq
Iyy−Mq̇

0
Mθ

Iyy−Mq̇

0 0 −U

1 0 0













q

z

θ






+









Mδs
Iyy−Mq̇

0

0









[δs] (17)

Given the state vectorx1 = [q z θ]′ ∈ ℜ3 and the input
ucon1 = δs ∈ ℜ we can write the matrix form in (17) as:

ẋ1 = Adivx1+Bdivucon1 (18)

y1 = Cdivx1 (19)

with Adiv =







Mq
Iyy−Mq̇

0
Mθ

Iyy−Mq̇

0 0 −U

1 0 0






, Bdiv =









Mδs
Iyy−Mq̇

0

0









and

Cdiv = [1 0 0].

2.2 Steering Plane Motion

As it was presented in Section 2.2, the diving subsys-
tem controls depth and pitch errors while the steer-
ing subsystem controls heading errors. In the pre-
sented approach it is assumed that the upper–bow rud-
der and the lower–bow rudder, as also the upper–stern
and the lower–stern rudder of the AUV, are of iden-
tical size and shape and are receiving the deflection
command equally, at the same time instant, but in an
opposite direction. Moreover the following assump-
tions are made: 1) the center of mass of the vehicle
lies below the origin (zG is positive), 2)xG andyG are
zero, 3) the vehicle is symmetric in its inertial proper-
ties, 4) the motions in the vertical plane are negligible
([wr, p,q,r,Z,φ,θ] = 0), and 5)ur equals the forward
speed,U . Based on these assumptions and on the cal-
culation of the hydrodynamic coefficients in (Fodrea,
2002), equations (1–6) are simplified to the following
linearized equations:

mυ̇ = −mUr+Yυ̇υ̇+Yυυ+Yṙ ṙ+Yrr+Yδs
δr (20)

Izzṙ = Nυ̇υ̇+Nυυ+Nṙ ṙ+Nrr+Nδs
δr (21)

ψ̇ = r (22)

where the nomenclature that is ruling the above
set of equations is presented in Table 2.

Equations (20–21) in a matrix form could be writ-
ten as:







m−Yυ̇ −Yṙ 0

−Nυ̇ Izz −Nṙ 0

0 0 1













υ̇
ṙ

ψ̇






=







Yυ Yr −mU 0

Nυ Nr 0

0 1 0













υ
r

ψ






+







Yδs

Nδs

0






[δr ] (23)

For the steering subsystem there are three state
variables:r,ψ, adυ. Ther variable is the yaw rate of
turn,ψ variable represents the heading angle, whileυ

Table 2: Utilized parameters and their values in the lin-
earized description of AUV’s Steering motion.

Par. Name

Yυ̇ Added mass is sway

Yṙ Added mass in yaw

Yυ Sway force induced by side slip

Yr Sway force induced by yaw

Nυ̇ Added mass in sway

Nṙ Added mass in yaw

Nυ Sway moment from side slip

Nr Sway moment from yaw

Yδs Linearized rudder action force

Nδs Linearized rudder action force

represents the sway velocity. Based on the assump-
tion made for the vehicle dynamics is that the cross
coupling terms in the mass matrix are zero due to the
assumed symmetry in the rudders, equation (23) can
be given as:







m−Yυ̇ 0 0

0 Izz −Nṙ 0

0 0 1













υ̇
ṙ

ψ̇






=







Yυ Yr −mU 0

Nυ Nr 0

0 1 0













υ
r

ψ






+







Yδs

Nδs

0






[δr ] (24)

whereδr is the control signal applied to both rudders.
The state space description of the linearized system
will be:







υ̇
ṙ

ψ̇






=







Yυ
m−Yυ̇

Yr−mU
m−Yυ̇

0
Nυ

Izz−Nṙ
Nr

Izz−Nṙ
0

0 1 0













υ
r

ψ






+









Yδs
m−Yυ̇
Nδs

Izz−Nṙ

0









[δr ] (25)

Given the state vectorx2 = [υ r ψ]′ ∈ ℜ3 and the
inputucon2 = δr ∈ ℜ, the matrix form in Eq. (25) can
be written as:

ẋ2 = Asteerx2+Bsteerucon2 (26)

y2 = Csteerx2 (27)

where

Asteer =







Yυ
m−Yυ̇

Yr−mU
m−Yυ̇

0
Nυ

Izz−Nṙ
Nr

Izz−Nṙ
0

0 1 0






, Bsteer =









Yδs
m−Yυ̇
Nδs

Izz−Nṙ
0









and

Csteer =
[

1 0 0
]

.

3 CONSTRAINED FINITE TIME
OPTIMAL CONTROLLER
SYNTHESIS

In the proposed control strategy, the aim is to design
a CFTOC–scheme for the decoupled diving and steer-
ing motion of the AUV as it is presented in Figure 2.
At this point it should be mentioned that the speed
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u ∈ ℜ of the AUV was considered to be constant and
no control action has been considered for this mo-
tion while the control actions are applied to the lin-
ear model of the AUV after the ZOH. Prior to the de-
sign of the control algorithm, it is necessary to model
and take under consideration in the controller’s syn-
thesis, the mechanical constrains of the utilized AUV,
the disturbances that are introduced from the onboard
sensors, the additive uncertainties due to modeling er-
rors and the non–linearities.

AUV
Model

Σ

W

CFTO
Controller

ZOH
Sampler

Σ

Reference

Figure 2: The Proposed Control Scheme for the AUV’s
Depth and Steering Motions

The derived linearized decoupled models in equa-
tions (18-19) and (26-27) are valid only for small val-
ues of pitch, yaw and fin angles around the lineariza-
tion points. Moreover, the control actionsucon1, ucon2

should also be bounded due to physical constraints
applied to the motors. We consider the state vec-
tor X = [x1, x2]

T ∈ ℜ6 and the control vectorU =
[ucon1, ucon1]

T ∈ ℜ2.
Let the matrixHi be a zeroed 2×8 matrix except

for its i–th column, which is equal to[1,−1]T and
with i ∈ [1,2, · · · ,16], i.e.:

Hi =

[

0 ... 0 1 0 ... 0
0 ... 0 −1 0 ... 0

]

(28)

The bounds can be cast in a more compact form as:
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X

min
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X

max
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X
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6
−−
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max
1
U

min
1
U

max
2
U

min
2

































16×1

(29)

where the notationX i corresponds to theith element
of the vectorX .

Due to factors such as noise, accuracy of measure-
ments and round–off errors, the onboard measure-
ments are not ideal. These inaccuracies in the mea-
surements, in the presented approach are considered

as additive disturbances to the system models. More-
over we will consider uncertainty in the state space
matrices, due to the existence of modelling simplifi-
cations and errors. If we consider a sampling time
Ts ∈ ℜ+, the combined discrete time version of equa-
tions (18-19) and (26-27) with the effects of the ad-
ditive noise, can be cast as piecewise affine (PWA)
system:

Ẋ =

[

A∗,i
div 03×3

03×3 A∗,i
steer

]

X +
[

B∗,i
div B∗,i

steer

]

U +W (30)

with the constraints in (29). The notation(·)∗ repre-
sents the discrete time value of the corresponding ma-
trix, while W ∈ ℜ8 is an additive and of a zero mean
white noise, bounded by the setW ⊆ ℜ6. Moreover
j ∈ S , with S , {1,2, · · · ,s}, is a finite set of indexes
ands ∈ Z+ denotes the number of affine sub–systems
in (30). For polytopic uncertainty,Ω is the polytope
defined as:

Ω =Co{[A∗,1
div A∗,1

steer B∗,1
div B∗,1

steer ], · · · , [A∗,s
div A∗,s

steer B∗,s
div B∗,s

steer ]}, (31)

where Co denotes the convex hull and
[A∗,i

div A∗,i
steer B∗,i

div B∗,i
steer ] are vertices of the con-

vex hull. Any [A∗
div A∗

steer B∗
div B∗

steer ] within the
convex setΩ is a linear combination of the vertices:

[A∗
div A∗

steer B∗
div B∗

steer] =
L

∑
j=1

a j[A
∗
div A∗

steer B∗
div B∗

steer] (32)

with ∑L
j=1a j = 1, 0≤ a j ≤ 1.

The CFTOC-design problem consists of com-
puting the optimum control vector sequenceŨ =
[U k U k+1 ... U k+N−1]

T , whereN corresponds to the
prediction horizon that minimizes the following cost
function:

JN(X k,X
r) = [X k+N −X r)]T P̃ [X k+N −X r ]+

N−1

∑
m=0

[U k+m]
T R [U k+m]+ [X k+m −X r ]T Q [X k+m −X r ]

where P̃ ∈ ℜ6×6 with P̃ = P̃T ≥ 0, R ∈ ℜ2×2 with
R = RT > 0 andQ ∈ ℜ6×6 with Q = QT ≥ 0, are full
column rank weighting matrices penalizing the corre-
sponding optimization variables i.e predicted states,
control effort and the desired final state, respectively,
while X r is the reference set–point.

The solution to the CFTOC problem (Borelli et al.,
2003; Grieder et al., 2004; Kvasnica et al., 2004) is a
continuous control action of the form:

U k = FlX k +Gl if X k ∈ R̃l (33)

where R̃l , l ∈ {1, ...lmax} corresponds to a convex
polyhedron(R̃l ∈ ℜ6) calculated by the algorithm,
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andFl ∈ ℜ2×6, Gl ∈ ℜ2,1. Thelmax–number of poly-
hedra is similarly specified by the algorithm. In gen-
eral the higher the number of the PWA–systems along
with the large dimension of the state vector and the
number of constraints, the more complicated the so-
lution is.

This complexity increases significantly with the
value of the prediction horizonN, and the number
lmax of the convex polyhedra (regions) grows up (usu-
ally) exponentially. Certain techniques have been de-
vised to merge the various regions into larger ones
without significantly compromising the validity of the
solution. For the on–line implementation of the con-
troller the numberlmax of the regions is not only a
measure of the controller’s complexity but also affects
its implementation typically precomputed in a look–
up table.

4 SIMULATION STUDIES

The proposed CFTO–control scheme has been ap-
plied in simulation studies on the model of the RE-
MUS AUV. Based on experimental results in (Pres-
tero, 2000) the parameters presented in Tables I and
II were tuned and the continuous time state space ma-
trices for the diving and steering motion of the AUV
are:

Adiv =







−0.82 0 −0.69

0 0 −1.54

1 0 0






, Bdiv =







−4.16

0

0






(34)

Asteer =







−1.01 −0.68 0

−0.54 −0.82 0

0 1 0






, Bsteer =







0.22

−1.19

0






(35)

The constraints on the control inputs and the out-
puts have been arbitrary set to:ucon1min

= −10 ≤
ucon1(t)≤ 10= ucon1max

, ucon2min
= −60≤ ucon2(t)≤

60= ucon2max
andy1min =−500 ≤ y1(t)≤ 500 = y1max ,

y2min =−700 ≤ y2(t)≤ 500 = y1max respectively. The
constrains for the states have been set as:

−300 ≤ X1 ≤ 300

−200 ≤ X2 ≤ 200

−360≤ X3 ≤−360

−500 ≤ X4 ≤ 500

−400 ≤ X5 ≤ 400

−360≤ X3 ≤−360

For the state space matrices
Adiv, Bdiv, Asteer, Bsteer, we assume that there is
an additive corrupting uncertainty of 1%, while the
additive disturbances have been set to 0.01 · I6×1.

The selection that has been made on the penalizing
matrices for the CFTOC cost wasP = 103 · I6×6,
R = I2×2 and Q = 103 · I6×6. The output set–point
was selected for the diving motion asY1re f = 50

andY2re f = 50 for the steering motion. The initial
augmented state vector wasX init = O6×1. For the
controllers formulation the 2− vector norm case was
tested and the discretization has been made with a
sampling period ofTs = 1sec.

The resulting controllers’ partitions for the diving
and steering motion are presented in Figures 3 and 4,
while the responses of the diving and steering motions
are displayed in Figures 5 and 6 respectively, while
the controllers’ response for the cases of the diving
and steering motion are presented in Figures 7 and 8
respectively. Finally in Figure 9 the 3–D combined
movement of the AUV (including displacement with
a constant speed (U=1.54m/sec) is displayed.

Figure 3: CFTO–Controller Partitioning for the Diving Mo-
tion.

Figure 4: CFTO–Controller Partitioning for the Steering
Motion.
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Figure 5: Diving Motion Time Response.
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Figure 6: Steering Motion Time Response.
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Figure 7: Controller Effort for the Diving Motion.

5 CONCLUSIONS

In this paper a constrained finite time optimal con-
troller for the diving and steering motion of an AUV
has been presented. The utilized proposed scheme
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Figure 8: Controller Effort for the Steering Motion.
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Figure 9: 3–D Combined movement of the AUV.

was developed based on the decoupled equations of
motion for the diving and steering of the AUV. The
derived Constrained Finite Time Optimal control had
the ability to take under consideration: a) the con-
strains on the inputs, outputs, and the states of the
model, b) the corrupting disturbances due to the ex-
istence of the noise in the measurements, and c) the
uncertainty in the modeling procedures. Simulation
results have been presented that prove the validity of
the proposed scheme.
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A NEW PREDICTOR/CORRECTOR PAIR TO ESTIMATE THE
VISUAL FEATURES DEPTH DURING A VISION-BASED
NAVIGATION TASK IN AN UNKNOWN ENVIRONMENT

A Solution for Improving the Visual Features Reconstruction During an Occlusion
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Abstract: This papers deals with the problem of estimating the visual features during a vision-based navigation task
when a temporary total occlusion occurs. The proposed approach relies on an existent specific algorithm.
However, to be efficient, this algorithm requires highly precise initial values for both the image features and
their depth. Thus, our objective is to design a predictor/estimator pair able to provide an accurate estimation of
the depth value, even when the visual data are noisy. The obtained results show the efficiency and the interest
of our technique.

1 INTRODUCTION

In the past decades, many works have addressed
the problem of using information provided by a vi-
sion system to control a robot. Such techniques are
commonly known as Visual Servoing (Corke, 1996),
(Chaumette and Hutchinson, 2006). Visual servoing
is roughly classified into two main categories: Im-
age based visual servoing (IBVS) and Position based
visual servoing (PBVS) (Chaumette and Hutchinson,
2006). In the first approach, the goal to be reached
is expressed only in the image space, whereas in the
second one, it is given in terms of a desired camera
pose (Corke, 1996). A complete survey can be found
in (Chaumette and Hutchinson, 2006).

We focus in the sequel on the first kind of con-
trol. In this case, the control law depends only on the
visual features. Therefore, if they are lost because
of an occlusion or any other unexpected event, the
desired task cannot be realized anymore. Here, we
are working in a mobile robotics context. In this con-
text, the realization of a vision-based navigation task
in a given environment requires to preserve not only
the image data visibility, but also the robot safety.
In that case, techniques allowing to avoid simultane-
ously collisions and visual data losses appear to be
limited, because they are restricted to missions where
an avoidance motion exists without leading to local

minima (Folio and Cadenat, 2008). As many robotic
tasks cannot be performed if the visual data loss is not
tolerated, it is necessary to provide methods which
accept that occlusions may effectively occur without
leading to a task failure.

Folio has proposed such an approach (Folio and
Cadenat, 2008). The idea is to reconstruct the vi-
sual features whenever necessary. The developed al-
gorithm is based upon the vision/motion link which
relates the variation of the visual features in the im-
age to the camera motion. However, this method
needs accurate initial values for the visual features
and the depth. If the first ones can be obtained from
the last image available before the occlusion occurs,
determining a precise initial value for the depth suf-
ficiently rapidly to correctly handle the occlusion re-
mains a challenging problem. Different approaches
are proposed in the literature. See for instance the
works by Matthies who derived and compared several
algorithms based on a Kalman filter (Matthies et al.,
1989). However, a correct depth value can be ob-
tained only if the camera motion respects some very
particular constraints. These solutions are not suit-
able for our particular case. It would be also possible
to use the epipolar geometry (Ma et al., 2003), stere-
ovision (Cervera et al., 2002), or even structure from
motion techniques (Jerian and Jain, 1991). However,
this kind of approaches are time-consuming and can-

268



not be used for our purpose. Finally, (De Luca et al.,
2008) have proposed to estimate the depth using a non
linear observer. But, unfortunately, the convergence
time seems to be too large to be useful in our specific
context.

In this paper, we have developed a non recursive
algorithm based on a predictor/corrector pair allowing
to provide an accurate value of the depth using visual
data. This value will then be used to feed D. Folio’s
algorithm in order to improve its efficiency.

The paper is organized as follows. Section II is
dedicated to some preliminaries regarding the system
modelling, the visual servoing control law design and
the description of D. Folio’s algorithm. Section III de-
tails and analyzes the predictor/estimator pair which
has been developed. Finally, simulation results vali-
dating our approach are shown in section IV.

2 PRELIMINARIES

2.1 System Modelling

We consider the system presented in figure 1(a),
which consists of a robot equipped with a cam-
era mounted on a pan-platform. We describe
the successive frames : FO(O,~xO,~yO,~zO) attached
to the world, FM(M,~xM,~yM,~zM) linked to the
robot, FP(P,~xP,~yP,~zP) attached to the platform, and
FC(C,~xC,~yC,~zC) linked to the camera. Let θ be the
direction of the robot wrt. ~xO, ϑ the direction of the
pan-platform wrt. ~xM , P the pan-platform centre of
rotation and Dx the distance between the robot refer-
ence point M and P. Defining vector q = (l,θ,ϑ)T

where l is the robot curvilinear abscissa, the control
input is given by q̇ = (υ,ω,ϖ)T , where υ and ω are
the cart linear and angular velocities, and ϖ is the pan-
platform angular velocity wrt. FM . For such a robot,
the kinematic model is classically given by the fol-
lowing relations:

Ṁx(t) = υ(t)cos(θ(t))
Ṁy(t) = υ(t)sin(θ(t))

θ̇(t) = ω(t)

ϑ̇(t) = ϖ(t)

(1)

where Ṁx(t) is the speed of M wrt. ~xO and Ṁy(t) wrt.
~yO.

The camera motion can be described by the kine-
matic screw TC/FO :

TC/FO =
[
(VC/FO)

T (ΩFC/FO)
T )
]T

(2)

where VC/FO and ΩFC/FO are the camera translation
and rotation speeds wrt. the frame FO. For this spe-

(a) The robotic system. (b) The camera pinhole model.

Figure 1: System modeling.

cific mechanical system, TC/FO is related to the con-
trol input by the robot jacobian J : TC/FO = Jq̇. As
the camera is constrained to move horizontally, it
is sufficient to consider a reduced kinematic screw
Tr = (V~yC ,V~zC ,Ω~xC)

T , and a reduced jacobian matrix
Jr as follows:

Tr = Jrq̇ (3)

Defining Cx and Cy as the coordinates of C along axes
~xP and~yP (see figure 1(a)), Jr is given by:

Jr =

 −sin(ϑ(t)) Dx cos(ϑ(t))+Cx Cx

cos(ϑ(t)) Dx sin(ϑ(t))−Cy −Cy

0 −1 −1


(4)

It should be noted that Jr can be inverted (det(Jr) =
Dx).

2.2 The Vision-based Navigation Task

The vision-based navigation task consists in position-
ing the camera with respect to a given static landmark.
We assume that this landmark can be characterized
by n interest points which are extracted by our image
processing. Therefore, the visual data are represented
by a 2n-dimensional vector s made of the coordinates
(Xi,Yi) of each point Pi, in the image plane as shown
on figure 1(b). For a fixed landmark, the variation of
the visual signal ṡ is related to the reduced camera
kinematic screw Tr thanks to the interaction matrix
L(s,z) as shown below (Espiau et al., 1992):

ṡ = L(s,z)Tr = L(s,z)Jrq̇ (5)

In the case of n points, L(s,z) = [LT
(P1)

, ...,LT
(Pn)

]T

where L(Pi) is classically given by (Espiau et al.,
1992):

L(Pi) =

(
Lx(si,zi)

Ly(si,zi)

)
=

(
0 Xi

zi

XiYi
f

− f
zi

Yi
zi

f + Y 2
i
f

)
(6)

where zi represents the depth of the projected point
pi, and f is the camera focal (see figure 1(b)). At the
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beginning of the visual servoing, zi is not available
yet. Thus, only an approximation of the interaction
matrix noted L̂(s∗,z∗) computed at the desired position
will be used to build the control law as in (Chaumette
and Hutchinson, 2006).

To perform the desired vision-based task, we ap-
ply the visual servoing technique given in (Espiau
et al., 1992) to mobile robots as in (Pissard-Gibollet
and Rives, 1995). The proposed approach relies on
the task function formalism (Samson et al., 1991) and
consists in expressing the visual servoing task by the
following task function to be regulated to zero:

e =C(s− s∗) (7)

where s∗ represents the desired value of the im-
age data. Matrix C, called combination matrix, al-
lows to take into account more visual features than
available degrees of freedom. Several choices are
possible: see for example (Comport et al., 2004).
A classical idea consists in defining C = L̂+

(s∗,z∗) =

(L̂T
(s∗,z∗)L̂(s∗,z∗))

−1L̂T
(s∗,z∗) because the expression of

the control law is simplified (see (8) hereafter). Now,
it remains to determine a controller allowing to make
e vanish. Such a controller is classically designed by
imposing an exponential decrease, that is ė = −λe,
where λ is a positive scalar or a positive definite ma-
trix. Then, the visual servoing controller can be writ-
ten as follows:

q̇(s) =−(CL̂(s∗,z∗)Jr)
−1

λC(s− s∗) = J−1
r λC(s− s∗)

(8)

2.3 Visual Data Estimation

However, the above controller can only be used if the
visual data are available. If they are not because of a
landmark occlusion or a camera failure for example,
the task cannot be realized anymore. To remedy this
critical situation, (Folio and Cadenat, 2008) has re-
cently proposed to solve the dynamic system (5) to
obtain the expression of the visual data. However,
the latter depends not only on s but also on depth z
which must then be determined. As our robot is not
equipped with any sensor able to measure this data,
we have to reconstruct it. After some computations
(see (Folio and Cadenat, 2008) for a detailed proof),
it can be shown that, for any t ∈ [tk−1, tk], Xi, Yi and zi
express as:



Xi(t) =
zi(k−1)Xi(k−1)

zi(t)

Yi(t) =
f

zi(t)

{
Dx sin(ϑ(t))+ υ(k−1)

ω(k−1) cos(ϑ(t))−Cy

+c1 cos(A(q̇(k−1))(t− tk−1))

−c2 sin(A(q̇(k−1))(t− tk−1)}

zi(t) =−Dx cos(ϑ(t))+ υ(k−1)
ω(k−1) sin(ϑ(t))−Cx

+c1 sin(A(q̇(k−1))(t− tk−1))

+c2 cos(A(q̇(k−1))(t− tk−1))

(9)
where:

A(q̇(k−1)) = ω(k−1)+ϖ(k−1)

c1 =
Yi(k−1)zi(k−1)

f −Dx sin(ϑ(k−1))

− υ(k−1)
ω(k−1) cos(ϑ(k−1))+Cy

c2 = zi(k−1)+Dx cos(ϑ(k−1))

− υ(k−1)
ω(k−1) sin(ϑ(k−1))+Cx

Thanks to (9), Folio has developped a recursive algo-
rithm able to estimate Xi,Yi and zi provided that ϑ(t)
has been previously determined1. However, it should
be noted that initial conditions, namely Xi(k − 1),
Yi(k − 1) and zi(k − 1), are required to determine
Xi(k), Yi(k) and zi(k). So, this algorithm cannot be
used to properly estimate zi(k) without a precise ini-
tial value of zi(k−1).

3 METHODOLOGY

In this paper, we propose to estimate the depth by
building a predictor/estimator pair using data from m
images, with m∈N∗ to repair a too small signal/noise
ratio (Durand Petiteville et al., 2009). Our first objec-
tive is to express a predictor X̂i(k|k− j),Ŷi(k|k− j) of
one point Pi at instant k using the image at k− j, with
j ∈ [1, ...,m]. To this aim, we rewrite equation (9) to
relate zi(k−1|k−1) and zi(k|k−1). We obtain:

ẑi(k−1|k−1) =
ẑi(k|k−1)−β

αi
(10)

where αi and β are given in the appendix. Denoting
by X̃i(k−1) and Ỹi(k−1) the visual data measured at
instant k−1, we use (10) in (9) to obtain the following
predictor for the visual features:

1As one can see, solution (9) requires the determination
of ϑ(t). This angle can be simply computed by integrating
ϑ̇ = ϖ between tk−1 and t. A straightforward calculus leads
to ϑ(t) = ϖ(k− 1)(t− tk−1)+ϑ(k− 1), where ϑ(k− 1) is
the pan-platform angular value at tk−1, which is usually pro-
vided by the embedded encoder.
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X̂i(k|k−1) = ẑi(k|k−1)X̃i(k−1)−βX̃i(k−1)

ẑi(k|k−1)αi

Ŷi(k|k−1) = f
ẑi(k|k−1)

( Ỹi(k−1)ẑi(k|k−1)
f αi

cos(A(q̇(k−1))T )

− ẑi(k|k−1)
αi

sin(A(q̇(k−1))T )+κi)

(11)
where κi is given in the appendix T = tk − tk−1.

As shown by (11), the obtained predictor depends
only on the last image. To use more than one im-
age and improve the accuracy, a first natural solution
is to recursively use equations (10) and (11). How-
ever, this would lead to highly complex relations.
This is the reason why we propose to find how im-
age k− j can be transformed into image k. Defin-
ing X (k) = [Mx(k),My(k),θ(k),ϑ(k)]T as the system
state at k, we propose to compute the smallest se-
quence of control inputs allowing to reach state at
k starting from state at k− j. To this aim, we first
need to verify the controllability of the corresponding
nonlinear discrete system X (k + 1) = g(X (k), q̇(k))
where g(X (k), q̇(k)) is obtained by analytically solv-
ing equation (1). Its expression is given by:

g :



Mx(k) = Mx(k−1)

+
υ(k−1)
ω(k−1) (sin(θ(k−1)+ω(k−1)∗T )
−sin(θ(k−1)))

My(k) = My(k−1)

− υ(k−1)
ω(k−1) (cos(θ(k−1)+ω(k−1)∗T )
−cos(θ(k−1)))

θ(k) = θ(k−1)+ω(k−1)∗T
ϑ(k) = ϑ(k−1)+ϖ(k−1)∗T


(12)

when ω 6= 0 (the problem is straightforward if ω = 0).
Such a system is controllable in p steps if the follow-
ing matrix P is full rank (Djeridane, 2004).

P =



∂g(X (p−1),q̇(p−1))
∂q̇(p−1)

∂g(X (p−1),q̇(p−1))
∂X (p−1)

∂g(X (p−2),q̇(p−2))
∂q̇(p−2)

...

∂g(X (p−1),q̇(p−1))
∂X (p−1)

...

∂g(X (1),q̇(1))
∂X (1)

∂g(X (0),q̇(0))
∂q̇(0)



T

(13)

It can be shown that P is not full rank for p = 1.
For p = 2, this property is fulfilled if ω 6= 2ηπ for
η ∈ N. Now, thanks to (12), we can compute the two
control inputs allowing to reach the system state at k
from the one at k− j. The first one aims at position-
ning the robot at [Mx(k),My(k)].

The second one orientates the robot and the plat-
form towards [θ(k),ϑ(k)]. We obtain the following
equations:

υe1 =
ωe1

2sin( ωe1∗T
2 )
∗R

ωe1 =
−2θ(k− j)

T +2arctan
(
(My(k)−My(k− j))
(Mx(k)−Mx(k− j))

)
ϖe1 = 0
υe2 = 0

ωe2 =
θ(k)−(θ(k− j)+ωe1T )

T

ϖe2 =
ϑ(k)−ϑ(k− j)

T
(14)

where:
R =

√
(Mx(k)−Mx(k− j))2 +(My(k)−My(k− j))2.

Now, thanks to the two control inputs q̇e1 =
(υe1,ωe1,ϖe1)

T and q̇e2 = (υe2,ωe2,ϖe2)
T given by

(14), we are able to reach the image at instant k from
any image at k− j. It should be noted that the robot
trajectory in the world frame computed with [q̇e1, q̇e2]
is not the same as the one calculated with the sequence
[q̇(k− j), ..., q̇(k− 1)]. Therefore we have to intro-
duce an intermediate state X ( j′) to compute our pre-
dictor. It corresponds to the system state which has
been reached at the virtual instant j′ by applying q̇e1.
Using (10) recursively, we obtain the following re-
sults:

ẑi(k− j′|k− j) = ẑi(k− j|k− j)φi +ϕi

ẑi(k|k− j′) = ẑi(k− j′|k− j)φ′i +ϕ′i
ẑi(k|k− j) = ẑi(k− j|k− j)µi +νi

(15)

The different parameters φi,ϕi,φ
′
i,ϕ
′
i,µi,νi and κi in-

volved in these equations are given in the appendix.
Now, using (15) and (11), we express a predictor us-
ing image at k− j as follows:

X̂i(k|k− j) = X̃i(k− j)ẑi(k|k− j)−νi
ẑi(k|k− j)µi

Ŷi(k|k− j) = f
{

Ỹi(k− j)cos(A(q̇e1)T )cos(A(q̇e2)T )
f µi

− sin(A(q̇e1)T )cos(A(q̇e2)T )
µi

− sin(A(q̇e2)T )
φ′i

+ γi
ẑi(k|k− j) )

}
(16)

Once the predictors have been obtained, in a second
step, we address the estimators determination prob-
lem. To this aim, we propose to minimize the follow-
ing criterion which represents the error (for one point
Pi) between the above predictors and the correspond-
ing measures at instant tk. We get:

C∗ =
m

∑
j=1

(X̂i(k|k− j)− X̃i(k))2+(Ŷi(k|k− j)−Ỹi(k))2

(17)
Derivating this cost function with respect to the depth

A NEW PREDICTOR/CORRECTOR PAIR TO ESTIMATE THE VISUAL FEATURES DEPTH DURING A
VISION-BASED NAVIGATION TASK IN AN UNKNOWN ENVIRONMENT - A Solution for Improving the Visual

Features Reconstruction During an Occlusion

271



leads to:
∂C∗

∂ẑi(k|k− j) = ∑
m
j=1

{
2(X̂i(k|k− j)− X̃i(k))

∂X̂i(k|k− j)
∂ẑi(k|k− j)

+2(Ŷi(k|k− j)− Ỹi(k))
∂Ŷi(k|k− j)
∂ẑi(k|k− j)

}
(18)

where:
∂X̂i(k|k− j)
∂ẑi(k|k− j)

=
X̃i(k− j)νi

ẑ2
i (k|k− j)µi

(19)

and
∂Ŷi(k+2|k)
∂ẑi(k|k− j)

=
− f γi

ẑ2
i (k|k− j)

(20)

Our estimator ẑi(k|k) is then given by:

ẑi(k|k) =
∑

m
j=1 Num j

i

∑
m
j=1 Den j

i

(21)

with

Num j
i =

ν2
i X̃2

i (k− j)
µ2

i
+ f 2

γ
2 (22)

and

Den j
i = ( X̃i(k− j)

µi
− X̃i(k))

X̃i(k− j)νi
µi

−
{

Ỹi(k− j)cos(A(q̇e1)T )cos(A(q̇e2)T )
µi

− f sin(A(q̇e1)T ))cos(A(q̇e2)T )
µi

− f sin(A(q̇e2)T )
φ′i

− Ỹi(k)
}

f γi(k)

(23)

We have then computed an estimator for the depth us-
ing data provided by m previous images. This depth
will be used as an initial condition in Folio’s algo-
rithm to reconstruct the visual data.

4 SIMULATION

We have simulated the proposed estimation
method during a visual servoing task using
MatlabTMsoftware. We present hereafter the
obtained results. The considered landmark has
been characterized by four interest points. The
initial robot configuration has been defined by
X = (5,5,−2.35,0)T and the reference visual fea-
tures s∗ have been determined for the configuration
X = (1.2,0,π,0)T . For all the presented simulations,
the control input q̇ given by (8) has been computed
using λ = 0.7 and T = 0.1s. zi(k) is reconstructed
using equation (21). The corresponding results for
one point are represented on figure 2.

In the first simulation, all the data are supposed to
be perfectly known. As one can see, the obtained esti-
mation of the depth of each point pi is perfect, which
validates estimator (21) in the ideal case. Notice that
a good estimated value of depth is immediately ob-
tained, which is not the case of the method proposed

Figure 2: Evolution of both estimated and real depths of one
point Pi.

in (De Luca et al., 2008). Moreover, we can see the
depth estimation using Folio’s algorithm. The initial
condition is not the real value. The error between
them is preserved during the entire simulation.

Now, we aim at validating estimator (21) when
the visual data are noisy. A one pixel noise has been
added on X̃i and Ỹi . In this case the estimator uses at
most m = 20 images. The corresponding results for
one point are represented on figure 3. In a noisy con-

Figure 3: Evolution of both estimated and real depths.

text, estimator (21) converges towards the real depth
value within an acceptable time. Indeed the estimated
depth value is correct after about 2 s. The number of
images m used in the estimation process can be tuned
to fit the performances of the considered testbed. Fi-
nally, to show that our algorithm provides an adequate
value of z sufficiently rapidly, we have coupled it to D.
Folio’s estimation method. Thus, in the same condi-
tions as previously, we have simulated a loss of visual
data between the seventh and ninth seconds during a
visual servoing task. As shown in figure 4, the esti-
mated depth values allow to correctly reconstruct the
visual features. The navigation task can then be cor-
rectly realized, although the controller has been com-
puted with the estimated data instead of the real ones.
This last result demonstrates the efficiency of the pro-
posed approach in a noisy context. D. Folio’s algo-

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

272



rithm accuracy is then significantly improved thanks
to our approach.

Figure 4: Evolution of estimated and real visual features.

5 CONCLUSIONS

In this paper, we have presented a method allowing
to estimate the depth zi during a vision-based navi-
gation task. The proposed approach relies on a pre-
dictor/estimator pair able to provide an estimation of
zi, even when the visual data are noisy. The advan-
tage of the proposed approach is that it relies on a
parameterizable number of images, which can be ad-
justed depending on the computation abilities of the
considered processor. The reconstructed depth value
is then used to feed Folio’s algorithm, increasing its
accuracy. The obtained results have proven the ef-
ficiency of our technique in a noisy context. Up to
now, we have only used the estimated value of zi to
improve Folio’s work. In the future, we plan to ben-
efit from this value at two different levels. The first
one concerns the control law design with the compu-
tation of L(s,z). The approximations classically made
in the visual servoing area could then be overcome.
The second level is related to the determination of the
reference visual signals s∗. This term is computed ei-
ther experimentally by taking an image at the desired
position or theoretically by means of models. These
solutions significantly reduce autonomy. We believe
that a precise estimation of the depth can be very help-
ful to automatically on-line compute the value of s∗,
suppressing the above mentioned drawbacks. Finally,
another challenging aspect of our future work will
consist experimenting our approach on a real robot.
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APPENDIX

Parameters for equation (11):

αi =
Ỹi(k−1)

f sin(A(q̇(k−1))T )+ cos(A(q̇(k−1))T )

β =
{
−Dx sin(ϑ(k−1))− υ(k−1)

ω(k−1) cos(ϑ(k−1))+Cy

}
sin(A(q̇(k−1))T )+{

Dx cos(ϑ(k−1))− υ(k−1)
ω(k−1) sin(ϑ(k−1))+Cx

}
cos(A(q̇(k−1))T )

−Dx cos(ϑ(k))+ υ(k−1)
ω(k−1) sin(ϑ(k))−Cx

κi =
{
−Ỹi(k−1)β

f αi
−Dx sin(ϑ(k−1))− υ(k−1)

ω(k−1) cos(ϑ(k−1))+Cy

}
cos(A(q̇(k−1))T )−{
−β

αi
+Dx cos(ϑ(k−1))− υ(k−1)

ω(k−1) sin(ϑ(k−1))+Cx

}
sin(A(q̇(k−1))T )+Dx sin(ϑ(k))+ υ(k−1)

ω(k−1) cos(ϑ(k))−Cy

Parameters for equations (20) and (21): ϑ( j′) = ϑ(k− j)+ϖe1T

ϑ(k) = ϑ(k− j)+(ϖe1 +ϖe2)T

φi =
Ỹi(k− j)

f sin(A(q̇e1)T )+ cos(A(q̇e1)T )

ϕi =
{
−Dx sin(ϑ(k))− υe1

ϖe1
cos(ϑ(k− j))+Cy

}
sin(A(q̇e1)T )

+
{

Dx cos(ϑ(k− j))− υe1
ϖe1

sin(ϑ(k− j))+Cx

}
cos(A(q̇e1)T )

−Dx cos(ϑ( j′))+ υe1
ϖe1

sin(ϑ( j′))−Cx

φ′i =
Ỹi(k− j)

f φ
cos(A(q̇e1)T )sin(A(q̇e2)T )−

sin(A(q̇e1)T )sin(A(q̇e2)T )
φ

+cos(A(q̇e2)T )

ϕ′i =
[{

Ỹi(k− j)ϕi
f φi

−Dx sin(ϑ(k− j))− υe1
ωe1

cos(ϑ(k− j))+Cy)
}

cos(A(q̇e1)T )

−
{
−ϕi
φi

+Dx cos(ϑ(k− j))− υe1
ωe1

sin(ϑ(k− j))+Cx

}
sin(A(q̇e1)T )

+(
υe1
ωe1
− υe2

ωe2
)cos(ϑ( j′))

]
sin(A(q̇e2)T )

+
{

Dx cos(ϑ( j′))− υe2
ωe2

sin(ϑ( j′))+Cx

}
cos(A(q̇e2)T )

−Dx cos(ϑ(k))− υe2
ωe2

sin(ϑ(k))+Cx{
µi = φiφ

′
i

νi = ϕiφ
′
i +ϕ′i

γi =
[{
−Ỹi(k− j)νi

f µi
−Dx sin(ϑ(k− j))− υe1

ωe1
cos(ϑ(k− j))+Cy

}
cos(A(q̇e1)T )

−
{
−νi
µi

+Dx cos(ϑ(k− j))− υe1
ωe1

sin(ϑ(k− j))+Cx

}
sin(A(q̇e1)T )

+(
υe1
ωe1
− υe2

ωe2
)cos(ϑ( j′))

]
cos(A(q̇e2)T )

−
{
−ϕ′i
φ′i

+Dx cos(ϑ( j′))− υe2
ωe2

sin(ϑ( j′))+Cx

}
sin(A(q̇e2)T )

+Dx sin(ϑ(k))+ υe2
ωe2

cos(ϑ(k))−Cy
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Abstract: In this contribution normal flat forms are used to achieve stable tracking control for nonlinear flat systems.
Our approach is based on a nonlinear transformations in order to derive two 0-flat normal forms for a class
of non-linear systems, a dynamical control law is then proposed to achieve stable trajectory tracking. Finally,
This method is generalized to analysis and control a class ofa 0-flat affine nonlinear multi-input dynamical
systems for which we can build flat outputs to give structuralnormal flat forms. The computer simulations are
given in the paper to demonstrate the advantages of the method.

1 INTRODUCTION

The control of nonholonomic dynamic systems has
received considerable attention during the last years
and become a popular subject in the nonlinear con-
trol. One a reasons for this, in real world, the non-
holonomic systems are frequently used to describe
some pratical control systems such as mobile robot,
car-like vehicule, and under-actuated satellites, can
all be modeled as nonholonomic control systems or
nonholonomic maneuvers. Hence, control problems
involve them have attracted attention in the control
community.

Different methods have been applied to solve mo-
tion control problems. (Kanayama et al., 1991) pro-
pose a stable tracking control method for nonholo-
nomic vehicule using a Lyapunov function. (Lee et
al., 1998) solved tracking control using backstepping
and in (Lee and Tai, 2001) with saturation constraints.
Furthermore, most reported designs rely on intelli-
gent control approaches such as Fuzzy Logic Control
(Pawlowski et al., 2001), (Tsai et al., 2004), Neural
Networks (Song and Sheen, 2000), and (Chwa, 2004)
used a sliding mode control to the tracking control
problem. (Fierro and Lewis, 1995) propose a dynam-
ical extention that makes possible the integration of
kinematic and torque controller for a nonholonomic

mobile robot. (Fukao et al., 2000), introduces an
adaptive tracking controller for the dynamic model of
mobile robot with unknown parameters using back-
stepping. However the field of control of such sys-
tems is still open to develop other control strategie.

Application of flatness to problems of engineering
interest have grown steadily in recent years. Michel
Fliess et al. (Fliess et al., 1992), (Fliess et al., 1995)
introduced the concept of flat outputs, these outputs
guarantee that the problem will be put in term of con-
trol algorithm for motion planning, trajectory genera-
tion and stabilization. A limitation of flatness is that
there does not exist necessary and sufficient condi-
tions to determine if a general system is differentially
flat and there no algorithm to compute the flat out-
puts. Nevertheless, it is well-known that all control-
lable linear systems can be shown to be flat. Indeed,
any system that can be transformed into a linear sys-
tem by changes of coordinates, static feedback trans-
formations, or dynamic feedback transformations is
also flat (Jakubczyk and Respondek, 1980), (Hunt et
al., 1983).

We present in this paper two normal flat forms, It
deals with sufficient geometrical conditions which en-
able us to conclude if a given nonlinear controllable
dynamical system can be transformed, by means of
change of coordinates, to one of these normal forms.
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In the same way it gives an algorithm to compute the
flat outputs. As an illustration to the proposed ap-
proach, a trajectory tracking of a nonholonomic uni-
axial vehicule is simulated. As we will show with this
example, for this particular class, our method presents
a new direction to solve the flatness problem.

The paper is organized as follows. In section 2 we
address notations, definitions and our problem state-
ment, we describes the classes of 0-flat systems study.
The necessary and sufficient geometrical conditions
for affine dynamical systems are presented in Section
3. In sections 4 provides illustrative examples and
simulations. Some conclusions are presented in sec-
tion 5.

2 DEFINITION AND PROBLEM
STATEMENT

Let us consider the following class of multivariable
nonlinear systems described in state space form by
equations of the following kind In the next section,
we will recall the concept of 0-flat systems

ẋ = f (x)+
m

∑
i=1

gi(x)ui (1)

wherex ∈ χ ⊆ ℜn,u ∈ U ⊆ ℜm and f is a smooth
function onχ×U .

Definition 1. The dynamical system (1) is flat if there
existm functionsy=(y1, ...,ym) called the flat outputs
such that:

1- y = F(x,u, u̇, ...,u(r1)) is a function of the statex,
the inputu, and its derivativesu(i)

2- x = ϕ(z, ż, ...,z(r2)) is a function of the flat outputs
and their derivatives.

3- u = γ(z, ż, ...,z(r2+1)) is a function of the flat out-
puts and their derivatives.

In this paper, we will deal with multi-input affine dy-
namical systems, without loss of generality, we will
assume within this work that:

Assumption 1. The vector fieldG = [g1, ...,gm] is of
rankm.
However, we don’t assume that∆ = span(G) is invo-
lutive as it is the case in many researches which try to
compute the inverse dynamics. We will characterize a
class of dynamical systems for which the flat outputs
are only functions of statesx. This dynamical systems
is called 0-flat: (Pereira, 2000)

yi = Fi(x); where 1≤ i ≤ m (2)

2.1 A Class of Structurally 0-Flat
Dynamical System

It is well-known that the codimension one(m = n−
1) controllable dynamical systems are 0-flat (Charlet
and Lévine, 1989). Our result concerns a normal flat
forms of affine dynamical systems withn states and
m = n−2 inputs (codimension 2). Our objective is to
introduce our formulation.

2.2 Main Result

In the sequel we introduce the following notation
z ji = z j,i = y j with j = 1 : m relative to the flat out-
puty j, which meansi−1 derivation of the outputy j.

2.2.1 First 0-Flat Normal Form

Let us consider the following proposition written in
terms of thez j1, where j = 1 : m state variables. Let
us consider the following proposition

Proposition 1. The following dynamical system is
0-flat

ż11 = z12+
n−2

∑
i=3

βi
11(z)ui

ż12 = α12(z)+ u1+β2
12(z)u2+ ...+βm

12(z)um

ż21 = z22+
n−2

∑
i=3

βi
21(z)ui (3)

ż22 = α22(z)+β1
22(z)u1+ u2+ ...+βm

22(z)um

ż j1 = α j1+ u j +
n−2

∑
i=3,i6= j

βi
j1(z)ui

with z11, z21 as flat outputs, andm = n−2.

Proof 1. Now we will show that the equations (3)
represent a locally dynamical 0-flat system. Consider
the followingm equations :

E1 = ż1,1− z1,2−
m

∑
i=3

βi
11(z)ui = 0 (4)

E2 = ż2,1− z2,2−
m

∑
i=3

βi
21(z)ui = 0 (5)

E j = ż j,1−α j,1− u j −
m

∑
i=3,i6= j

βi
j1(z)ui = 0 (6)

where 3≤ j ≤ m
Let v = (z1,2,z2,2,u3, ...,um) be the vector of un-

known system variables and let us compute the fol-
lowing partial derivative

∂(E1, ...,Em)

∂v
=−Im +O (v) (7)
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WhereIm is the identity matrix andO (v) represents
the order one of thev variables. From the equations
(4, 5, 6) and the fact that∂(E1,...,Em)

∂v is locally invert-
ible then the implicite function theorem, allows us to
conclude that there existsϕk() andγk() functions such
that

zk,2 = ϕk(y j, ẏ j, j = 1 : m,k = 1 : 2) (8)

uk = γk(y j, ẏ j, j = 1 : m,k = 3 : m) (9)

By replacing (8) and (9) in the second and the fourth
dynamic equation of (3) we can get the inputsu1 and
u2 as functions of(y j , ẏ j) for j = 1 : m and their sec-

ond derivativesy(2)1 , y(2)2 . In the next subsection we
will give a slightly different 0-flat normal form which
is related to more drastic conditions.

2.2.2 Second 0-Flat Normal Form

The second canonical system gives the missing vari-
ables from the successive derivation of the same flat
output written in terms of the variablesz j1 = y j,1≤
j ≤ (n−2) :

Proposition 2. The following dynamical system is
0-flat

ż11 = z12+
n−2

∑
i=2

βi
11(z)ui

ż12 = z13+
n−2

∑
i=2

βi
12(z)ui (10)

ż13 = α13(z)+ u1+
n−2

∑
i=2

βi
13(z)ui

ż j1 = α j1(z)+ u j +
n−2

∑
i=2

βi
j1(z)ui

Where 2≤ j ≤ m, andm = n−2.

Proof 2. The main difference from (3) concerns the
fact that we assume the variablez13 not present in the
dynamics ˙z j1, for 1≤ j ≤ (n−2). Then we can con-
clude that

Condition 1. z13 must not be present inβi
j1(z) for

j = 1 : m, andi = 2 : m

Condition 2. z13 must not be present inα j1 for
j = 2 : m.
Under these conditions we can use the same proce-
dure as the canonical form (3) to solve the dynamical
system (10). So let us consider them equations:

E1 = ż11− z12−
n−2

∑
i=2

βi
11(z)ui = 0 (11)

E j = ż j1−α j1(z)− u j −
n−2

∑
i=2

βi
j1(z)ui = 0 (12)

We can putv = (z12,u2, ...,um) the vector of un-
known system variables. Let us compute the follow-
ing partial derivative

∂(E1,E2...,Em)

∂v
=−Im +O 1(v) (13)

WhereIm is the identity matrix andO 1(v) represents
the order one of thev variables. From the equations
(11, 12) and the fact that∂(E1,E2,...,Em)

∂v is locally in-
versible then the implicite function theorem, allows
us to conclude that there existsϕ1() and γk() func-
tions such that

z1,2 = ϕ1(y j, ẏ j, j = 1 : m) (14)

uk = γk(y j, ẏ j, j = 1 : m,k = 2 : m) (15)

By replacing (14) and (15) in the second and the
third dynamic equation of (10) we can get the variable

z13 as a function of ˙y1, y(2)1 andyi for i = 1 : m. Also

we get the input variableu1 as a function of ˙y1, y(2)1 ,

y(3)1 andyi for i = 1 : m.

3 TRANSFORMATIONS

Now, we give some conditions for a class of nonlinear
systems, for which we can transform a nonlinear dy-
namical system (1) in a new 0-flat normal forms. So
we distinguished two cases:

Case 1. The controllability distribution has the
following vector field:

∆1 = span{g1,g2, ...,gn−2,ad f g1,ad f g2}, with
dim(∆2) = n.

Case 2. The controllability distribution has the
following:

∆2 = span{g1,g2, ...,gn−2,ad f g1,ad2
f g1}, with

dim(∆2) = n.

3.1 Case 1

Proposition 1. If the distribution ∆1 =
span{g1,g2} ⊆ ∆1 is involutive, then the dynamical
system (1) is 0-flat.

Proof 1. As dim(∆1) = n and∆1 is a 2-dimensional
involutive distribution, there existn−2= m indepen-
dent functions of statesx, (yi = zi,1),1≤ i ≤ m such
that:

• ∆2 =
⋂m

i=1kerdyi where kerdyi means the kernel
of the differential of the functionyi.
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• L[gk, f ]zk,1 = 1 for k = 1 : 2

• Lgk zk,1 = 1 for 3≤ k ≤ m

Now let us consider fork = 1 : 2 the following new
variables:zk,2 = L f zk,1 whereL f is the Lie derivative
in the direction off . Therefore the set of then vari-
ables: (zi,1),1≤ i ≤ m, z1,2 andz2,2 form a new co-
ordinate system. For this the derivative of these vari-
ables give structural 0-flat normal form (3).

3.2 Case 2

Now let us describe the above conditions(1), (2) in
(Proof 2) geometrically. For this one remarks that in
(10) we haveg1 =

∂
∂z1,3

. Therefore the independence

of the others input directions(gi)2≤i≤m from the vari-
ablesz1,3 can be described by the fact that:

[g1,gk, ] ∈ span{g1,ad f g1}.

Indeedad f g1 = ∂
∂z1,3

+ h(z) ∂
∂z1,2

. For second condi-

tion, α j,1 = L f z j,1 for all j ≥ 2. Then, if we want
this function independent of the variablez1,3, then we
must haveLg1L f z j,1 = 0. As u1 is not present in the
last equations of (10) thenLg1z j,1 = 0. Therefore,
Lg1L f z j,1 = 0 is equivalent toLad f g1z j,1 = 0. Thus we

can conclude that the distribution∆2 = {g1,ad f g1} is
involutive.

Proposition 3. If the distribution∆2 = {g1,ad f g1} ⊆
∆2 is involutive and[g1,g2]∈ span{g1,ad f g1} then the
dynamical system (1) is 0-flat.

4 ILLUSTRATIVE EXAMPLE

In order to verify the performance of proposed
methodology, as an illustration, we used a nonholo-
nomic system. A nonlinear transformation is made in
order to derive a 0-flat normal forms, the results ob-
tained with our proposed control based on 0-flat nor-
mal forms of codimension 2 are used to control the
nonlinear system in the aim to show its usefulness.

4.1 Application to a Nonholonomic
Uniaxal Vehicule

The example we study is the kinematic model of
a mobile car (see Figure 1), this system can be
represented by the following set of equations:







ẋ1 = vcosθ
ẋ2 = vcosθ
θ̇ = ω

(16)

Figure 1: Coordinates system of car.

where
(x1,x2) represents the cartesian position of the centre
of mass of the car,
θ its inclination with respect to the horizontal axis,
(v,ω) its forward and angular velocities respectively.
the model (16) is not static feedback linearizable.
However, the problem can be solved by introducing
the new statex4 =

√

ẋ1
2+ ẋ2

2.
Resulting in the extended static feedback linearizable
system described by:











ẋ1 = x4cos(x3)
ẋ2 = x4sin(x3)
ẋ3 = u1
ẋ4 = u2

(17)

The outputs are the states variables:xT =
(x1,x2,x3,x4), the above equations can be written in
the following form:

ẋ = f (x)+ g1(x)u1+ g2(x)u2; (18)

where f (x),g1(x),g2(x) are the smooth vector fields.
We will transform the nonlinear dynamical system
(17) in a structural 0-flat normal form, the distribu-
tion
∆1 = {g1,g2} has dimension 2.
The bracket[g1,g2] = 0 which means that∆1 is invo-
lutive. Then there exists two functionsy1(x) andy2(x)
such that:

dy1(x).∆1 = 0 (19)

dy2(x).∆1 = 0 (20)

From (19) and (20) we can conclude that∂yi
∂x3

= 0 and
∂yi
∂x4

= 0 ∀x1,x2. Then it is enough to sety1(x) a func-
tion of x1 andy2(x) any function in terms ofx2. Let
us considery1 = x1 andy2 = x2.
Now let us consider fork = 1 : 2 the following vari-
ables:zk,1 = yk and the new coordinate variables:
z1,2 = L f z1,1 andz2,2 = L f z2,1.
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Figure 2: Trajectory tracked by uniaxal vehicule.

For this the derivative of these variables give struc-
tural 0-flat normal form (3).

ż11 = z12+
n−2

∑
i=3

βi
11(z)ui

ż12 = α12(z)+ u1+β2
12(z)u2+ ...+βm

12(z)um

ż21 = z22+
n−2

∑
i=3

βi
21(z)ui (21)

ż22 = α22(z)+β1
22(z)u1+ u2+ ...+βm

22(z)um

The system is codimension 2, the canonical form can
be expressed as follows:















ż11 = z12

ż12 = α12(z)+β1
11(z)u1+β2

12(z)u2
ż21 = z22

ż22 = α22(z)+β1
22(z)u1+β2

22(z)u2

(22)

where
α12 = 0,α22 = 0
β1

12(z) = x4sin(x3);β2
12(z) = x4cos(x3)

β1
22(z) = cos(x3);β2

22(z) = sin(x3)
The main objective of the flatness based controller

is to obtain the asymptotic tracking of a desired tra-
jectory, let the system output bey1 = z11, y2 = z21,
from (22) we can obtain the expressions ofu1, u2 in
terms of(y1, ẏ1,y2, ẏ2), and the second derivatives of
two first variables ¨y1, ÿ2. Let ÿ1 = v1, ÿ2 = v2 two
new inputs control such that:

[

v1
v2

]

=

[

¨yd1 + kd( ˙yd1 − ẏ1)+ kp(yd1 − y1)
¨yd2 + kd( ˙yd2 − ẏ2)+ kp(yd2 − y2)

]

where kd ,kp > 0 are control gains chose care-
fully to ensure exponential stability, and ¨yd , ẏd ,yd are
prescribed reference trajectories.
The control law:
[

u1
u2

]

=

[

β1
11(z) β2

12(z)
β1

22(z) β2
22(z)

]−1[
v1−α12(z)
v2−α22(z)

]

The controller gains are chosen to be:

Figure 3: Unicycle orientationx3.

Figure 4: Linear velocity of unicycle vehicule.

kp = diag[1000,1000], kd = diag[1000,1000].

We consider the following continuously derivable
desired trajectories:

yd1 = rsin v0
r t, yd2 =−rcos v0

r t is assigned, which
described a circular movement with radiusr = 10 at
the constant speedv0 = 5.

The closed loop system was simulated using the
initial conditionsxT (0) = (0.5;0.5;0;0.1) for system
(17).

The trajectory tracked (see Fig. 2) is very close
to the desired one, achieving by thus the control ob-
jective. Finally, angular position and linear velocity
are depicted in the Fig. 3 and Fig. 4. It can be seen
that our control scheme achieves satisfactory perfor-
mances.

5 CONCLUSIONS

We described the development of a tracking controller
based on normal flat forms. This method is general-
ized to analysis and control a class of a 0-flat affine
nonlinear multi-input dynamical systems for which
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we can build flat outputs to give structural normal flat
forms. Simulation results show an acceptable perfor-
mance under the studied cases.
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Abstract: Safe and efficient navigation in large-scale unknown environments remains a key problem which has to be
solved to improve the autonomy of mobile robots. SLAM methods can bring the map of the world and the
trajectory of the robot. Monucular visual SLAM is a difficultproblem. Currently, it is solved with an Extended
Kalman Filter (EKF) using the inverse depth parametrization. However, it is now well known that the EKF-
SLAM become inconsistent when dealing with large scale environments. Moreover, the classical inverse depth
parametrization is over-parametrized, which can also be a cause of inconsistency. In this paper, we propose to
adapt the inverse depth representation to the more robust context of smoothing and mapping (SAM). We show
that our algorithm is not over-parameterized and that it gives very accurate results on real data.

1 INTRODUCTION

Simultaneous localization and mapping(SLAM) is a
fundamental and complex problem in mobile robotics
research which has mobilized many researchers since
its initial formulation by Smith and Cheeseman
((Smith and Cheeseman, 1987)). The robot moves
from an unknown location in an unknown environ-
ment and proceeds to incrementally build up a navi-
gation map of the environment, while simultaneously
using this map to update its estimated position. Tra-
ditional methods are based on the extended Kalman
filter (EKF). It is now well known that EKF based
methods yield inconsistencies ((Julier and Uhlmann,
2001; Bailey et al., 2006a)). This is essentially due
to linearization errors. Furthermore, these algorithms
suffer from computational complexity (O(N2) where
N is the number of landmarks in the map).

The FastSLAM method, introduced by Thrun and
Montemerlo ((Montemerlo et al., 2003)), is based on
the particle filter. Each position is approximated by a
set ofM random particles and one map is associated to
each particle. It can be shown thatM logN complex-
ity is achievable. However, the algorithm is sensitive
to the number of particles chosen. Furthermore, the
issue of particles diversity can make the FastSLAM
inconsistent ((Bailey et al., 2006b)).

In the above-mentioned methods, SLAM is solved

as a filtering problem: the state-space contains only
the state of the robot at the current time and the state
of the map. SLAM can also be stated as a smooth-
ing problem: the whole trajectory is taken into ac-
count (Thrun and Montemerlo, 2006; Dellaert and
Kaess, 2006). This approach is referred assimulta-
neous smoothing and mapping(SAM). Although it is
based on the linearization of the equations, the ap-
proach gives better results than EKF because all the
linearization points are adjusted during the optimiza-
tion.

A very interesting problem is the monocular vi-
sual SLAM which is also referred as Bearing-Only
SLAM. Since camera does not measure directly the
distance between the robot and the landmark, there
is an observability issue. In standard approach, land-
marks are initialized with a delay. Recent approaches
try to avoid this and propose undelayed formulation.
The method presented in (Civera et al., 2008) consists
in changing the parametrization of the landmarks.
This parametrization includes the location of the first
position where the landmark was observed and the in-
verse depth between the landmark and this position.

Also the latter algorithm produces good results
in real situations, it has some drawbacks. First,
the parametrization of the landmarks is not minimal.
Then, this parametrization is often associated with the
EKF (although it is inconsistent).
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In this paper, we propose a new way to implement
the inverse depth parametrization by using a SAM ap-
proach. First, the underlying hypothesis of the SLAM
and the general equations are given in section 2. Then,
section 3 presents the SAM algorithm and the par-
ticularities of the inverse depth parametrization with
SAM. Section 4 gives some elements of comparison
between the EKF and the SAM approach. Finally, re-
sults are presented and discussed on real data acquired
by an omnidirectional camera on board of a mobile
robot.

2 BEARING-ONLY SLAM

2.1 Notation and Hypotheses

In the following, we denote:

• xt the robot state at timet.

• ut the control inputs of the model at timet.

• m(i) the ith-landmark state. Concatenation of all
landmarks state ism

• zt(i) the measurements of landmarki at t. Con-
catenation for all the landmark iszt

In this paper, we propose to compare two methods
for computing the robot and landmarks states: a new
implementation of the SAM algorithm and the classi-
cal EKF. Both methods use the same hypotheses:

• the robot statext is modeled as a Markov chain,

• conditioned to all the trajectory and the map, mea-
surements at timet depend only onxt andm and
are independent of measurements at other time.

Finally, the densities functions for the prediction of
the state of the robot and the observations are assumed
to be Gaussian:

{

p(xt |xt−1,ut) = N (f (xt−1,ut) ,Qt)
p(zt |xt ,m) = N (h(xt ,m) ,Rt)

(1)

wheref andh are the prediction and observation func-
tions,Qt andRt the covariance matrices of the model
and the measurements.

2.2 Camera Motion

Let us consider a standard 6DOFs BO-SLAM config-
uration, i.e. the robot moves in the 3D space and ob-
serves 3D-landmarks with a camera. No more sensor
is considered (no odometry and no IMU). The robot
position at timet is given by its Euclidian coordinates
(r t = [xt ,yt ,zt ]

T ) and its orientation by a quaternion
(qt ).

Since we do not measure the linear and angular ve-
locities, they are estimated in the state. Linear veloc-
ity is defined in the global frame asvt = [vxt ,vyt ,vzt ]

T

and angular velocity is defined in the camera frame as
Ωt = [ωxt ,ωyt ,ωzt ]

T .
Furthermore, we assume that constant linear and

angular accelerations act as an input on the system
betweent andt +1. It produces incrementsVk and
Ωk. They are modeled as Gaussian white noise with
zero mean. However, the velocity is not exactly con-
stant between two time steps, so that the position and
rotation are not exactly given by the integration of the
velocities defined in the state. We take that into ac-
count by adding two error terms (νv andνω) in the
model (they are taken as Gaussian white noise).

Finally, the functionf which stands for the camera
motion is given by:

xk+1 =







rk+1
qk+1
vk+1
Ωk+1






=







rk+(vk+Vk+νv)∆t
qk×q((Ωk+Ωk+νω)∆t)

vk+Vk
Ωk+Ωk







(2)
whereq(u) is the quaternion defined by the rotation
vectoru.

2.3 Inverse Depth Representation

It is well known that several observations are neces-
sary to estimate a landmark. Indeed, a camera gives
a measurement of the direction of the landmarks, but
not their distance. So, landmarks initialisation is de-
layed when using the classical euclidian representa-
tion (a criterion based on the parallax is generally
used). However, landmarks can bring bearing infor-
mation when the depth is unknown. An interesting
solution was given byCivera et al ((Civera et al.,
2008)). It consists in using a new landmark repre-
sentation based on theinverse depth. In this scheme,
a 3D point(i) can be defined by a 6D vector:1

y(i) =
[

x(i) y(i) z(i) θ(i) φ(i) ρ(i)
]T

(3)
wherex(i), y(i), z(i) are the euclidian coordinates of
the camera position from which the landmark was ob-
served for the first time;θ(i), φ(i) the azimuth and ele-
vation (expressed in the world frame) definining unit
directional vectord(θ(i),φ(i)) andρ(i) encodes the in-
verse of the distance between the first camera position
and the landmark. So, we can write:

mEuclidian state
(i) =





x(i)
y(i)
z(i)



+
1

ρ(i)
d(θ(i)φ(i))

d =
[

cosφ(i) cosθ(i) cosφ(i) sinθ(i) sinφ(i)
]T

(4)

1in the following, (i) stands for the landmark number.
Parenthesis are used for landmarks in order to avoid confu-
sion between the time index and landmarks index.
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Figure 1: Data association for a loop closure. The angle
between the two views is close toπ. This case shows the
advantage of the omnidirectional camera. Such loop clo-
sure would have been impossible with a perspective camera
looking forward.

The main advantage of this representation is that
it satisfies linearity condition for measurement equa-
tion even at very low parallax. According to (Civera
et al., 2008),landmarks can be initialized with only
one measurement.

2.4 Measurement Equation

2.4.1 Specificity of the Omnidirectional Camera
Model

3D points are observed by an omnidirectional camera,
which is the combination of a classical perspective
camera and a mirror. For the low-level image process-
ing, we use algorithms specifically designed to deal
with omnidirectional images (see (Hadj-Abdelkader
et al., 2008) for more details). An example of data as-
sociation in omnidirectional images is given on Fig 1.
First, Harris points are extracted from the current im-
age. Data association with the points extracted from
the previous image is performed thanks to a Sift de-
scriptor. Finally, we obtain a set of matched points of
interest in pixels coordinates.

The points in omnidirectional images are linked to
the landmarks coordinates by the unified projection
model (Barreto, 2003; Mei, 2007). It is done in the
four steps which are recalled below. LetX be the
euclidian coordinates of a point in the camera frame:

1. First,X is projected onto the unit sphere:
Xs =

X

||X || = [Xs Ys Zs]

2. The third coordinate ofXs is shifted byξ (mirror
parameter):X̃s = [Xs Ys Zs+ ξ]

3. Then, the result is projected onto the unit plane:
u = [ Xs

Zs+ξ
Ys

Zs+ξ 1]

4. Finaly, the result is projected onto the image by
p = Ku whereK is the calibration matrix of the
system.

In the following, let us writeh1 the function that
returnsp from X :

p = h1 (X ) (5)

2.4.2 Final Measurement Equation

It is shown in (Civera et al., 2008) that the Euclidian
coordinates of landmark(i) in camera frame at timet
are proportional to:

h2(y(i), r t ,qt) = RCW
t ×

×



ρ(i)









x(i)
y(i)
z(i)



− rk



+d(θ(i),φ(i))





whereRCW
t is the rotation matrix relative to camera

frame and world frame. It is the transpose of the rota-
tion matrix associated toqt .

Finally, the measurement equationh is given by:

h = h1 ◦h2 (6)

3 SMOOTHING AND MAPPING

3.1 SAM Strategy

In this paper, we propose a SAM method for comput-
ing the states of the robot and the landmarks. So, we
are trying to obtainp(x0:t ,m|z0:t ,u1:t), which is the
joint probability of the trajectory and the map when
all the measurements and inputs are known. So, the
state contains all the trajectory of the robot and the
landmarks. However, SAM methods can be imple-
mented in real-time due to the block structure of the
information matrix and the use of re-ordering rules
((Dellaert and Kaess, 2006)).

3.2 SAM Equations

With the previous hypotheses, and assuming that no
prior knowledge is available for the landmarks, the
pdf of the trajectory and landmarks can be formulated
as:

p(x0:t ,m|z0:t ,u1:t) ∝ p(x0) p(z0|x0,m)×
t

∏
k=1

[p(xk|xk−1,uk) p(zk|xk,m)]
(7)

Taking the logarithm of (7), and assuming that the
functions f and h can be linearized around the ap-
proximated trajectory defined byµT = [µx

0:t
T ,µmT ]T ,

logp(x0:t ,m|z0:t ,u1:t) yields:
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logp(x0:t ,m|z0:t ,u1:t ) = cst− 1
2 xT

0 I0x0+xT
0 ξ0

+∑t
k=1







− 1
2

[

xk

xk−1

]T [

I
−GT

k

]

Q−1
k

[

I −Gk

]

[

xk

xk−1

]
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[

xk

xk−1

]T [

I
−GT

k

]

Q−1
k

(

fk
(

µx
k−1,uk

)

+Gkµx
k−1

)
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k=0







− 1
2
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xk

m
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(Hx
k)

T

(Hm
k )

T

]
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[
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m

]
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xk
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(Hx
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T

(Hm
k )

T

]

R−1
k







zk −h(µx
k,µ

m)+
[

Hx
k Hm

k

]

[

µx
k

µm

]

















(8)

where Gk is the Jacobian off with respect to
xk, Hx

k (resp. Hm
k ) is the Jacobian ofh with re-

spect toxt (resp. m) (the Jacobian are computed at
µ). I0 and ξ0 are the information matrix and vec-
tor associated tox0. If no prior information is avail-
able onx0, we set these variables to zero. Equation
(8) shows that logp(x0:t ,m|z0:t ,u1:t) is quadratic in
[

xT
0:t , mT

]T
. Therefore,p(x0:t ,m|z0:t ,u1:t) is Gaus-

sian, and the computation of the information parame-
ters are provided by (8). This yields to a sparse matrix
I

2 which simplifies the recovering of the mean and
covariance.

3.3 SAM Implementation

SAM is a filtering algorithm which uses all the data
to compute all the trajectory of the robot and the map.
It needs a prediction of all the trajectory and the po-
sitions of the landmarks. To simulate real time con-
ditions, we decide to use it incrementally (instead of
using once all the measurements). Let us assume that
we have already an estimation ofµx

1:t−1 andµm. When
the inputs and measurements are available, we update
our estimation in two steps:

1. First, we compute a prediction ofµx
t by applyingf

2. Then, we computeI andξ with Eq. (8)

3. µ is given byI −1ξ
Usually, the computation ofI andξ is done several
times up to convergence. However, we add only one
pose at each step. Thus, one iteration is enough in
practice with our implementation.

2Sparseness results from the classical assumption that
measurement of landmark(i) is independent of measure-
ment of landmark( j) 6= (i) (Rk matrix is block diagonal).

3.4 Minimal Landmark
Parametrization

3.4.1 Definition of the Parametrization

Let us discuss about the expression of the vectorm
that is estimated in the SAM algorithm. We use an
inverse depth representation in order to initializem at
the first iteration. However, the inverse depth repre-
sentation is not minimal since it uses a 6D vector to
encode a 3D point. We can arbitrarily fix the three
first components and compute the three others. Thus,
the 3 last components are enough to represent a land-
mark in the state if we fix the first ones. Now, let us
assume that 3 first components ofy(i) arefixedto x̃(i),
ỹ(i) andz̃(i), so that we havem(i) = [θ(i) φ(i) ρ(i)]

T .
However, we can not choose an arbitrary value for

x̃(i), ỹ(i) andz̃(i) if the goal is to insertm(i) in the filter
at the first iteration. Indeed, the linearity constraints
has to be respected, which implies that the approx-
imated trajectory has to be close enough to the true
one. To do that, ˜x(i), ỹ(i) and z̃(i) are fixed toµx

k (as-
suming that first observation of landmark(i) is at time
k). Choosing any other value would lead to delay the
initialization since we can not guarantee that the an-
gles will be close enough.

Finally, we can notice that the values chosen for
x̃(i), ỹ(i) and z̃(i) are valid for one iteration of the
SAM algoritnm. Indeed, imagine that a part of the
estimated trajectory has changed significantly after
several time steps (because of a loop closure for ex-
ample). The values of the fixed coordinates have to
be update for the next step in the same way thanµx.
Reader should note that this is not an “ estimation ”
(in a filter point of view) ofx̃(i), ỹ(i) andz̃(i) but a shift
of equilibrium point in order to optimize the validity
of the linearization. We do not compute the jacobian
of h with respect to these fixed components.

3.4.2 Discussion

The parametrization presented in the previous para-
graph takes advantage of the inverse depth represen-
tation but remains minimal since only 3 parameters
are estimated. Using a minimal representation reduce
the risk of “ falling in local minima ”. Furthermore,
we can show that keeping the six variables in the es-
timation would lead to severe inconsistencies in the
case of SAM. Assume for example that landmark(i)
was first observed at timek and that we use the six
variables inm(i). At timek, the three first variables of
m(i) are fully correlated withr k. Let us examine what
happens for each new observation ofm(i) for t > k:
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m(1)

z0,(1) z1,(1) z2,(1)

m(2)

z1,(2) z2,(2) z3,(2)

x0 x1 x2 x3

(a)

Figure 2: Bayesian network in the case of 2 landmarks.
Black links indicates normal links of the network. The red
links indicates spurious links due to over-parametrization
for the EKF case (they are not present with the SAM).

Figure 3: Photo of the experiment.

1. First, the observation will give information about
the current variablexk andm(i). This gain of in-
formation implicitly improves the estimation of
all the other variables of the filter by inference,
includingr (k)

2. Then, we should remember that the first 3 com-
ponents ofm(i) are fully correlated withr k which
implies that the information added onx(i), y(i) and
z(i) are directly propagated up tor k.

The second source of information gathered byr k
is spurious information. In fact, the full inverse depth
parametrization adds shorcuts in the Bayesian Graph
associated tox andm (Figure 2). With this model,
the measurement of landmark(i) depends directly on
the current robot pose, the landmark and the first po-
sition of observation.The second hypothesis given
in paragraph 2.1 is not satisfied. In practice, such
implementation of the SAM algorithm will lead to di-
vergence.

Finally, an intuitive way to understand the theoret-
ical differences between the EKF formulation and the
minimal SAM representation is to examine the basic

properties of the measurement function:

1. in the case of EKF,h is a function ofr k, xt and
m(i). So, we havezt = h(r k,xt ,m(i)),

2. in the case of minimal SAM representation,h is a
function ofxt andm(i) parameterized byµx

k. So,
we havezt = hµx

k
(xt ,m(i)).

4 COMPARISON WITH THE EKF

In this section, we propose to compare some aspects
of the EKF-SLAM with the SAM. First, it is now well
known that the EKF algorithm is inconsistent. It was
shown in simulations by Tim Bailey (Bailey et al.,
2006a). Moreover, Simon Julier made a proof of the
inconsistency in the case of a static Robot (Julier and
Uhlmann, 2001).

More recently Huang shown the general inconsis-
tency in the case of 3 degrees of freedom SLAM by
an analysis of observability ((Huang et al., 2008)). In-
deed, an observability of the 3DOF-SLAM shows that
the system is unobservable and that the observability
matrix has a nullspace of dimension 3. Intuitively, it
corresponds to a rigid motion of the whole system (2
translations and one rotation). However, the authors
of (Huang et al., 2008) shown that the observability
matrix associated to the system linearized by the EKF
has a nullspace of dimension 2. This corresponds to
spurious information gain in rotation.

They also present an other filter derivated from the
EKF (the The First-Estimates Jacobian EKF SLAM
(FEJ-EKF)) which does not update the linearization
points of the landmarks. This new filter respects the
observabilty nullspace dimension. So, Huang claims
that the root of the EKF inconsistency is the updates
of equilibrium points. We can notice that the for-
mulation of the SAM algorithm guarantees that
the linearization points for the landmarks are the
same for all the observations. In consequence, we
can guess that the good properties of the FEJ-EKF are
kept by the SAM algorithm.

5 RESULTS

5.1 Experimental Testbed

Both algorithms were tested with true data acquired
by a mobile robot in an indoor environment. The tra-
jectory length is about 15m.All the results were ob-
tained in the case of pure bearing-only SLAM (no
odometry).
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Figure 4: Trajectory provided by the EKF-SLAM.

In order to test the capability of the algorithms to
estimate the 6 DOF of the robot, we made a plateform
at 35cm high from the ground (Figure 3). To access
to this plateform, the robot is driven on a 180cm long
ramp. This gives us a ground truth concerning the
angle of the trajectory of the robot during its “ climb ”:

γ = arcsin(35/180)≈ 11.2deg (9)
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Figure 5: Trajectory provided by the SAM algorithm.

Furthermore, the robot is submitted to high
changes in rotation velocity. Particulary, the robot

makes a turn just before climbing on the plateform.
Then, the robot rotates on itself (without translation)
once it is on the plateform. Some pictures of the ex-
periment are proposed on Figure 3. As the camera
is not mounted on the center of rotation of the robot,
we expect to see a semicircle in the trajectory. The
end of the trajectory consists in going down to the
ground and moving in the plane. We also used the
fact that the robot came back close to the first position
to force a loop closure (the loop closure correspond to
the data association shown on Fig 1). Both algorithms
are tested with exactly the same data (the image pro-
cessing is done off-line). Finally, even if we do not
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Figure 6: SAM solution — (a)z coordinate – (b)x, y and
z coordinates: we see the relevance ofz with respect to the
main scale (x andy).

have a ground truth on all the trajectory, we have 4
parameters which can be tested:

1. The robot is on the ground during the first part of
the trajectory. So, we expect thez coordinate of
the trajectory to be zero,

2. The angle of the ramp is known. We can use it as
a ground truth,

3. After the climb, the robot movement is parallel to
the ground. So, we expect thezcoordinate to be a
constant,

4. The robot is on the ground during the last part of
the trajectory.

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

286



−5 0 5 10 15 20

−20

−15

−10

−5

0

x coordinate

y 
co

or
di

na
te

(a)

0
5

10
15

−15

−10

−5

0

5

10

−3

−2

−1

0

1

x coordinate (m)

y coordinate (m)

z 
co

or
di

na
te

 (
m

)

(b)

Figure 7: Map provided by the SAM algorithm. The trajectory is also plotted in red.

5.2 Results on the EKF

The trajectory given by the EKF is given on Figure 4.
The trajectory starts from the origin. The green ellip-
sis on Figure 4a shows the uncertainty of the last robot
pose. We can see that there are many discontinuities
in the trajectory at the end due to the loop closure.
This is due to the fact that when the robot observe an
old landmark, the drift accumulated force the filter to
make a discontinuity in the solution. Finally, even if
the trajectory looks fine (we see the different heights
and the semicircle), results of the EKF are not much
impresive.

5.3 Results on the SAM

The results provided by the SAM algorithm are given
on Figure 5 to 7. They look like much interesting than
the EKF-SLAM results. Indeed, the estimation of the
trajectory is very smooth comparing to the one pro-
vided by the EKF. Moreover, we can see that the un-
certainty ellipsis is bigger in the case of the SAM al-
gorithm. This is certainly a manifestation of the EKF
inconsistency: the EKF is over-confident.

Moreover, we were able to compute an approx-
imation of the angleγ with the trajectory by using
the coordinates at the beginning and at the end of the
climb. We got 10.1deg (the ground truth is 11.2deg).
We have just anerror of 1.1deg. This confirms the
excellent results provided by the SAM algorithm.

We also checked the relevance of thez coordi-
nate (Figure 6). It appears that the mean value during
the first part of the trajectory is 0.03m with a stan-
dard deviation of 0.03m (first red bar on Figure 6a).
During the second part of the trajectory (after the
climb), the mean value ofz is 0.52m (standard devia-
tion: 0.015m). Finally, the mean value ofzduring the
last part of the trajectory is 0.01 (standard deviation:
0.02m). These results are good: we get the two parts
werez is close from 0 and see a near constantz

during the second part of the trajectory. Then,zvalues
are scaled with the values ofx and y on Figure 6b:
we can see that displacements inz are much smaller
than displacement inx,y. However, the shape of the
z is well estimated, which shows the good precision
of the algorithm. We got similar results with the EKF
algorithm (but with a higher level of noise).

Finally, the map provided by the SAM algorithm
is given on Figure 7. It is quite difficult to interpret
since we do not have any ground truth (the map is
made by interest points selected during the video se-
quence). Nevertheless, we can see on the left part a
wall (close to the zero vertical axis) which seems to
be coherent.

6 CONCLUSIONS

In this paper, we proposed an accurate method to
solve the monocular SLAM problem. To do it,
we used the inverse depth representation for land-
marks and the SAM algorithm for the filtering part.
However, we do not use the whole inverse depth
parametrization as proposed by the original authors.
Indeed, we decide to fix the three first components
of the representation by using the linearization points
provided by the SAM algorithm. Thus, we solved the
over-parametrizationproblem introduced by the EKF-
version of the algorithm. In consequence, two origins
of inconsitencies are avoided: the one due to the in-
herent inconsistency of EKF, and the one due to the
over-parametrization. This makes our algorithm more
robust than the EKF proposed byCivera et al.

We shown that we had a very good estimation
without any odometry. First, we recovered the angle
of the ramp if good precision. Then thez coordinate
estimation was quite relevant in spite of the small ver-
tical displacements comparing to thex andy coordi-
nates.

Our future work will focus on optimizing the al-
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gorithm and implementing a strategy to switch from
inverse depth coordinates to classical euclidian coor-
dinates. Indeed, inverse depth parametrization is very
relevant when parallax is small. Then, classical co-
ordinates can be used. The authors of (Civera et al.,
2007) propose a test to switch from inverse depth co-
ordinates to global ones. We will focus on adapting
this strategy to our algorithm.
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Abstract: In this paper, an intrinsically parallel framework striving for increased flexibility in development of robotic,
computer vision, and machine intelligence applications is introduced. The framework comprises a generic
set of tools for realtime data acquisition, robot control, integration of external software components and task
automation. The primary goal is to provide a developer- and user-friendly, but yet efficient base architecture
for complex AI system implementations, be it for research, educational, or industrial purposes. The system
therefore combines promising ideas of recent neuroscientific research with a blackboard information storage
mechanism, an implementation of the multi-agent paradigm, and graphical user interaction.
Furthermore, the paper elaborates on how the framework’s building blocks can be composed to applications
of increasing complexity. The final target application includes parallel image processing, actuator control, and
reasoning to handle limp objects and automate handling-tasks within dynamic scenarios.

1 INTRODUCTION

These days, robots are common in industrial produc-
tion setups. They accompany assembly lines all over
the world, as they have interesting properties for pro-
duction processes: they never tire, provide high ac-
curacy, and are able to work in environments not
suitable for humans. Still, todays industrial robots
are often limited to very specific repetitive tasks, as
they must be statically programmed (“teached”) in ad-
vance. But industrial applications nowadays tend to
require greater flexibility, as the manufactured prod-
ucts become highly customized and thus the produc-
tion scenarios become more complex. Also, automa-
tion engineers strive to advance to production fields
like handling of limp or deformable objects, that have
not been considered before. In this context sensori-
motor integration, visual servoing, and adaptive con-
trol are some of the most prominent buzz-words being
investigated in the recent past by academics.

The flexible robotics and automation framework
presented in Section 3 refers to these topics and pro-
vides a generic, configurable, and interactive; but
nevertheless sound and efficient foundation for such
tasks. Section 4 then shows, how the proposed frame-
work can be used to build an application for robot-

assisted, semi-automated limp object handling.

2 RELATED WORK

This section elaborates on how the proposed frame-
work fits into findings / results of existing recent
research in related fields. Furthermore, common
robotics frameworks are mentioned and their relation
to the presented system is discussed.

2.1 Related Research

We find relevant sophisticated approaches primarily
within the area of cognitive and blackboard architec-
tures, or multi-agent systems.

Cognitive architectures originate from psychol-
ogy and by definition try to integrate all findings
from cognitve sciences into a general framework from
which intelligence may arise. Multiple systems have
been proposed to fulfill this requirement, including
Act-R (Newell, 1994; Anderson, 2007) and Soar
(Lehman et al., 2006). Although these approaches
may be biologically plausible and have the potential
to form the foundation of some applications in reality,
they all face the problem of being a mere scientific
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approach to cognition. We argue that, in order to de-
velop applications also suitable for industrial automa-
tion, a framework for intelligent robotics and senso-
rimotor integration has to be designed keeping this
scope in mind. Furhtermore, additional requirements
like robustness and repeatability, generic interfacing,
user-friendlyness and graphical interaction have to be
taken into account with high priority. Still, we are im-
pressed by the incredible performance of biological
cognitive systems and, although we do not propose a
cognitive architecture, try to integrate certain aspects
where we find them useful and appropriate.

The principle theory considering blackboard ar-
chitectures is based on the assumption, that a com-
mon database of knowledge, the “blackboard”, is
filled with such by a group of experts (Erman et al.,
1980). The goal is to solve a problem using con-
tributions of multiple specialists. We adopt the ba-
sic ideas of this concept in the implementation of the
information storage of the proposed framework (see
Section 3.3). Nevertheless, a drawback with tradi-
tional blackboard systems is the single expert, i.e., a
processing thread, that is activated by a control unit
(Corkill, 2003). There is no strategy for concurrent
data access in parallel scenarios. Futhermore, there
is no space for training an expert over time, e.g., ap-
plying machine learning techniques, or even exchang-
ing a contributor with another one in an evolutionary
fashion. We deal with these shortcomings within the
proposed framework and present our approach in Sec-
tion 3.2 and 3.3.

Finally, a multi-agent system (MAS) is a system
composed of a group of agents. According to a com-
mon definition by Wooldridge (Wooldridge, 2009) an
agent is a software entity being autonomous, acting
without intervention from other agents or a human;
social, interacting and communicating with other
agents; reactive, perceiving the environment and act-
ing on changes concerning the agent’s task; and
proactive, taking the initiative to reach a goal. Most
existing implementations (e.g., JADE (Bellifemine
et al., 2003)) use a communication paradigm based on
FIPA’s agent communication language (FIPA, 2002),
which is designed to exchange text messages, not
complex data items. Thus we instead implement
the blackboard paradigm which is capable of main-
tenance of complex items. Still, we acknowledge the
above definition and the fact, that agents may concur-
rently work on a task and run in parallel. The process-
ing units of our framework are hence implemented ac-
cording to these MAS paradigms.

2.2 Related Systems

The following paragraphs discuss some of the most
widespread robotics frameworks with respect to ap-
plicability for vision-based limp object handling and
automation in the target scenario.

Orca1 adopts a component-based software en-
gineering approach without applying any additional
architectural constraints. The framework is open-
source, but uses the commercial Internet Communica-
tions Engine (ICE)2 for (distributed) communication
and definition of programming language independent
interfaces. ICE provides a Java-based graphical user
interaction/control instance, but capabilities to incre-
mentally compose applications by connecting the ex-
ecutable nodes at runtime is very limited. One may
start/stop nodes, but the communication is established
using a publish/subscribe mechanism implicitly by
implementing the corresponding interfaces. So while
providing facilities for efficient distribution of tasks
on multiple computers, Orca lacks the required flex-
ibility when trying to automate tasks without time-
consuming reprogramming (runtime reconfiguration).

The Robot Operating System3 (ROS) is another
open-source software framework striving to provide a
(robot-)platform independent operating system. The
framework uses peer-to-peer technology to connect
multiple executables (nodes) at runtime in a pub-
lish/subscribe way. A master module is instantiated
for the required node-lookup. An interesting fea-
ture of ROS is the logging and playback functional-
ity (Quigley et al., 2009) allowing for replication of
recorded data-streams for later usage, e.g., in a simu-
lation environment. Still, the framework lacks a facil-
ity to record an application configuration in order to
conveniently replicate an application setup for a spe-
cific task, e.g., load a pick- and place task descrip-
tion and execute it on various robotic setups. Mi-
crosoft’s Robotics Studio4, released in 2007, is a
Microsoft Windows specific .NET-based software li-
brary for robotic software applications. The fram-
work utilizes the Coordination and Concurrency Run-
time (CCR) and the Decentralized Software Services
Protocol (DSSP) for message processing and passing.
It includes a simulation environment and, most no-
tably, a convenient facility to develop applications in
a user-friendly graphical way. Still, it is closed source,
and in addition to that, “not an ideal platform for real-
time systems” (Jackson, 2007), since there is no guar-
antee, that a service is not interrupted.

1http://orca-robotics.sourceforge.net
2http://www.zeroc.com
3http://ros.sourceforge.net
4http://www.microsoft.com/Robotics
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The open-source Player/Stage5 project provides
another popular and widespread framework for
robotics. Here, a system typically comprises a
“player”, which implements a TCP-server on the
robot, and “clients”, the user control programs, such
as a joystick controller or a keyboard device, that may
connect to the server, send messages, and control the
robot (Vaughan and Gerkey, 2007). Although being
powerful, in the eye of the authors, Player/Stage is
rather complex to setup and application development
is not user-friendly. I.e., one needs to implement a
character device and a interface/driver model atop the
Player Abstract Device Interface (PADI), combine it
with the Player Protocol and finally implement the ap-
plication semantics, even for a simple pick- and place
task. The flexible robotics and automation system in-
troduced in this paper strives to overcome the draw-
backs of the aforementioned systems. Furthermore,
it incorporates the useful features of the above archi-
tectures to form a foundation for user-friendly limp
object handling applications.

3 SYSTEM OVERVIEW

From a software engineering perspective, an applica-
tion built atop of the proposed system is built from
three building blocks shown in Figure 1.

Figure 1: Building blocks of the flexible automation system.

These building blocks, namely the information
storage, processing units, and generic interfaces, are
introduced briefly in the following paragraphs.

3.1 Generic Interfaces (GI)

The first building block provides an easy-to-use inter-
face abstraction for accessing external hardware com-
ponents such as the realtime connectors for robot con-
trol, grippers and servos, or image sensors, user IO-
devices (mouse, keyboard, etc.), or other sensory de-
vices, e.g. force-torque sensors (FTS).

But implementing a generic interface is not lim-
ited to IO-devices, but indeed one can write an inter-
face to virtually any external component, be it soft-
ware or hardware. For instance considering soft-

5http://playerstage.sourceforge.net

ware libraries, at the time of publication, the frame-
work already provides predefined interfaces to the ro-
bust model-based realtime tracking library OpenTL
(Panin et al., 2008) and the library underlying the effi-
cient EET (exploring / exploiting tree) planner (Rick-
ert et al., 2008) for advanced industrial robot con-
trol. Additionally, in order to support seamless in-
tegration with external applications, interfaces for ac-
cessing socket connectors for remote control, data ex-
change, and remote procedure calls are supplied by
the framework, as well as an interface for running ar-
bitrary executables.

3.2 Processing Units (PU)

The base class for processing data, the PU, provides
a configuration, control and feedback facility and a
possibility to share information with others. Further-
more, each processing unit is designed as a thread and
supplies a description of the action it performs to the
automation system (see Section 3.4).

Typically, an application comprises a set of PUs,
where PUs perform their action in parallel, either con-
tinuously or they are triggered by a start event. While
most hardware interfaces need a cyclic, continuous
update / retrieval (such as the robot joint values or the
camera interface), higher-level actions wrapped into a
PU, e.g. moving the end-effector from A to B, handing
a workpiece over to the next robot, or finding a grasp-
ing point in a visual scene, most commonly need a
trigger-event in an assembly workflow.

3.3 Information Storage (IS)

In order to map a complex assembly workflow, ex-
changing data between PUs is essential. For example
the input device unit maps to the target pose genera-
tion unit, which again maps to the joint values corre-
sponding to a robotic end-effector.

The singleton information storage supplied by the
framework is the building block designed for this pur-
pose. Figure 2 shows the workflow for data registra-
tion, storage, and retrieval modalities as a diagram.

As shown in the figure, after registering a data-
item, synchronous and asynchronous data access is
possible, i.e. PUs can either listen for the event gen-
erated, when a data item has changed in the storage,
or poll the data only when needed.

3.4 Task Automation

Tasks are generally described as a set of connected
actions, where each processing unit defines a such ac-
tion. In order to combine actions to a complex task,
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Figure 2: Dataflow for a data item in the information stor-
age.

Figure 3: Processing units can be generated online to com-
bine a set of arbitrary actions into a more complex one for
automation.

a generic action description comprising an identifier,
IO and configuration parameters, etc., was developed.
Utilizing this action description, it is possible to spec-
ify a complex task by combination of primitive ac-
tions (e.g., operations like “grasp”, “screw”, “move-
to”).

Furthermore, the framework supplies an automa-
tion unit, which enables a user to transform a task
record into an action and generate a new processing
unit (see Figure 3) from it. Increasingly complex
tasks can be automated, as these composite actions
are provided to the user interface for further combi-
nation. Thus it is easy to quickly and conveniently
adapt, e.g., a production system to a novel product
variant requiring different assembly steps.

4 TOWARDS LIMP OBJECT
HANDLING

The following paragraphs show step-by-step, how the
application for limp object handling is implemented
using the framework’s building blocks.

4.1 A Simple Example

In a very basic, single threaded application example,
the PU shown in Figure 4 is designed for processing
data from and sending data to the robot and interac-
tion with a PC keyboard.

Figure 4: Application scheme for a simple keyboard con-
trolled robot.

The actual hardware components are accessed uti-
lizing the generic interfaces. The PU polls the robot
interface and the keyboard interface continuously in
an endless while-loop. Then, corresponding to the
key pressed by the user, a robot action is computed
and sent via the robot interface to the actual hardware.
Finally, a widget provides for feedback visualization
of robot movements. This widget is statically embed-
ded in a Qt-based graphical user interface, which is
updated cyclically by the PU.

Notably, no communication with other PUs is im-
plemented here, so the application does not need to
initialize an information storage.

Clearly, integration of all hardware interfaces and
computations into a single PU is non-optimal consid-
ering load distribution and parallelization. Therefore,
the next example shows, how this can be improved
using multiple PUs and the information storage.

4.2 Multiple PUs and Information
Sharing

Using the IS to share and exchange processing data
enables the application developer to decompose a
problem into semantically independent tasks and dis-
tribute them to multiple task-specific PUs.

Figure 5: Multithreaded application for keyboard control of
a robot.

Figure 5 shows a control system, where keyboard
/ mouse events are handled by the GI of the upper PU,
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Figure 6: A workflow detail for automatically grasping a limp object from the table and handing it over at a pose defined
through user-interaction.

also offering some configuration options in the inter-
action widget (shown in the right part of the screen-
shot). The PU in this case posts a data item contain-
ing the user’s selection for the new target position of
the robot’s end-effector. The robot control unit imple-
ments a listener on that new target position. It com-
putes a trajectory to move the robot to the target and
sends the corresponding commands via the robot GI.

Note, that in the example the listener is not imple-
mented event based (i.e., it does not implement a slot
to the new target signal), but in an asynchronous man-
ner. This ensures, that the robot smoothly completes
a motion. Only after the movement has finished the
next trajectory may thus be computed.

4.3 Limp Object Handling

Concluding the application section, the following
paragraphs describe a rather complex limp object han-
dling application. Here, all the proposed concepts
from Section 3 are applied.

The application features a 6 DOF mouse-device
PU and a realtime robot control unit sending new po-
sition commands every seventh millisecond and si-
multaneously sharing feedback information (joint an-
gles and Cartesian pose of the end-effector). A sepa-
rate GUI-unit provides for visual feedback, additional
manual robot control through buttons and display of
the live-image and (semi-)processed images from the
IEEE1394 camera. In the application, a focus of at-
tention (FoA) unit implements the attention conden-
sation mechanism (Müller and Knoll, 2009). This ap-
proach speeds up visual processing by performing a
relevance evaluation on the visual field as it creates
regions of interest for salient areas appropriately.

A detail of the workflow for manipulation of a
limp object in the workspace of the robot is scetched
in Figure 6.

The figure shows three PUs performing continu-
ous actions, the robot control unit, the camera unit
and the mouse unit. Furthermore, two event-based
units are shown, one for analyzing the object struc-
ture (ends and intersections) and one for determining
a suitable point for grasping the object (see Figure 7
for a detail of the process).

Figure 7: From top to bottom: The region of interest, back-
ground segmentation, thinning, structure analysis and pos-
sible grasping points.

The application comprises four more units, which
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are not shown. These are the FoA unit and the GUI
unit mentioned before, and an event-based gripper
unit. Using the forth one, the automation unit, the
user is able to compose an arbitrary workflow (the ap-
plication task), e.g., the one shown in Figure 6, by
connecting the IO-parameters of different units and
then transforming the task into a new PU, e.g., a “find-
and-grasp-object” unit.

5 CONCLUSIONS

The paper introduces a flexible robotics and automa-
tion system for parallel, asynchronous and decoupled
processing on hardware architectures like multicore
or multiprocessor systems.

A typical modular application developed with the
framework is an unordered set of instances of the
building blocks. The set may comprise a structure
of processing units; a blackboard for storage and ex-
change of data; and multiple interfaces to hardware
or external software components. Furthermore, the
proposed system incorporates facilities to generate
automation functions, for example from telepresent
teach-in or predefined action primitives.

As an example, the paper shows, how the robotics
system can be used to develop an application for limp
object handling, incorporating parallel visual process-
ing and realtime control of the actuator in a user-
friendly way.
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Abstract: Implementation of active control has much potential to contribute to the creation and construction of 
innovative structures. This paper summarizes recent research of the authors that is the study of biomimetic 
control solutions regarding balance and locomotion of robotic systems. A first goal of the work consists in 
identifying solutions necessary to balance the individual systems. Research has been focused both on 
systems with a single foot, but also on biped, tripods, quadrupeds, hexapods and octopods. Static balance is 
achieved by a proper mechanical design (Bizdoaca and Petrisor, 2009), but also by a corresponding load / 
tensioning actuators systems that can compensate for inertial elements that can lead to system stability limit. 
Theoretical studies have been focused on developing an efficient stepping algorithm in environment with 
strong uncertainties, known as SSTA algorithm. The article present a series of experiments made with servo 
actuated and smart actuated (based on shape memory alloy, especially) walking biomimetic structures. 

1 INTRODUCTION 

Biomimetics (or bionics, biognosis, etc.) is an 
abstract of “good design from nature”. Roughly 
speaking, biomimetics is the concept of taking ideas 
from nature and implementing them in another 
technology.This concept is actually very old, for 
example, the Chinese wanted to make artificial silk 
3,000 years ago. Some biomimetic processes have 
been in use for years. An example is the artificial 
synthesis of certain vitamins and antibiotics. More 
recently, the biomimetic concepts, ideas and 
applications are increasingly reported. 

 For example, the latest new biomimetic study 
reported in the journal Nature, according to the 
current picks of biomimetic issues, is actually from 
studying how ants avoid traffic jams, which has 
numerous implications for many scientists to rely on 
the behavior of ants or other natural systems to give 
them clues as to how to design computer systems 

that avoid overcrowded networks. Another 
biomimetic example, as commented by Philip Ball 
in the 26 February 2004 issue of Nature in (Hong, 
and Bruce, 2004), is on the use of microbes in waste-
water that could make a handy household battery. 

In a more general setting, according to 
(Whatis.com), biomimetic refers to human-made 
processes, substances, devices, or systems that 
imitate nature. The art and science of designing and 
building biomimetic apparatus is called biomimetics, 
and is of special interest to researchers in robotics, 
artificial intelligence (AI), nanotechnology, the 
medical industry, and the military. Other possible 
applications of biomimetics include nanorobot 
antibodies that seek and destroy disease-causing 
bacteria, artificial organs, artificial arms, legs, hands, 
and feet, and various electronic devices. One of the 
more intriguing ideas is the so-called biochip, a 
microprocessor that grows from a starter crystal in 
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much the same way that a seed grows into a tree, or 
a fertilized egg grows into an embryo. 

Biomimetics is now not at the stage in 
generating new concepts and ideas because the 
mother nature has already provided numerous 
models for us to imitate. The key is the 
implementation and development which is gathering 
momentum only recently because the science base 
can cope with the advanced techniques in various 
areas such as biology, materials, electronics, 
computing, communication and control etc. The idea 
of extrapolating designs from nature and copying 
them has entered into many areas of applied science, 
most notably the synthesis of new materials. So, it is 
no surprise that people tend to regard the 
biomimetics as an interdisciplinary field in materials 
science, engineering, and biology. 

2 STUDY OF BIOMIMETIC 
CONTROL SOLUTIONS BASED 
ON THE BALANCE OF 
INDIVIDUAL SYSTEMS 

Studies of the authors have been focused to identify 
the necessary solutions to ensure the individual 
systems balance. The research have been directed 
both on systems with a single foot, which made a 
movement by jumping, but also on biped, tripod, 
quadruped, hexapod and octopod systems.  

Static balance is achieved by a proper 
mechanical design [CMSM'2009], but also by a 
corresponding load / tensioning of actuators systems 
that can compensate the inertial elements that can 
lead the system to the stability limit. 

In addition to these studies for extension degrees 
of freedom in order to provide a more efficient 
navigation and balance control have been explored 
and studies smart damping and actuation based not 
only on servoactuators, but and to shape memory 
materials and magnetorheological fluids. 

The essential condition for static equilibrium 
related to the position of the system gravity centre of 
which projection must be inside the contact surface 
described by the support elements (feet) of the 
biomimetic system is, for jumping and biped 
systems extremely difficult, while for ensuring a 
dynamic balance the use of specialized control 
architectures is required. 

 

Figure 1: Study of biped locomotion. 

Taking into account the human model, it is 
observed that it has a balanced structure in addition 
to appropriate state, and a sensorial system that 
provides the driving of the muscular system to 
compensate for factors that could lead to system 
stability limit. 

Therefore, to achieve the balance of studied 
systems, it turned to a series of sensorial elements to 
ensure the system proximity identification of the 
stability limit, while an architectural simplification 
of the system to ensure absolutely necessary degrees 
of freedom for a dynamic compensation but much 
more limited than the biological model. 

These considerations are related to the 
complexity of calculations necessary to some 
systems with more degrees of freedom, respectively 
considerations of ensuring the bionic system 
mobility, especially with a lower energy 
consumption.  

Calibration bionic system proved to be a basic 
element, that essentially influenced subsequent 
locomotion of the mechatronic system. 

 

Figure 2: Biped biomimetic structure. 

An important component of the study was 
focused on walking structures issues - quadruped, 
hexapod and octopod structures. 
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Figure 3: Octopod biomimetic structure. 

 

Figure 4: Quatrupede biomimetic structure. 

Consulting literature revealed some aspects of 
the modalities and criteria for classification of 
walking robots structures, thus achieving a hierarchy 
in terms of biological models imitated, of physical 
morphology, of functions they performed and of 
locomotion strategy that they adopt. 
In order to have a more complete image of the 
themes (walking robots field), we focused on: 

• walking stability issues of such robots 
• design advantages of such morphologies 
• issues of wide range of areas where they 

prove their aplicability. 

Conclusions resulted in this work led to the need 
for a dual approach: intelligent design and balancing 
of the mechanical system and implementing of a 
system/algorithm that allows the achievement of the 
instability system compensation or its approach to 
the stability limit, by the dynamic analysis of the 
specific conditions. 

The developed algorithms should be simple, 
robust, adaptive, sub-optimal for reasons related to 
the response time. 

3 STUDY OF BIOMIMETIC 
CONTROL SOLUTIONS BASED 
ON THE LOCOMOTION OF 
INDIVIDUAL SYSTEMS 

Individual systems locomotion behave correctly 
identification of the control algorithm, but also, the 
identification of some kinematic and dynamic 
models, viable and efficient in implementing of 
these algorithms through command and control 
architecture. 

Studies of systems moving by jumping with a 
single leg, with 4 feet, respectively hiperredundante 
systems, systems that have shape memory springs in 
their structure, have revealed the effectiveness of 
this type of solution for continuous monitoring of 
the damping coefficient necessary at the contact with 
the ground or for damping and driving of the 
mechatronic architecture (Bizdoaca, 2009). 

 

Figure 5: Mathematical model of a one-legged robot that 
uses as damping element a shape memory spring. 

 

Figure 6: Biomimetic structure type rabbit. 

Experimental measurements in conjunction with 
theoretical and practical work of the research team, 
have enabled studies to be efficient. 
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Figure 7: Biomimetic structure type frog. DTA and DSC 
curves for 18.275mg from SMA spring. 

The effect of the energesing smart damping 
system is extremely efficient, numerical simulations 
showing this. 

 

Figure 8: Hopping robot trajectory for different energizing 
temperatures of the SMA spring. 

Particular attention was allocated for the 
hiperredundante systems both regarding creeping  
locomotion and handling structures as  trunk type. 

Kinematic study of walking systems was 
performed both on the robot body movement in 
space, given the motion laws of a rigid body in 
three-dimensional space and on the robot foot 
considering that it has a structure consisting of three 
links and three degrees of freedom in relation to the 
body, achieved by three rotational joints. 

The rotation axes for the two joints which form 
the hip are set to intersect orthogonally. 

In the case of existing a defect of the bionic 
architecture, locomotion was a complement of the 
activity of the project. 

In robotic structures, the faults may be caused by 
external environmental conditions (operating 

environment) or by internal conditions (structure, 
sensors, actuators or control). 

Faults monitoring system, according to its 
complexity, may adopt the following control 
strategies (from simple to complex): only detection 
and location of faults and possible suggesting of 
isolation actions and/or avoiding of fault 
components; further robot movement until bringing 
it into a safety state in a neighborhood of the end 
point for major faults; the robot stop in a safety state 
with maintaining of stability in the case of 
catastrophic faults. 

General techniques for detection and 
identification of existing faults and those for 
recovery after failure, can be applied to walking 
robots systems, thus determining the operation space 
under fault. For this purpose were determined the 
operation areas of the walking robots feet as an 
annulus sector. Overcoming these allowed operation 
areas for each leg lead to interference problems. 

To avoid this, were a prori eliminated all the 
areas that can be overcome, so that each leg has its 
own separate region. 

Thus, it was defined for each leg one operation 
area (called operation cell) having a rectangular 
shape. Then it was analized, from kinematic point of 
view, the case of existing a fault due to a blocked 
joint of a robot leg. This analysis of the fault can be 
extended to other robot legs because of the robot 
symmetry. 

Based on kinematic restrictions mentioned 
above, were presented and justified fault-tolerant 
locomotion algorithms for each considered case of 
fault  both for the straight line robot moving and for 
a crab stepping type: robot locomotion tolerant at 
first joint blocking, robot locomotion tolerant at 
second joint blocking, robot locomotion tolerant at 
third joint blocking. 

4 IMPLEMENTATION OF THE 
WALKING ROBOT CONTROL 
ALGORITHM IN SSTA 
STRATEGY 

It is considered the walking robot structure as 
depicted in Fig.9, having three normal legs Li, Lj, Lp 
and a head equivalent to another leg, L0, containing 
the robot centre of gravity, G, placed in its foot. The 
robot body RB is characterized by two position 
vectors O0, O1 and the leg joining points denoted Ri, 
Rj, Rp. The joining point of the head, L0, is the 
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central point O0, R0= O0, so the robot body RB is 
univocally characterized by the set, 

0 1 i j p 0RB {O ,O , , , , }= λ λ λ λ  

 

Figure 9: The geometrical structure of the robot. 

A robot leg, let us consider of index i, has a body 
joining point Ri expressed by a complex number and 
the foot point denoted by the complex number Gi. It 
contains two joint segments defined by the lengths 
ai, bi with the angles αi, βi. Here there are considered 
three legs: i, j, p.  

Due to the complexity of the evolution in an 
environment with strong uncertaines, an efficient 
walking algorithm which ensure stability and 
locomotion of the robotic structure, must be 
developped.  

Stable States Transition Approach (SSTA) 
control strategy applied for a hexapod structure is 
proposed. By SSTA strategy is assured the walking 
robots evolution in uncertain environments 
subordinated to two goals: 

- achievement of the desired trajectory expressed 

by the functions 0
zO f (x)= and (x)θ = θ , where x is 

the ground abscissa and 0
xO x= ; it is considered the 

evolution from left to right;  
- assuarance of the system stability that is, in any 

moment of the evolution the centre of gravity has to 
be in the stability area. 

Considering the walking robot as a variable 
causality dynamic system it is possible to realize this 
desideratum in different variants of assurance the 
steps succession. The steps succesion suposes a 
series of elementary actions that are accomplished 
only if the stability condition exists.  

Continuously, by sensorial means or using the 
passive leg, the robot has informations about its 
capacity of evolving on the ground. Every time it is 
considered that the legs i, j are on the ground and the 

the system is stable ( ij [0,1]ε ∈ ). The passive leg pG  

is which realises the walking.  

By testing the ground is realized its division in 
lots representing  the fields on x axis which constitue 
the abscissas of some points that can be touched by 

the pG  leg. A next support point given by the free 
pG  leg , is chosen so that to existe a next stable state 

εip or εjp , taking into account the actual state of legs 
activity.  

A variant of mouvements succesion, composed 
by 12 steps, was proposed in (Petrisor, 2008). 

5 EXPERIMENTAL RESULTS 

An experimental platform, called RoPa, has been 
conceived. The RoPa platform is a complex of 
MATLAB programs for simulation and control of 
walking robots evolving in uncertain environments 
according to SSTA control strategy. A number of 
eight causality orderings of the robot structure have 
been implemented on RoPa. 

 

Figure 10: RoPa Graphic User Interface. 
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Figure 11: The robot kinematics evolution.  
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The stability of this evolution is graphical 
represented by a stability certificate of the evolution 
(Figure 12).  

This certificate attests the stability index of the 
active pair of legs in any moment. 

 

Figure 12: The stability certificate of the evolution. 

6 CONCLUSIONS 

Experiments on walking structures, made in the 
mechatronics laboratory, revealed the efficiency of 
SSTA algorithm, providing a robot system stability 
especially on hard terrain or with a high degree of 
uncertainty regarding the nature and topography of 
the contact surface. Using smart materials in the 
structure of biomimetic mechatronic architectures 
lead to an extension of the control capabilities. 
These latter elements will be explored in subsequent 
theoretical developments of research activity, 
practical experimentation, empirical, currently 
performed being extremely encouraging. 
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Abstract: For many robotic applications including service robotics robust object classification and 6d object pose de-
termination are of substantial importance. This paper presents an object recognition methodology which is
capable of complex multi-object scenes. It handles partialocclusions and deals with large sets of different and
alike objects.
The object recognition process uses local interest points from the SIFT algorithm as features for object clas-
sification. From stereo images spatial information is gained and 6d poses are calculated. All reference data
is extracted in an off-line model generation process from large training data sets of a total of 100 different
household items. In the recognition phase these objects arerobustly identified in sensor measurements.
The proposed work is integrated into an autonomous service robot. In various experiments the recognition
quality is evaluated and the position accuracy is determined by comparison to ground truth data.

1 INTRODUCTION

Object recognition comprises the tasks of object class
identification and pose determination. Although this
plays a major role in several scientific domains, many
current approaches to object recognition are limited in
their applicability due to inaccuracies in the pose de-
termination, the number of detectable objects or the
complexity of scenes. Object occlusions and the ap-
pearance of similar objects in the same image often
constitute problems to robust detection.

Figure 1: A service robot commonly operates in a complex
environment.

In this work we present a detection methodology
which allows accurate 6d object pose determination
and object class detection. It uses Lowe’s SIFT al-
gorithm (Lowe, 1999) for determining local, scale-
invariant features in images. The application of the
SIFT algorithm on stereo images from a camera pair
enables the calculation of precise object poses. This
appearance- and model-based approach consists of
two separate stages,Model generationand Object
recognition and pose determination.

Model generation is an off-line process, where the
object database is established by determining essen-
tial information from training data. We consider a set
of 100 household items of different or alike appear-
ance. The challenges lie in the reasonable acquisition
and efficient processing and storing of large data sets.

Object recognition and pose determination aims
on satisfactory object classification results, low mis-
classification rates and fast processing. The precise
detection of the object pose allows the accurate po-
sitional representation of objects in a common refer-
ence frame which is important to many tasks. The 6d
pose is described by 3 translational and 3 rotational
components and is formulated in continuous domains.

The proposed method is embedded in a mobile
service robotics framework. Figure 1 shows the proto-
type. The robust and accurate object recognition sys-
tem is basis to continuing works such as object mani-
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pulation (Xue et al., 2007), perception planning (Ei-
denberger et al., 2009) and physical object depen-
dency analysis (Grundmann et al., 2008), which point
out its importance.

Section 2 outlines current state of the art ap-
proaches to model generation and model-based object
recognition.

In Section 3 the data acquisition procedure and the
methodology for model generation is described. Sec-
tion 4 depicts the principles for object class identifi-
cation and 6d pose determination.

This paper closes with experiments in Section 5
which demonstrate the proposed theoretical concepts
on real data.

2 RELATED WORK

The problem of visual object pose estimation has been
studied in the context of different fields of application,
robotics or augmented reality to name two.

All approaches can be characterized by a number
of parameters like the number of dimensions of the
measured pose (mostly one, three or six), the restric-
tions on the objects to be localized (e.g. in shape,
color or texture), the ability to estimate the pose of
multiple instances of the same class in one image and
the capacity for various different classes in the model
database of the proposed system. Also the proposed
sensor system (mono/stereo camera, resolution), pro-
cess runtime and the achieved precision in the pose
are characteristic.

One of the earlier papers on object pose estimation
(Nayar et al., 1996) dealt already with the high num-
ber of one hundred different classes. Nevertheless the
measured pose in this case is only one-dimensional,
and the scene is assumed to have a black background
and no occlusion or objects of unknown classes in it.

Later on (Zhang et al., 1999) and (Walter and Arn-
rich, 2000) extended the estimated pose to 3DOF as-
suming the objects to be located upright on a table,
using one of five objects in their experiments.

Others (Kragic et al., 2001) restricted their ob-
jects to forms that can be modeled by wire frames
and achieved good results in full 6d pose estimation
examining two different objects. The quality of the
pose is indirectly evaluated by successful grasping.

True 6d pose measurement using local SIFT fea-
tures was demonstrated by (Lowe, 1999), describing
a method that is able to localize flat objects within
a range of 20 degrees, demonstrated on two scenes,
consisting of three different objects each, without
evaluation of the pose accuracy.

Azad et. al. presented a stereo camera based me-

thod (Azad et al., 2007) for full 6 DOF pose retrieval
of textured object using classic SIFT interest points.
The method requires the objects to posses flat sur-
faces for the stereo recognition, and the accuracy of
the pose estimation is not measured directly.

Recently Collet et al. presented a mono camera
object localization system (Collet et al., 2009), based
on SIFT features using ransac and mean shift clus-
tering. They also describe an almost fully automatic
process for the model generation and give some ex-
periments with four object classes where measured
poses are evaluated against ground truth. The error
is described by histograms over the translational and
rotational error.

Another model generation system is described in
(Pan et al., 2009) which is able to build a model online
from a video stream. The model is also built fully
automatically, additionally the user is assisted in the
image collection by guiding the direction to which the
object should be moved and by the visual feedback of
the emerging model.

A comprehensive taxonomic and quantitative
comparison of multi-view stereo model building
methods for dense models can be found in (Seitz et al.,
2006), sparse models are out of scope for this paper
though.

Our approach is comparable to the method of
(Collet et al., 2009), using a similar 3d model which
is not restricted in the shape based on SIFT features.
Through the use of stereo vision and thus conceptual
different methods for the pose determination a higher
accuracy in pose measurement is achieved.

Note, that an exact direct comparison is difficult
without perfect re-implementation, so we generated
translational and rotational histograms similar to the
ones in (Collet et al., 2009) which demonstrate a bet-
ter performance of our approach. But when it comes
to comparison, the main drawback to the research
done on six dimensional object localization is the ab-
sence of benchmark datasets.

3 MODEL GENERATION

Model generation aims on the acquisition of training
data and its processing to generate object class mod-
els. It is essential to filter significant data and effi-
ciently store it to enable reasonable processing times.

The KIT object modeling center IOMOS (Xue
et al., 2009) is shown in Figure 2 with its rotary
disk and the rotating bracket, where the sensors are
mounted on. A stereo camera system and a laser scan-
ner are used to acquire 360 stereo images for each
object and the 3d surface. Rotating the object on the
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Figure 2: Object modeling center.

turntable and moving the sensors results in sensor data
at 360◦ latitudinal and 90◦ longitudinal angles in 10◦

steps.
The build process starts with computing the SIFT

interest points (IPs) for each image and calculates 3d
points by triangulation of IPs in each stereo image.
Then matches over all images are determined and
equivalence classes from these matching IPs found.
At last each equivalence class is represented by one
descriptor and one 3d location. All these equivalence
class representatives together build up the model.

Now, each step of the build process is described in
detail.

1. SIFT Interest Points Calculation. The base for
the process are the SIFT interest points for each im-
age. Each SIFT interest pointsi = (u,v,s,o,dl ) con-
sists of the 2d location(u,v) in the image, its scale
s and its orientationo. dl denotes thel -dimensional
descriptor vector. For each training image the set
of interest points in the left camera imageSl with
Sl = {s1, ...sn} is determined. The interest point set
Sr for the right camera image is acquired respectively.

2. Triangulation. 3d points are computed for cor-
responding IP’s in the left and right images. Corre-
sponding IP’s are determined by using the epipolar
constraint and SIFT descriptor matching. For every
IP in a left imageVl we compute the epipolar line
Le in the right imageVr and determine the subset
Se

r ⊂ {si ∈ Sr |dist(si ,Le) < εE} with εE as the maxi-
mum epipolar distance. Then, SIFT descriptor match-
ing is performed. It is important to do the epipolar ex-
amination before the SIFT matching step. This way
the set of possible matches is constrained to a region
in the image. IPs with similar descriptors from other
parts are not considered and cannot distort the result.
For each matched IP pair(si

l ,s
j
r ) the corresponding 3d

location and orientation are computed using triangu-
lation (Hartley and Zisserman, 2004) and transformed
into the objects coordinate system to get the spatial
feature representation:

s# = (x,y,z,x′,y′,z′,s,o,dl ). (1)
The first three elementsx,y andz denote the transla-
tional coordinates,x′,y′ andz′ represent the direction
from where the interest point is visible. Scales, orien-
tationo and descriptordl are equal to the parameters
of the 2d interest point.

3. Equivalence Relation. The next step aims at par-
titioning this set of 3d points into subsets originating
from the same physical point. This equivalence re-
lation is seeded from IPs with fitting appearance and
location and is completed by the transitive closure.

First candidates are found by appearance. The
enormous amount of data with on average 850 3d lo-
cations for each training view, 280000 for each object,
can be handled efficiently by means of a kd-tree. Us-
ing Euclidean distance in the SIFT descriptor space
the nearestnN- neighbors in the kd-tree are searched
for eachsi

#.
nN depends on the sampling rate of the training

data as SIFT descriptors are only invariant within a
limited angular range and each face of the object is
only seen from a certain range of camera positions. It
was set to 150 in our case.

Then candidates are checked for their spacial fit
by projecting them to the view of their matching part-
ner both ways and calculating the Euclidean distance
in the image. If this distance, which is the expected
reprojection error, exceeds a threshold (5 pixel in our
system) the candidate is rejected. In rare cases it can
happen that two IP’s from the same view are in one
equivalence class. These IP’s are removed.

A standard connected component algorithm is
used to compute the transitive closure.

4. Subdivision and Representatives. We now seek
a simple representation for each equivalence class
above a minimal sizevmin. Very small classes (eg.
vmin=4) are discarded to suppress IPs of low value for
the recognition process and noise.

When evaluating classes one finds the locations
clustering well, but descriptors to spread consider-
ably. This is not surprising since we do see most
points from a wide angle range were the SIFT descrip-
tor cannot be assumed to be invariant. Instead of more
complex density models we favor a very simple rep-
resentative, which is a simple mean for location and
normalized mean for descriptor. To make this simple
model suitable we sacrifice the simple relation, where
one class corresponds to one physical point, and split
classes with k-means until they can be represented as
spheres. This considerably simplifies and speeds up
the recognition process.
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Figure 3: Sensor head: Stereo cameras and 3d-TOF camera
mounted on a pan/tilt unit.

The full model for one object needs about 5% of stor-
age of the initial SIFT features. This enables fast
recognition since big databases can be held in RAM
completely.

4 OBJECT RECOGNITION AND
POSE DETERMINATION

Many applications require a high pose determination
accuracy. To account for this we use a stereo cam-
era based approach, as preceding experiments using
a mono camera and the posit algorithm (Dementhon
and Davis, 1995) lead to unsatisfying results. Compa-
rable results were found in (Azad et al., 2009) which
showed that stereo approaches outperform mono cam-
era approaches by the factor of≈ 2.

Our stereo setup on the robot (Figure3) consists of
two AVT Pike F-145C firewire cameras with a resolu-
tion of 1388 x 1038 pixels each, equipped with 8.5mm
objectives and mounted with a disparity of 0.12m.

Precise intrinsic and stereo calibration of the cam-
eras is essential to our algorithms so they were carried
out with the Camera Calibration Toolbox for MAT-
LAB, using about 60 stereo image pairs of a custom
made highly planar checkers calibration pattern.

The recognition and localization process consists
of the following steps:

1. Calculate SIFT Interest Points. For each of the
stereo images,Vl andVr a corresponding set of in-
terest points is calculatedSl = {s1, ...,sn} and Sr =
{s1, ...,sm}.

2. Find Correspondence to Object Models
(Figure4). For all elementssi ∈ Sl try to find up to
pmm multiple matchesck = {i, j} with a 3d feature
from the model databasesj

# ∈ M. The criterion for
a match is that the Euclidean distance in descriptor
space is below an absolute thresholdptm = 0.3. The
multiple match is needed, because with an increasing

Figure 4: Recognition principle: finding matches between
interest pointss# ∈M from given models and interest points
detected in one images∈ Sl (step 2).

number of object models in the database, the unique-
ness of a lot of features is lost. This happens in a non
ignorable way for household items that often follow a
corporate design and share large areas of texture.

To speed up the search for matches, the descrip-
tors from the databaseM are structured in a kd-tree
using the ANN library. To increase the performance,
the nearest neighbor search is approximated. The
quality of the approximation can be parameterized,
we used the valuepapp = 5.

3. Construct Stereo Interest Points. For all match-
ingsck = {i, j}, we try to find multi stereo matches on
the right interest point setSr . The epipolar constraint
is used in the same manner as described in Section
3.2, but after the epipolar spatial restriction, a relative
multi match is used. This has to be done to account for
the classic situation where multiple instances of the
same object class are placed side by side on a board,
leading to multiple similar features on the epipolar
line Le. After this procedure we obtain a set ofl 3d
SIFT pointsS# =

{

s1
#, ...,s

l
#

}

by triangulation. Each
of these 3d SIFT points belongs to an object class, in-
dicated by its corresponding database featuresj

#. In
a system witht known classes this gives a partition
of S# =

{

S1
#, ...,S

t
#

}

, whereas some of these class de-
pending partitions might be empty. From here on, all
calculation is done separately for each object class.

4. Cluster within Class t. To account for scenes
with large numbers of identical objects and to deal
with the high number of erroneous 3d SIFT features,
we construct initial pose estimatesP =

{

p1, ..., px
}

from St
#. This is done by choosing randomly

non collinear triplets of 3d interest points fromSt
#

and check whether their mutual Euclidean distances
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match those in the model database.
Within the 6d space of the initial pose estimatesP,

qt-clustering (Heyer et al., 1999) is performed to find
consistent 6d pose estimates. The clusters consist of
6d posespx which all correspond to a triplet of 3d
interest pointSt

#. That way each cluster describes a
set of 3d interest pointsSc

# ⊂ St
#.

5. Pose Determination. All 3d interest points from
each clusterSc

# are used to determine the transforma-
tion of the database 3d IPs into the measured cloud
by a least squares pose fit (Figure 4). In the resulting
list of object classes and poses a similarity search is
performed to eliminate duplicate poses, which emerge
from imperfect clustering.

One important advantage of this 3d SIFT stereo ap-
proach is, that in contrast to other approaches it is able
to handle objects of any shape, as long as the object
fulfills the requirements on its texture that are inher-
ent to the SIFT algorithm. It is not generally bound to
the usage of SIFT features, so in the future improved
interest point methods could replace the SIFT inter-
est points. Note, that the parameters in the algorithm
strongly influence the performance and thus have to
be optimized to fit an application scenario.

5 EXPERIMENTS

The experiments we conducted should evaluate the
performance of our system in terms of detection rate
and pose accuracy. Since it is very difficult to acquire
pose ground truth data in complex scenarios we split
the evaluation into two parts. In the first part, we set
up scenes where the ground truth pose can be deter-
mined with a calibration pattern, leading to single ob-
ject scenes of low complexity. The detection rate in
these simple settings was 100%.

In order to evaluate our method in more realistic
scenarios, we set up a second test, based on complex
scenes consisting of up to 30 objects placed in arbi-
trary positions in a real environment supplemented
with unknown objects. This way the method’s robust-
ness against occlusion, object ambiguities and envi-
ronmental influences can be evaluated. In such sce-
narios, ground truth poses are not available, but it is
possible to evaluate the correctness of the detection
by visual inspection of the bounding volumes that are
projected into the images.

The time required for a one shot recognition of a
complete scene can be divided up into two parts: The
SIFT calculation takes about 0.6 seconds per image

Figure 5: Object with calibration sheet.

Figure 6: 1st row: objects, placed precisely onto the cal-
ibration pattern. 2nd row: Ground truth values projected
into image (dot cloud(red), bounding volume(yellow)).

on a 2GHz Intel multicore and the processing of the
poses takes 0.3 seconds without using the multi cores.
Note that there are some parameters like the kd-tree
approximation quality which strongly influence the
runtime of the processing part.

5.1 Evaluation of Pose Accuracy

To evaluate the system’s accuracy in the pose esti-
mation, we compared the recognition results of 260
scenes with ground truth. To acquire 6d ground
truth data we applied paper sheets with the projected
corresponding model onto the bottom of the objects
(Figure5). Since the origin of the objects is located in
the bottom plane, this method enables us to place the
object onto a calibration pattern with 3DOF and with
sub-millimeter accuracy.

In the test we placed one object per scene onto a
calibration pattern (Figure6) and measured its pose.
Using the camera’s pose with reference to the cali-
bration pattern which is determined using the Mat-
lab calibration toolbox, we transformed the ground
truth pose into the camera coordinate frame where
we compared it against the result of the recognition
algorithm. We selected seven different objects with
varying shapes for this experiment.

The distance of the objects origin and the camera
ranged from 0.42m to 1.25m (Figure 7/1). This area
was chosen from our experiences with the working
area of the mobile service robot.

Due to the relatively simple nature of the scenes
all objects were detected correctly, so we collected
260 pose measurement error vectors. As expected
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Figure 7: 1st: Histogram of object’s distance to camera over
the test set. 2nd: Translational error over distance (dots)and
the mean translational error over distance (bars).

Figure 8: Histograms of translational(in cm) and rotational
error(in◦).

from the measurement principle, the results show in-
creasing translational errors with growing distance
(Figure7/2). For the evaluation of the rotational er-
rors, we calculated the minimal rotation angle from
the resulting 6d pose to the ground truth 6d pose. The
overall distribution of translational and rotational er-
rors are shown in Figure 8, the corresponding stan-
dard deviation of the translational error is shown in
Table 1.

To get a more expressive model of this mea-
surement process, we transformed the error into the
camera frame, and calculated the covariance for the
translational components of the measurement errors
(Figure9). As expected from the measurement princi-
ple, the standard deviation of thezc-component in the
camera frame is considerably higher as the standard

Figure 9: The xyz-deviations of all test scenes, depicted in
the camera frame, with its covariance ellipsoid (95% quan-
tile).

Table 1: Translational error in the camera frame.

stddev [mm]
‖(xcyczc)‖2 2.2436
xc 1.3763
yc 1.3617
zc 3.4235

deviations in the other directionsxc and yc (Tab.1).
Using this model it is possible to model detection in-
accuracies fairly precisely. Note, that the inaccuracies
also contain potential errors in the 3d models as well
as the bias from placing the object imprecisely onto
calibration pattern.

5.2 Object Recognition in Complex
Environments

In this experiment complex and cluttered scenes are
considered. A series of 60 images of different scenar-
ios at different locations are investigated. All contain
chaotic object arrangements including trained and un-
known, random objects. For the evaluation, all ob-
jects are categorized according to their distance from
the camera and to their occlusions. Thus, we differen-
tiate between close and far items and cluster the ob-
jects into fully visible, partly occluded and heavily
occluded ones.

Figures 10(a) and 10(d) show two scenes with the
initially labeled objects. Squares mark fully visible
objects, diamonds indicate partly occluded items and
circles denote heavily occluded ones. Close objects
are shown solid, far away objects as halves. The yel-
low area on the left of these images is not considered
for the stereo matching, so objects in this part of the
image are ignored for the recognition. The respective
detection and classification results for the two scenes
are illustrated in Figures 10(b) and 10(e). The bound-
ing volumes with respect to the 6d poses of the recog-
nized objects are projected into the image. In the first
sample, all objects are detected. However, a small
number of false positives can be recognized for the
salt boxes, the rye bread and the oil can. False pos-
itives are objects that are detected although they are
not physically there. They result from ambiguous ob-
jects with similar textures on several sides or similar
objects in the database, such as the three almost iden-
tical salts. In Figure 10(e) not all objects are recog-
nized because of heavier occlusions. Though, fully
visible ones are clearly identified. The successful de-
tection also depends on the lighting as the trained im-
ages were acquired under one specific lighting condi-
tion. Variations influence the recognition process.

By visual inspection the detection results are com-
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(a) Labeled office scene (b) Detection results (c) Legend (near ob-
jects)

(d) Labeled kitchen scene (e) Detection results (f) Legend (far objects)

Figure 10: One shot detection results for two complex scenesin a kitchen and an office environment. The results are evaluated
with respect to the a priori categorized objects.
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Figure 11: Object detection results and false positives in
comparison to the total number of objects in scene for 60
different scenarios with a total of 826 objects.

pared to the pre-selection. The true positive and false
positive classifications rates are manually determined
by checking the class and pose recognition results.
Figure 11 shows the detection results of each of the 60
scenarios. The total number of objects in the scenes
ranges from 7 to 30. The number of recognized ob-
jects and the false positives for each scene are also
plotted. While the number of false positives is gener-
ally low, a few scenes with very dense object arrange-
ments showed more than 10 false object hypotheses.

In Figure 12 the detection rates are plotted. The
overall rates show the number of detected objects over
the total objects in the scene. The other curves depict
the rate of detecting fully visible objects and partly
occluded ones. The total recognition results over all
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Figure 12: Overall detection rate and detection rates of fully
visible and partially occluded objects.

Table 2: Object class detection results broken down to the
detection categories.

detection rates
fully partly heavily

distance visible occluded occluded total

near 0.863 0.763 0.179 0.796
far 0.813 0.593 0.167 0.617

total 0.846 0.684 0.170 0.722

scenes are listed in Table 2. Rates for each category
a separately and jointly determined. As expected,
closer objects perform better in the recognition. In
matters of occlusions, a decay can be recognized from
fully visible to heavily occluded items. The overall
detection rate of 72 per cent is lower than the peak
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detection rate of 86 per cent for close and fully visi-
ble objects. The random object alignments with un-
favorable object poses, lighting influences and object
occlusions are reasons for recognition failures. How-
ever, considering the large database and the complex-
ity of the scenes the one shot recognition results are
promising.

6 CONCLUSIONS

We presented a system that is able to detect and lo-
calize objects from up to 100 different classes. The
6d detection accuracy of the object pose and the de-
tection rate are evaluated in extensive experiments,
which demonstrated a true positive detection rate of
72% in highly complex cluttered multi object scenes
with partly occlusions. The resulting pose errors had
a standard deviation of 3.4mmin the direction of the
camera (zc) and 1.4mmin xc andyc.

A satisfactory trade-off is found between fast pro-
cessing and good recognition rates and detection er-
rors and failure recognitions. The system is suitable
to applications in cluttered environments with random
object alignments and unknown objects.

In future works, we plan to include sparse bun-
dle adjustment into the model generation process to
increase the precision in the 3d models which is ex-
pected to increase the pose precision on the one hand,
but also to loosen the precision requirements on the
camera pose.
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Abstract: The paper deals with a web based remote access laboratory, called MindLab, for educational support, via e-
teaching and e-learning approaches, in practical robotic experiment to students of robotics and control theory
courses. The hardware components are based on commercial easy to use, cheap and modular Lego Mindstorms
devices. The software part, in addiction to the framework required for web access to the hardware resources,
is designed and implemented in order to allow the teacher to define particular didactic paths depending on
each student’s skills and on the desired final abilities to beacquired. Exercises are proposed following a
skill/competence level set, enabling higher levels accessaccording to the results obtained. After a short de-
scription of the hardware setup, the software functionalities, mainly focusing on the exercise definition and
presentation aspects, are illustrated, giving also an example of a standard exercise. Concluding remarks end
the paper.

1 INTRODUCTION

A crucial aspect in both face to face and distance
learning is in the need for direct hands-on learning
experiences, conducted by the students in laboratory
(Traylor R.L., Heer D. and Fiez T.S., 2003; Gomes L.
and Bogosyan S., 2009).

Unfortunately, there are severe limitations in the
availability of sufficiently large and equipped labora-
tories to cover an access reasonably open to all the
needing students.

A remote environment would allow the students
to operate their experiments in distance, by managing
their queue and supporting the learning experience.
The effect is a more efficient sharing of the avail-
able resources and a potentially full time availability.
This advantage is often stressed in several applica-
tions (Gomes L. and Bogosyan S., 2009; López D.,
Cedazo R., Sánchez F.M. and Sebastian J.M., 2009).

Implementing the networked solution by a web-
based application does have its merits (Gomes L. and
Bogosyan S., 2009; López D., Cedazo R., Sánchez
F.M. and Sebastian J.M., 2009; Balestrino A., Caiti
A. and Crisostomi E., 2009), in that it allows easily
widespread availability of the exercise environment:
the ”communication environment” is basically a web-
browser; students can operate from home, directly; no
problem of installation of proprietary software on

students PC should occur.
Such support could be in the visualization of ex-

periment results, and in the provision of data for error
analysis; and it can be also less conventional, and ex-
tend to recording and personalizing the student activ-
ity (e.g. by adapting to the learner’s experience and
goals the list of accessible exercises).

We propose a web based system interfacing robots
for laboratory web-based activities. It supports learn-
ing activities in planning and control of autonomous
robotic devices; different robots, in different config-
urations, can be available (either at the same time,
in differently dressed areas of the laboratory, or in
series); the exercises are defined by the teacher and
specified to fit for certain learning goals and to certain
robot configurations: learning goals of an exercise are
specified in terms of difficulty to meet and compe-
tence to gain;paths of experiencesare defined by the
teacher as a sequence of exercises that the student is
supposed to be able to perform at the end of the learn-
ing activity in the course; each learner is associated to
a profile that is maintained during her/his activity: ex-
ercises are listed as available to the given learner only
if the her/his profile according to the exercise’s learn-
ing goals; after an exercise has been completed by the
learner, her/his profile is updated by the skills gained
from the learning goals and new exercises in the path
are possibly made available.

309



The laboratory is located at the Faculty of Infor-
mation Engineering of Sapienza University, in the
premises of Latina, and it can be reached at the web
address http://infocli31.dislt.uniroma1.it/webRobot/,
where at present, due to its current use, only a Ital-
ian language version is available.

The main contribution is related to the particular
software design which gives the possibility of specific
didactic paths construction, tailored on each student
initial skills and desired learning goals.

In the most recent literature, several examples of
web based laboratories are illustrated. As evidenced
in (Garcı́a–Zubia J., Orduña P., López–de–Ipiña D.
and Alves G.R., 2009), the most of them put their
main attention in the hardware aspects, banishing the
software to a little more than a mere communication
interface.

A wide analysis of the state of the art in remote
laboratories is performed in (Gomes L. and Bogosyan
S., 2009), where a first simplified classification of
local/remote and simulated/hands-on experiments is
given, and some benefits are evidenced.

Several applications of virtual and augmented re-
ality have been known to have some didactic usage,
such as in (Kosuge K., Kikuchi J. and Takeo K., 2002;
Marı́n R., Sanz P.J., Nebot P. and Wirz R., 2005). An
application of remote accessibility of an experimen-
tal lab for student with disabilities is in (Colwell C.,
Scanlon E. and Cooper M., 2002). iLab (Lerman S.
and del Alamo J., 2000-2005) makes accessible labo-
ratories developed at MIT.

Regarding the interaction between remotely avail-
able laboratories and distance learning services,
(Chellali R., Dumas C., Mollet N. and Subileau G.,
2009) laments that the problems, in making complex
systems available through e-learning, are rather con-
ceptual than technical.

(Borgolte U., 2009) presents the architecture of
a remotely operable laboratory with a mobile robot,
used for education. Programming is done in COL-
BERT, offering quasi-parallel execution of activities.

In (Casini M., Prattichizzo D. and Vicino A.,
2004) Automatic Control Telelab is presented, as a
web-based (through java applet technology) system,
allowing to put on-line a series of experiences in vari-
ous fields of automation and control. Students have
access, through the “experiment interface”, to the
graphically and video rendered outputs of the exper-
iment. There are several experimental settings, and
an additional field related to LEGO Mindstorm is an-
nounced.

A survey on Web technologies used in control
systems courses can be found in (Poindexter S. E.
and Heck B. S., 1999), where the authors describe

the use of virtual (Merrick C. M. and Ponton J. W.,
1996; Schmid C., 1998) and remote labs. A distin-
guishing feature of remote labs as compared to vir-
tual labs is that users can interact with real physical
processes through the Internet, making them more at-
tractive than controlling software simulations. At the
same time, the design and implementation of a remote
lab is more challenging due to safety and fault toler-
ant aspects.

In (Jara C. A., Candelas F. A. and Torres F., 2008)
an environment for remote operation and simulation
for a robot arm is described. It uses easy java simula-
tion for the applet-based graphical interface, making
it necessary on the local PC only a web browser and
java+java3D runtime system. A dedicated and expen-
sive robot is made available.

(López D., Cedazo R., Sánchez F.M. and Sebas-
tian J.M., 2009) describes a web accessible exper-
imental setup for embedded real time systems pro-
gramming for a robot arm. Free software is used both
for client and for server applications. The hardware
setup is fixed and the different sessions propose dif-
ferent tasks to be executed by the robot arm; the tested
skill is the ability of produce a correct and functional
program for executing the given task.

The here presented remote laboratory, MindLab,
has been designed and built up focusing on the possi-
bility of a quite flexible and configurable exercise set-
tings, where three main components - configurations
of robots, experiment areas, exercises definitions - of
the remote learning activities can be accommodated
in varied manners: different robot(s) configurations
can be defined, different playground(s) settings can
be arranged and (clusters of) exercises can be defined
according to specific robot and layout configurations.

Our system provides a quite simple-to-use envi-
ronment supporting programming and experimenting
on Lego Mindstorms robots, a family of commercial
robots which is widely available, reasonably sophisti-
cated in terms of functions, pretty easy to use and suf-
ficiently affordable in terms of cost. Moreover, being
intrinsically modular in terms of sensors and actuators
number and distribution, is is easily and quickly re-
configurable and several different configurations can
be obtained starting from the same set of devices.

In MindLab, though, the main issue we worked
on so far is in giving rise to a truly e-learning frame-
work, capable to support methodologically and ped-
agogically sound distance activities, and in partic-
ular personalized and adaptive management of the
learner’s experience (Fernandez, G., Sterbini, A. and
Temperini, M., 2007; Limongelli, C., Sciarrone, F.,
Temperini, M., and Vaste, G., 2009; Sterbini, A. and
Temperini, M., 2009; Limongelli, C., Sciarrone, F.,
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Temperini, M., and Vaste, G., 2010).

2 THE MINDLAB FRAMEWORK

MindLab is basically a web-application running on
a server resident into a small laboratory: the server
can access, via bluetooth connection, the robots, as
instructed by the application. The communication
scheme is depicted in Figure 1

Figure 1: Communication scheme in MindLab.

The system allow to make exercises with robots
based on the LEGO Mindstorms NXT technology.
This choice has been driven by the idea that such a
system could give sufficient flexibility to the labo-
ratory experimental layouts, besides being economi-
cally feasible and allowing to use and maintain sev-
eral robots.

To program the robot, the support can be based
on graphical interfaces, such as in NXT-G, Robo-
lab, and NI LabVIEW Toolkit, or on the use of a
plain programming language, such as C, C++, URBI,
leJOS, NXC, NBC. The original firmware included
in the “brick” NXT does support only the last two
languages; all the other systems need a dedicated
firmware to replace the original.

Then, a first issue was in the possibility to replace
the original firmware of the brick by a new one, more
extended and complex. The reward in that replace-
ment was in the possibility to get total control of the
hardware, import algorithms (e.g. from artificial intel-
ligence disciplines) more easily and enjoy better per-
formances. A second issue for decisions was in the
programming language to be supported by the system.

As of the former issue, we thought that full control
could also make it necessary to display higher level of
programming skills and to deal with less predictable
and tractable programming errors.

Then, the decision to limit programming skills
and freedom and maintain the original firmware was
adopted.

Regarding the latter issue, another constraint in
our project was the will to make an additional inter-
face available to input pseudo-code, rather than plain
programming code. The pseudo-code (that is a more
straightforward way to specify the robot behavior,
expressed through system supported menus of com-

mands) would then be translated in the programming
language supported by the system before processing
its execution. This would allow for a lower/simpler
interaction level between student and system: it can
be useful at initial stages. At a higher level of stu-
dent skills and responsibility, direct input of plain pro-
gramming code is also possible. So one of the factors
in our choice of the programming language supported
by the system was in having it to be the target for
pseudo-code translation. These considerations bring
us to selectedNot Exactly C(NXC). NXC is an high
level programming language deriving from the NBC
(Next Bytes Code, used in previous LEGO technology
RXC)

Communication between server and Bricks can be
based both on a cabled USB connection and on a wire-
less Bluetooth one.

To complete the hardware architecture, a webcam
based system for the remote visualization of the run-
ning experiment is included.

3 THE EXERCISES
ENVIRONMENT

The system can manage severalcourses; each course
is an environment in which paths of exercises are de-
fined, to reach determined skills.

An exercise is defined by specifying the robot lay-
out for its execution and two cognitive aspects: diffi-
culty degree and competence level (both are numbers
in [1,5]; the latter represents the skills that are demon-
strated/gained by solving the exercise).

Each course have several students enrolled, and
one or more teachers responsible.

An administrator manage the system, e.g. grant
to certain users teacher privileges, create new courses
and assign their teachers, configure exercise assess-
ment and execution ways, browse the log file contain-
ing records of the system activities, and configure in
the system the robots that are available on the ground
(basically asserting the physical robot configuration
in terms of sensors and engines attached.

The students enrolled in a course have access to
the list of exercises they can perform in that course,
and to the records of performed exercises. A stu-
dent can perform and exercise if the related difficulty
and competence level aresufficiently closeto her/his
skills. A learner’s skills are represented through a
model, constituted directly by the records of the ex-
ercises previously solved by the learner.

To solve an exercise, the student devises a com-
puter program (either directly, in NXC, or by listing
its pseudo-code through and assistive interface), and,
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after being entitled to access an available robot, inputs
the program and sees the results. As a matter of facts,
exercise assessment is just semi-automatic: the final
judgment is stated by the teacher, that can declare the
exercise solved to grant the learner with the related
difficulty and competence levels.

Then, the teachers monitor and assess the exer-
cises performed by their courses’ students.

Moreover they specify new exercises. Figure 2
shows part of the definition interface. Here the less
straightforward among the data managed by the sys-
tem to define an exercise: ROBOT CONFIGURATION

for the exercise, selected among those defined by the
administrator, corresponding to the machine actually
available in the lab; HARDWARE SPECIFICATION, i.e.
the set of devices (sensors and actuators) that are sup-
posed to be needed for the exercise (and so present in
the robot configuration); DIFFICULTY degree, meant
to express how challenging, in terms of coordina-
tion and complexity of the control, the endeavor can
be; it’s an integer number∈ [1, . . . ,5]; COMPETENCE

level that is supposed to be shown in solving the ex-
ercise; it’s a number as above. Note that this is not a
prerequisite: it is more similar to the certification of a
learner’scognitive level(cf. Bloom, 1964) granted by
the learning activity associated to the exercise.

There is one more part in an exercise definition,
and it is very important: the activity is definitely spec-
ified by listing a set ofobjectives, sort of sub-tasks for
the whole activity. Although such segmentation could
be pedagogically useful in providing an order of ac-
tion for the students, it is not particularly stressed in
the syste: As a matter of facts, it is over the objec-
tives that the teacher, with the system’s assistance,
actually states the difficulty and competence levels,
and the hardware specifications. Then, the exercise is
thesummaof the sub-tasks (its levels are the highest
among the objectives’ ones, and its hardware is the
union of the objectives’ requests).

The definition interface for objectives is in Figure
2.

Figure 2: Two objectives in the definition of an exercise.

To help teachers in assigning difficulty levels to ob-
jectives a table of correspondence between keywords
and levels is available. For instance, keywords such
as “Turn+DIRECTION” or “Stop” are given auto-
matically difficulty 1; ”Measure” is level 3; “Look-
ing For” is level 4. Presently we have 30 keyword
(distributed in the 5 levels) in the table. The teacher
is also provided with a set of accompanying recom-
mendations related to the pedagogycal interpretation
of the keywords/levels; e.g. if the objective requires
to “manage different types of movements” it will have
at least a classification 2 of difficulty.

Competence levels basically express program-
ming capabilities and the knowledge and solution of
typical problems. In order to mark such level in an
objective the teacher is required to peruse an help ta-
ble, specifying at the moment, some remark about
each level and 20 indications on the levels, overall.
For instance, basic knowledge of sensors and engines,
basic terminology, basic movements, are the indica-
tions matchable in cognitive level 1; at level 4, in-
stead, capabilities such as “knowledge of the hard-
ware elements and ability to let it interact”, “capabil-
ity to use all the programming commands supported
in MindLab”; while a level 5 capability is “knowledge
of MindLab commands limits”.

Keywords and recommendations are not fixed
once and for all; we think that different courses
(meaning exercises cycles) and teachers might require
different descriptions for the levels of difficulty and
competence. So, keywords and recommendations in
the system are actually completely reconfigurable and
expandable, also at the level of the single course (and
related teacher). We think this can help avoiding to
frame everybody in a predefined pedagogical format,
and increase teacher comfort in the system.

3.1 An Example of Exercise

TEXT OF THE EXERCISE

The robot should follow a black lineon the floor.
At line end, it has to check aroundfor obstacles closer
than 15cm. If no obstacle is seen, emit a sound, oth-
erwise measure the intensity of lightreflected by the
floor and output it.
OBJECTIVES

An analysis of the text (we underlined significant
segments) helps defining the objectives of the exer-
cise. They are enumerated in the following, giving
keyword, difficulty(D) andCompetence level(C): Fol-
low a Line, D = 3;C = 3; Check(for obstacle),D = 4,
C = 4; Emit Sound, D = 1, C = 2; Measure, D = 3, C
= 3.

So the exercise has four objectives and a overall
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qualification of: Difficulty = 4; Competence = 4.

3.2 Solving an Exercise

Figure 3 shows the student interface for exercises.
Exercises whose solution the student can attempt are
pointed out by a green dot. Those exercises for which
the learner submitted a solution are also pointed out,
to mean whether they have been accepted or rejected
by the teacher, or their assessment is pending. Exer-
cises that are defined with hardware requirements not
matching an available robot configuration would be
pointed out (not in figure).

Figure 3: The learner’s interface to exercises. The first in
list hasD = 1 andC = 1. The second was attempted and is
pending assessment. The others are not yet available since
their Ds andCs are not yet suffciently close to the leraner’s
profile. When the submitted exercise will be accepted, the
profile will increase toD = 1 andC = 2. This will make
exercises withD≤ 2 andC≤ 3 available to the learner.

From here the student can access the solution in-
terface for the selected exercise, and submit a pro-
gram proposal in two ways.

The first way is to use a very plain interface,
allowing to just paste the program and sending it
along. At this stage only compiler-related feedbacks
are available (if the program compiles well, it is
send to the selected robot for execution). There is
no simulation-baed check at this stage, to prevent
patently wrong programs to execute, nor recovery
programs are set into the system to let the robot re-
turn to a safe position afetr an unfortunate experiment.
This is an operative lack in the system so far.

The second way to submit a solution is through a
pseudo-code subsystem, that allow the student to de-
velop the program in a guided manner, by specify-
ing the sequence of movements and actions through
menus and parameter sub-panels (Figure4).

Figure 4: The pseudo-code interface. Menus allows to se-
lect the operations to list in the program. For certain op-
eration a sub-panel opens up, to allow the setting of due
parameters.

4 CONCLUSIONS

The paper has shown design and implementation as-
pects of the system MindLab, a web application
supporting remote operation of LEGO Mindstorms
robots for e-teaching and e-learning activities. The
choice of such commercial hardware makes, without
prejudice for the flexibility and the learning effective-
ness, pretty affordable the task of making a laboratory
available to distance learning, also in cases when the
economic resources of a school are limited.

Our approach imports, in such a didactic teleop-
eration setting, our experience in the field of per-
sonalized and adaptive e-learning. In each course
the teacher can define an exercising-learning path of
mandatory exercises; the learner, then, can approach
only those exercises whose pedagogical specifications
are sufficiently close to the present cognitive state of
the learner.

We have several robots available to remote exer-
cising at the same time, both in separated environ-
ments (where different students can can operate with
different robots in different portions of the laboratory,
and for collaborative exercises with coordinated ma-
chines.

We have remarked the flexibility of the (small) ex-
ercise environment, with the possibility to define var-
ious layouts for different tasks, and the system capa-
bility to manage different robots, each one with its
configuration, for different exercises. And we have
pointed out some lacks in the present implementation
of the system, namely the absence of any simulation
devices (that could avoid execution of wrong plans)
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and the scarce recovery mechanisms to enact in case
of execution of such wrong programs, or other acci-
dents.

In terms of future work we plan to remedy to the
abovementioned lack, by equipping the system with
dedicated modules. There are some other lines de-
velopment: one is the definition of a more accurate,
yet not more cumbersome, method to define the ped-
agogical characterization of an exercise; a second line
of research is the definition of a more permanent stu-
dent model, such as it is not entirely initialized when
a new course is endeavored by the learner.

From an adaptive-e-learning point of view, then,
we will try to formalize and implement a framework
in which the sequence of exercises for a student, is
configured according to the learner’s individual cog-
nitive state and learning goals, and possibly changed
(i.e. adapted) during the course activity, responding
to changes in the student model.
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Abstract: A precursor to social interaction is social understanding.Every day, humans observe each other and on the
basis of their observations “read people’s minds,” correctly inferring the goals and intentions of others. More-
over, this ability is regarded not as remarkable, but as entirely ordinary and effortless. If we hope to build
robots that are similarly capable of successfully interacting with people in a social setting, we must endow our
robots with an ability to understand humans’ intentions. Inthis paper, we propose a system aimed at develop-
ing those abilities in a way that exploits both an understanding of actions and the context within which those
actions occur.

1 INTRODUCTION

A precursor to social interaction is social understand-
ing. Every day, humans observe each other and on
the basis of their observations “read people’s minds,”
correctly inferring the goals and intentions of others.
Moreover, this ability is regarded not as remarkable,
but as entirely ordinary and effortless. If we hope to
build robots that are similarly capable of successfully
interacting with people in a social setting, we must
endow our robots with an ability to understand hu-
mans’ intentions. In this paper, we propose a system
aimed at developing those abilities in a way that ex-
ploits both an understanding of actions and the con-
text within which those actions occur.

2 RELATED WORK

Whenever one wants to perform statistical classifica-
tion in a system that is evolving over time, hidden
Markov models may be appropriate (Duda et. al.,
2000). Such models have been very successfully used
in problems involving speech recognition (Rabiner,
1989). Recently, there has been some indication that
hidden Markov models may be just as useful in mod-
eling activities and intentions. For example, HMMs

have been used by robots to classify a number of ma-
nipulation tasks (Pook and Ballard, 1993)(Hovlandet.
al., 1996)(Ogawara et. al., 2002). These approaches
all have the crucial problem that they only allow the
robot to detect that a goal has been achievedafter
the activity has been performed; to the extent that in-
tent recognition is about prediction, these systems do
not use HMMs in a way that facilitates the recogni-
tion of intentions. Moreover, there are reasons to be-
lieve (see below) that without considering the disam-
biguation component of intent recognition, there will
be unavoidable limitations on a system, regardless of
whether it uses HMMs or any other classification ap-
proach.

Extending upon this use of HMMs to recognize
activities, previous work (of which (Tavakkoli et.
al., 2007) is representative) has examined the use of
HMMs to predict intentions. The work to date has fo-
cused on training a robot to use HMMs (via theory-of-
mind inspired approaches), and on the best informa-
tion to represent using those models. That work has
mostly ignored questions such as scalability and the
role that contextual information plays in the recogni-
tion process. The present work begins to address these
issues, and introduces the idea of using a digraph-
based language model to provide contextual knowl-
edge.
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To build that language model, we use the typed de-
pendency extraction facilities of the Stanford Parser
(Marneffe et. al., 2006). In contrast with constituency
grammar, which views a sentence as being made up of
phrases, dependency grammar represents grammati-
cal links between pairs of words.Typeddependencies
explicitly label the links between words with gram-
matical relations (Marneffe et. al., 2006). To the best
of our knowledge, such a representation has not yet
been used as the basis for any human-robot interac-
tion work; our graph-based approach is also new.

3 LEXICAL DIGRAPHS

As mentioned above, our system relies on contex-
tual information to perform intent recognition. While
there are many sources of contextual information that
may be useful to infer intentions, we chose to focus
primarily on the information provided by object affor-
dances, which indicate the actions that one can per-
form with an object. The problem, once this choice
is made, is one of training and representation: given
that we wish the system to infer intentions from con-
textual information provided by knowledge of object
affordances, how do we learn and represent those af-
fordances? We would like, for each object our system
may encounter, to build a representation that contains
the likelihood of all actions that can be performed on
that object.

Although there are many possible approaches to
constructing such a representation, we chose to use
a representation that is based heavily on a graph-
theoretic approach to natural language – in particular,
English. Specifically, we construct a graph in which
the vertices are words and a labeled, weighted edge
exists between two vertices if and only if the words
corresponding to the vertices exist in some kind of
grammatical relationship. The label indicates the na-
ture of the relationship, and the edge weight is propor-
tional to the frequency with which the pair of words
exists in that particular relationship. For example,
we may have verticesdrink and water, along with
the edge((drink,water), direct ob ject, 4), indicat-
ing that the word “water” appears as a direct object
of the verb “drink” four times in the experience of the
system. From this graph, we compute probabilities
that provide the necessary context to interpret an ac-
tivity.

3.1 Dependency Parsing and Graph
Representation

To obtain our pairwise relations between words, we
use the Stanford labeled dependency parser. The
parser takes as input a sentence and produces the set
of all pairs of words that are grammatically related in
the sentence, along with a label for each pair, as in the
“water” example above.

Using the parser, we construct a graphG= (V,E),
whereE is the set of all labeled pairs of words re-
turned by the parser for all sentences, and each edge is
given an integer weight equal to the number of times
the edge appears in the text parsed by the system.V
then consists of the words that appear in the corpus
processed by the system.

3.2 Graph Construction and
Complexity

3.2.1 Graph Construction

Given a labeled dependency parser and a set of docu-
ments, graph construction is straightforward. Briefly,
the steps are

1. Tokenize each document into sentences.

2. For each sentence, build the dependency parse of
the sentence.

3. Add each edge of the resulting parse to the graph.

Each of these steps may be performed automatically
with reasonably good results, using well-known lan-
guage processing algorithms. The end result is a
graph as described above, which the system stores for
later use.

One of the greatest strengths of the dependency-
grammar approach is its space efficiency: the output
of the parser is either atree on the words of the in-
put sentence, or a graph made of a tree plus a (small)
constant number of additional edges. This means that
the number of edges in our graph is a linear function
of the number of nodes in the graph, which (assuming
a bounded number of words per sentence in our cor-
pus) is linear in the number of sentences the system
processes. In our experience, the digraphs our system
has produced have had statistics confirming this anal-
ysis, as can be seen by considering the graph used in
our recognition experiments. For our corpus, we used
two sources: first, the simplified-English Wikipedia,
which contains many of the same articles as the stan-
dard Wikipedia, except with a smaller vocabulary and
simpler grammatical structure, and second, a collec-
tion of childrens’ stories about the objects in which
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Figure 1: The number of edges in the Wikipedia graph as
a function of the number of vertices during the process of
graph growth.

we were interested. In Figure 1, we show the number
of edges in the Wikipedia graph as a function of the
number of vertices at various points during the growth
of the graph. The scales on both axes are identical,
and the graph shows that the number of edges for this
graph does depend linearly on the number of vertices.

The final Wikipedia graph we used in our ex-
periments consists of 244,267 vertices and 2,074,578
edges. The childrens’ story graph is much smaller,
being built from just a few hundred sentences: it con-
sists of 1754 vertices and 3873 edges. This graph was
built to fill in gaps in the information contained in the
Wikipedia graph. The graphs were merged to create
the final graph we used by taking the union of the
vertex and edge sets of the graphs, adding the edge
weights of any edges that appeared in both graphs.

4 VISION-BASED CAPABILITIES

In support of our intent recognition system, we re-
quire a number of visual capabilities for our robot.
Among these, our system must be able to segment
and track the motion of both humans and inanimate
objects. Because we are interested in objects and their
affordances, our system must also be able to visu-
ally identify objects and, for objects whose state can
change over time, object states. Moreover, tracking
should be done in three-dimensional space. To sup-
port this last requirement, we use a stereo-vision cam-
era.

To perform segmentation and object recognition,
we use a variant of maximally stable extremal re-
gions for color images (Forssen, 2007). In our vari-
ant, we identify “strong” and “weak” edges in the
image (based on our thresholding), and constrain the
region-merging of color-based MSER so that region
growth is inhibited across weak edges and prevented

entirely across strong edges. This approach allows
for increased stability, for multiple regions of differ-
ent homogeneity to coexist near one another, and for
more coherent segmentation of textured regions.

Having segmented a frame into regions, we per-
form object recognition using a mixture of Gaussians,
computing probabilities at theregionlevel rather than
the pixel level. Because objects tend to consist of a
smaller number of regions than pixels, this can lead
to a substantial speedup.

Once we have segmented a frame and identified
the regions of interest in that frame, we perform
tracking via incremental support vector data descrip-
tions and connected component analysis. We refer
the interested reader to other, vision-specific work
(Tavakkoli et. al., 2007).

5 INTENT RECOGNITION
SYSTEM

5.1 Low-level Recognition via Hidden
Markov Models

As mentioned above, our system uses HMMs to
model activities that consist of a number of parts that
have intentional significance. Recall that a hidden
Markov model consists of a set of hidden states, a
set of visible states, a probability distribution that de-
scribes the probability of transitioning from one hid-
den state to another, and a probability distribution that
describes the probability of observing a particular vis-
ible state given that the model is in a particular hidden
state. To apply HMMs, one must give an interpreta-
tion to both the hidden states and the visible states of
the model, as well as an interpretation for the model
as a whole. In our case, each model represents a sin-
gle well-defined activity. The hidden states of repre-
sent the intentions underlying the parts of the activity,
and the visible symbols represent changes in measur-
able parameters that are relevant to the activity. No-
tice in particular that our visible states correspond to
dynamic properties of the activity, so that our system
can perform recognition as the observed agents are
interacting.

We train our HMMs by having our robot perform
the activity that it later will recognize. As it performs
the activity, it records the changes in the parameters
of interest for the activity, and uses those to gener-
ate sequences of observable states representing the
activity. These are then used with the Baum-Welch
algorithm (Rabiner, 1989) to train the models, whose
topologies have been determined by a human operator
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in advance.
During recognition, the stationary robot observes

a number of individuals interacting with one another
and with stationary objects. It tracks those individu-
als using the visual capabilities described above, and
takes the perspective of the agents it is observing.
Based on its perspective-taking and its prior under-
standing of the activities it has been trained to under-
stand, the robot infers the intention of each agent in
the scene. It does this using maximum likelihood esti-
mation, calculating the most probable intention given
the observation sequence that it has recorded up to the
current time for each pair of interacting agents.

5.2 Adding Context

Our system uses contextual information to infer inten-
tions. This information is linguistic in nature, and in
section 3 we show how lexical information represent-
ing objects and affordances can be learned and stored
automatically. In this subsection, we outline how that
lexical information can be converted to probabilities
for use in intent recognition.

Context and Intentions. In general, the context for
an activity may be any piece of information. For our
work, we focused on two kinds of information: the
location of the event being observed, and the identi-
ties of any objects being interacted with by an agent.
Context of the first kind was useful for basic experi-
ments testing the performance of our system against
a system that uses no contextual information, but did
not use lexical digraphs at all; contexts and intentions
were defined by entirely by hand. Our other source of
context, object identities, relied entirely on lexical di-
graphs. In experiments using this source of informa-
tion, objects become the context and their affordances
– represented by verbs in the digraph – become the
intentions. As explained below, ifs is an intention
and c is a piece of contextual information, our sys-
tem requires the probabilityp(s| c), or in other words
the probability of an affordance given an object iden-
tity. This is exactly what is provided by our digraphs.
If “water” appears as a direct object of “drink” four
times in the robot’s linguistic experience, then we can
obtain a proper probability of “drink” given “water”
by dividing four by the sum of the weights of all edges
which have “water” as the direct object of some word.
In general, we may use this process to obtain a table of
probabilities of affordances or intentions for every ob-
ject in which our system might be interested, as long
as the relevant words appear in the corpus. Note that
this may be done without human intervention.

Inference Algorithm. Suppose that we have an ac-
tivity model (i.e. an HMM) denoted byw. Let s
denote an intention, letc denote a context, and letv
denote a sequence of visible states from the activity
modelw. If we are given a context and a sequence of
observation, we would like to find the intention that is
maximally likely. Mathematically, we would like to
find

argmax
s

p(s | v,c),

where the probability structure is determined by the
activity modelw.

To find the corrects, we start by observing that by
Bayes’ rule we have

max
s

p(s | v,c) = max
s

p(v | s,c)p(s | c)
p(v | c) . (1)

We can further simplify matters by noting that the de-
nominator is independent of our choice ofs. More-
over, we assume without loss of generality that the
possible observable symbols are independent of the
current context. Based on these observations, we can
write

max
s

p(s | v,c)≈max
s

p(v | s)p(s | c). (2)

This approximation suggests an algorithm for deter-
mining the most likely intention given a series of ob-
servations and a context: for each possible intention
s for which p(s | c) > 0, we compute the probabil-
ity p(v | s)p(s | c) and choose as our intention thats
whose probability is greatest. The probabilityp(s | c)
is available, either by assumption or from our linguis-
tic model, and if the HMMw represents the activ-
ity model associated with intentions, then we assume
thatp(v | s) = p(v |w). This assumption may be made
in the case of location-based context for simplicity,
or in the case of object affordances because we focus
on simple activities such as reaching, where the same
HMM w is used for multiple intentionss. Of course
a perfectly general system would have to choose an
appropriate HMM dynamically given the context; we
leave the task of designing such a system as future
work for now, and focus on dynamically deciding on
the context to use, based on the digraph information.

5.3 Intention-based Control

In robotics applications, simply determining an ob-
served agent’s intentions may not be enough. Once a
robot knows what another’s intentions are, the robot
should be able to act on its knowledge to achieve
a goal. With this in mind, we developed a simple
method to allow a robot to dispatch a behavior based
on its intent recognition capabilities. The robot first
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infers the global intentions of all the agents it is track-
ing, and for the activity corresponding to the inferred
global intention determines the most likely local in-
tention. If the robot determines over multiple time
steps that a certain local intention has the largest prob-
ability, it can dispatch a behavior in response to the
situation it believes is taking place.

6 EXPERIMENTAL VALIDATION

We performed a series of experiments to test differ-
ent aspects of our system. In particular, we wished
to test the following claims: first, that contextual in-
formation could improve performance over a context-
agnostic system; second, that intention-based control
as described above can be used to solve basic, but still
realistic, problems; and last, we wished to test lexi-
cal digraphs as a source of contextual information for
inferring intentions related to objects and their affor-
dances.

6.1 Setup

To validate our contextual approach, we performed a
set of experiments using a Pioneer 3DX mobile robot,
with an on-board computer, a laser rangefinder, and
a stereo camera. We trained our robot to understand
three basic activities:following, in which one agent
trails behind another;meeting, in which two agents
approach one another directly; andpassing, in which
two agents move past each other without otherwise
directly interacting. We also built a model ofreaching
for use in the object-based tests.

We placed our trained robot in several indoor en-
vironments and had it observe the interactions of mul-
tiple human agents with each other, and with multiple
static objects. In our experiments, we considered both
the case where the robot acts as a passive observer and
the case where the robot executes an action on the ba-
sis of the intentions it infers in the agents under its
watch.

The first set of experiments was performed in a
lobby, and had agents meeting each other and passing
each other both with and without contextual informa-
tion about which of these two activities is more likely
in the context of the lobby. To the extent that meeting
and passing appear to be similar, we would expect that
the use of context would help to disambiguate the ac-
tivities. Although contrived, these scenarios do facili-
tate direct comparison between a context-aware and a
context-agnostic system.

To test our intention-based control, we set up two
scenarios. In the first scenario (the “theft” scenario), a

Table 1: Quantitative evaluation - meet versus pass.

Scenario (with Context) Correct Duration [%]

Meet (No context) - Agent 1 65.8
Meet (No context) - Agent 2 72.4
Meet (Context) - Agent 1 97.8
Meet (Context) - Agent 2 100.0

human enters his office carrying a bag. As he enters,
he sets his bag down by the entrance. Another human
enters the room, takes the bag and leaves. Our robot
was set up to observe these actions and send a signal
to a “patrol robot” in the hall that a theft had occurred.
The patrol robot is then supposed to follow the thief
as long as possible.

In the second scenario, our robot is waiting in the
hall, and observes a human leaving the bag in the hall-
way. The robot is supposed to recognize this as a sus-
picious activity and follow the human who dropped
the bag for as long as possible.

Lastly, to test the lexical-digraph-based system,
we had the robot observe an individual as he per-
formed a number of activities involving various ob-
jects. These included books, glasses of soda, comput-
ers, bags of candy, and a fire extinguisher.

6.2 Results

To provide a quantitative evaluation of intent recogni-
tion performance, we use two measures:

• Accuracy rate= the ratio of the number of ob-
servation sequences, of which the winning inten-
tional state matches the ground truth, to the total
number of test sequences.

• Correct Duration= C/T, whereC is the total time
during which the intentional state with the highest
probability matches the ground truth andT is the
number of observations.

6.2.1 Similar-looking Activities

As we can see from Table 1, the system performs
substantially better when using context than it does
without contextual information. Becausemeetingand
passingcan, depending on the position of the ob-
server, appear very similar, without context it may be
hard to decide what two agents are trying to do. With
the proper contextual information, though, it becomes
much easier to determine the intentions of the agents
in the scene.
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Figure 2: An observer robot catches an agent stealing a bag.
The top left video is the observer’s viewpoint, the top left
bars represent possible intentions, the bottom right bars are
the robot’s inferred intentions for each agent (with corre-
sponding probabilities), and the bottom right video is the
patrol robot’s viewpoint.

6.2.2 Intention-based Control

In both the scenarios we developed to test our
intention-based control, our robot correctly inferred
the ground-truth intention, and correctly responded
the inferred intention. In the theft scenario, the robot
correctly recognized the theft and reported it to the
patrol robot in the hallway, which was able to track
the thief. In the bag drop scenario, the robot correctly
recognized that dropping a bag off in a hallway is a
suspicious activity, and was able to follow the suspi-
cious agent through the hall. Both examples indicate
that intention-based control using context and hidden
Markov models is a feasible approach.

6.2.3 Lexical-digraph-based System

To test the lexically-informed system, we considered
three different scenarios. In the first, the robot ob-
served a human during a meal, eating and drinking.
In the second, the human was doing homework, read-
ing a book and taking notes on a computer. In the
last scenario, the robot observed a person sitting on
a couch, eating candy. A trashcan in the scene then
catches on fire, and the robot observes the human us-
ing a fire extinguisher to put the fire out.

Defining a ground truth for these scenarios is
slightly more difficult than in the previous scenarios,
since in these scenarios the observed agent performs
multiple activities and the boundaries between activi-
ties in sequence are not clearly defined. However, we
can still make the interesting observation that, except
on the boundary between two activities, the correct
duration of the system is 100%. Performance on the
boundary is more variable, but it isn’t clear that this is

an avoidable phenomenon. We are currently working
on carefully ground-truthed videos to allow us to bet-
ter compute the accuracy rate and the correct duration
for these sorts of scenarios.

7 CONCLUSIONS

In this paper, we proposed an approach to intent
recognition that combines visual tracking and recog-
nition with contextual awareness in a mobile robot.
Understanding intentions in context is an essential hu-
man activity, and with high likelihood will be just as
essential in any robot that must function in social do-
mains. Our approach is based on the view that to be
effective, an intent recognition system should process
information from the system’s sensors, as well as rel-
evant social information. To encode that information,
we introduced the lexical digraph data structure, and
showed how such a structure can be built and used.
We discussed the visual capabilities necessary to im-
plement our framework, and validated our approach
in simulation and on a physical robot.
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Abstract: The paper discusses the problem of the decision process of controlling the bio-prosthesis of the hand that is 
treated as the human intention recognition by means of the analysis of the electromyography (EMG) signals 
from the hand muscles. The number of movements, which is indispensable for the dexterity of the 
prosthesis, makes the recognition not entirely reliable. The approach presented herein includes three 
methods: the decision tree, neuron networks, and genetic algorithms in order to enhance the reliability of the 
EMG signal recognition. Simultaneously, the paper presents the software designed for the needs of the 
research and adapted to processing the EMG signals in compliance with these methods. 

1 INTRODUCTION 

The dexterity of the human hand is the result of both 
its kinematic structure and the control of it by the 
central nervous system. The construction of multi-
joint anthropomorphic mechanic structure that can 
copy even very complicated movements of the 
human hand poses at present no problem. However, 
the question of the reliable bio-control of such a 
dexterous prosthesis remains unsolved.  

The usual practice is to make use of myopoten-
tials – which are electrical signals that accompany 
the activity of the muscles (Wolczowski, 2001). This 
is feasible since, after the amputation of the hand, 
there remain in the stamp a significant number of the 
muscles that earlier controlled the movement of the 
fingers (Su Y, et al., 2007; Mohammadreza, 2007). 
Through the tensing of these muscles, the person 
with a disability may express their intentions to 
control their prosthesis as they do with their healthy 
hand. The intention recognition calls for efficient 
analysis of EMG signals. Taking into account a large 
number of possible movements that characterize a 
dexterous hand, the chances of error occurrence are 
high. The minimization of this error occurrence 
constitutes the current challenge in devising the 
person-prosthesis interface. The experiments on the 
recognition of the movement intended by a person 
with an amputated hand can be replaced with the 
analysis of the relationship that holds between the 

movements of the healthy hand and the myopoten-
tials that occur then, taking into consideration the 
limitations that arise due to the lack of some of the 
muscles in the amputated hand.  

The solution presented here consists in the 
decomposition of the recognition, which leads to the 
multi-stage process that can be presented as the 
decision tree (DT).  

In order to reduce the occurrence of recognition 
errors irrespective of the number of the processed 
data we have opted for replacing the usual decision 
nodes with Neural Networks of the multilayer 
perceptron (MLP) type (enodes). In order to create 
an MLP population, we have made use of the 
Genetic Algorithm (GA), which enhanced the 
synthesis of optimal MLPs. 

For the needs of the research “EMG Analysis” 
application has been developed, which allows for the 
program transformation of the registered signals. Its 
operation is described in detail in subsequent 
chapters. Initially the EMG signal in the form of 
numerical data is transmitted to the SQL database. 
Signal acquisition and the manner in which the 
accumulated data are being refined are described in 
Chapter two. Chapter three describes methods of 
EMG signal analysis; extraction of characteristic 
features and concept for signal classification. 
Chapter four describes the experiment that has been 
carried out and sums up the results. 
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2 EMG SIGNALS ACQUISITION 

In order to classify the EMG signal (or to determine 
the class of the intended movement) one has to make 
a number of transformations of the obtained signal, 
which boils down to its multistage analysis. Each of 
the said stages affects the quality of the whole 
process that is the reliability of movement 
recognition. That is why it is so important for each 
of the stages to be optimised as to their reliability 
and calculability. Main stages of the process that are 
being carried out by "EMG Analysis" application are 
presented below.   

2.1 Signal Acquisition 

In order to obtain the data the EMG signal was 
measured by means of 8-channel measuring system 
(Krysztoforski and Wolczowski, 2005). The system 
is made up of: (a) – computer that register the results 
of the measurements; it is fitted with (b) - A/D 
converters card (Ni 4477); and (c) - 8 active 
differential electrodes. The electrodes are fitted with 
two metal contacts (De Luca, 2006) that are directly 
integrated with the circuit amplifying the measured 
signals (potentials difference).  
 

 

Figure 1: The differential measurement method. The EMG 
signal is represented by 's' and the noise signals by 'z'. 

That kind of construction makes it possible to 
eliminate most of the disturbances that occur during 
the measurement. The value of the reduction is 
determined by coefficient CMRR of the amplifier. In 
this system the coefficient amounts to 84dB.  

The signals from the electrodes are transformed 
into a digital form that is convenient for further 
analysis on the A/D converters card and they are 
stored in the SQL database of the measuring 
computer. These data are labelled for their further 
identification (measurement number, class of 
problem – i.e. posture). Data acquisition carried out 
in this way enables further program transformations 
of the obtained EMG signal by means of consecutive 
application modules of “EMG Analysis”.  

2.2 Preparing the Data for the Analysis 

In order to reduce the level of noise in the obtained 
EMG signal, the signal undergoes an initial 
processing that consists in averaging of the signal 
course in the domain of time, independently of each 
channel (1), according to the rule: 

 

]1[)1(][*][  nynxny   (1) 
 

y[n] - current output sample from averaging system; 
x[n] - current EMG sample. 

 

The selection window placed in the form shown 
in Figure 2 marked as “alpha coefficient” enables 
the operator to select a proper degree of the signal 
averaging depending on its quality ( 0.1,5.0 ). 

 

Figure 2: Actual signal (upper part of the figure), the 
filtered signal. The alpha parameter equals 0,9. 

The signal that has been processed as described 
above may be used for identifying characteristic 
features i.e. such features that differentiate the 
analysed signals one from  another (in consequence 
the type of the hand movement).  

3 EMG SIGNAL ANALYSIS 

The process of EMG signal recognition is made up 
of two main stages: that of determining the features 
of the measured signal and that of signal 
classification on the basis of the determined features 
(Wolczowski and Suchodolski, 2007). 

3.1 Features Extraction 

In order to determine characteristic features of the 
signal two methods have been applied: Fast Fourier 
Transform and Wavelet Transform.  
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To carry the task out, the signal amplitude had to 
be analysed (Wojtczak, et al., 2008). A low-ampli-
tude signal is difficult to classify due to the partici-
pation of the constant constituent (in the form of 
noise) and also due to the fact that the low value of 
the signal amplitude may imply both that the muscle 
(the hand) is at rest or its insignificant participation 
in a given class of movement. The analysis has been 
carried out according to the following scheme: 
 Division of the input data vector that consists of 

7.000 samples/channel (7s measurement) into 40 
element windows (40 ms), and calculation of the 
sum of the contents each window (Esum). In this way 
the information of the energy of the recorded 
movement is obtained; the minimum Emin and the 
maximum Emax energy values in the set; 
 Finding out the energy threshold Eedg (activate-

ing energy) in accordance with rule (2). In this way a 
group of windows is singled out that may contain 
important information in relation to the signal for the 
calculations that are being carried out (level of the 
signal amplitude); 
 The Windows that fulfil the energy condition 

Eegd > Esum are then used to single out 256 element-
windows (necessary for the spectrum analysis of the 
signal). This is done through the enlargement of the 
space of the selected 40-element windows by a 
further 216 elements (216 ms). 

 

 minmaxmin * EEkEEegd   (2) 

 

Figure 3: Signal usefulness analysis. 

This stage is represented in Figure 3. In order to 
optimize this process, the application carries out a 
simulation of calculations simultaneously for a few 
values of the coefficient k (k(0.1,…0.4)). The 
operator can for each movement class select by 
means of the checkbox different values of his 
coefficient, which affects the number of the newly 
created 256-element windows.  

The Windows determined in such a manner 
become the input vector for the feature extractor. As 
a result of the transformations for Fourier Transform 
we obtain the representation of the signal in the 
frequency domain (Figure 4).  

 

 

Figure 4: Exemplary FFT course (before and after 
averaging). 

The spectrum pictures of the signal thus obtained 
are further subjected to the process of averaging of 
harmonics for the purpose of enhancing the degree 
of resemblance (data generalization) according to 
(3). The averaged values thus become the vector of 
signal features. 
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In order to determine the features by means of 
Wavelet Transform, Mallat algorithm has been used 
(Mallat, 1989), which is used to obtain, among 
others, the vector of signal details which, after 
transformation is treated as the feature vector. The 
signal is filtered in accordance with:  

 

 
k
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According to the size of the windows (256 
elements) that constitute the input vector that 
undergoes transformations, 6 levels of signal 
filtration had to be applied; each of the Mallat levels 
reduces by half the size of the input vector. Each of 
the Mallat levels is represented by number values 
that are the sum of absolute magnitudes of the detail 
vectors that arose earlier. The number of the features 
that thus arose (6 features) is smaller than the 
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number of the assumed movement classes to be 
recognised. Thus a further 6 features had to be 
created in order for them to represent the dynamics 
of the changes in the recorded movement. This was 
done by summing up the real values respectively for 
each of the Mallat vectors that arose. In this way it 
was possible to obtain 12 values that represent the 
information contained in the signal as well as their 
approximations at each of the obtained levels of 
filtration.  
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  2 

  2 

l* 
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Figure 5: Signal filtration in compliance with Mallat 
algorithm. 

 

Figure 6: Exemplary Wavelet form. 

3.2 Data Classification 

The classification of the feature vector is of great 
importance in the presented approach. Due to a large 
number of movement classes and high recognition 
reliability (which is indispensable for the dexterity 
of the prosthesis) the classification process is a 
difficult problem. That is why, for convenience’s 
sake, the classification process should be performed 
in an extensive manner – through many stages. In 
the presented research the method of multi-stage 
problem solution has been proposed, which is 
performed through the decision tree (DT). The 
structure of DT calls for: (a) the determination of its 
decision logic (structures and the assignment of 
classes to the terminal nodes); (b) determination of 
the subsets of features for indirect nodes; (c) 
determination of the decision making rules 
(algorithms of recognition in each indirect node). To 
build the DT based on Neural Network Tree 

(NNTree) solution (Zhao, 2001) the C4.5 algorithm 
was used, the one worked out by Quinlan (1993); it 
makes use of the entropy of information in the 
learning subset. Entropy in information theory is 
defined as the average amount of information that 
corresponds to a sign that symbolises an occurrence 
out of a certain set. The selection of the attribute is 
determined on the basis of the increase of the 
information.  
 

 

Figure 7: Exemplary NNTree. 

The input vector that enables tree induction is the 
constituents: Fourier Transform (128 size vectors) or 
Wavelet Transform (12 size vectors) previously 
determined by information entropy of the set. 

At this stage (Figure 8) it is possible to determine 
the data size that is to be transformed (single 
measurement, measurement grouping; specification 
of relevant signals). 
 

 

Figure 8: Entropy tab page. 

Quinlan’s method divides a given node into as 
many descending nodes, as many values there are in 
the most informative feature (constituent of the 
selected transform). The tree structure is made by 
recurring computation of the information increase 
coefficient for all available attributes at each 
recurring selection of the algorithm and the selection 
of the attribute for which this value is maximal 
(constituent of the selected transform). The recurring 
selection of the algorithm that makes up the tree 
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structure ends the searching process of the input 
vector (FFT or DWT feature vector) provided that in 
a given sub-tree created by means of the recurring 
procedure a set of attributes represents one decision 
class. In this case a terminal mode is created that is 
marked with class label. The structure thus created 
has an input node, a root, and descendant nodes 
some of which (terminals) determine the decision 
class. 

 

Figure 9: Exemplary decision tree. 

To avoid too large a tree (and excessive 
matching), the pruning was used on the basis of the 
estimation of the significance of the difference of the 
classify-cation error for a given node and its sub-
nodes. The algorithm estimates the probability of the 
decrease of the error occurrence and cuts off the 
divisions for which this probability does not exceed 
a given threshold value or provides identical results 
(similar results for the sub-nodes). The boundaries 
of the ranges that divide the space of the input vector 
(FFT or DWT) into the scopes of values that can be 
obtained were selected as a result of experiments so 
that their distribution was even for the whole span of 
the input. However, this method has a drawback; 
namely, new feature vectors that are to be classified 
can have values that cross the boundaries of two 
neighbouring scopes and represent different classes 
of hand movement. Therefore, the simple decision 
rules that consisted in comparing the new value with 
existing scopes were replaced with the decision 
making module i.e. MLP. On the basis of actual 
values from the database, n networks were trained (n 
– number of scopes in the MLP database {m1...mn}). 
Each of them (MLP1..MLPn) is responsible for the 
classification of the value from a given range 
(m1...mn). This solution introduces the genetic 
algorithm to create the MLP population that will 
allow for solving the problem of range classification.  

The process is running until the intended 
classification error is obtained (the value falls within 

the range) or until the maximum iteration number is 
obtained (then the best configuration is returned – 
the least obtained error). 

After the training process, the configuration and 
the weights of best MLP modules are directed to 
SQL database where they are assigned to given 
value ranges to be further used for classification 
process. The process consists in computing the 
attributes taken earlier from the input vector (EMG 
spectrum) in compliance with the decision scheme 
i.e. the tree structure. The decision rules are taken 
from the truth table. Additionally, the taken value is 
computed by means of relevant MLPn module that 
simulates a given tree node (Figure 10). Thus we 
obtain the classic and neuron tree response. The 
activation of one of the descendant nodes brings 
about the recurring selection of another rule. The 
process is running until the final node (terminal) is 
reached. This node determines the decision class i.e. 
the type of identified posture. 

 

 

Figure 10: Classification process of the recorded signal. 

4 EXPERIMENT AND OBTAINED 
RESULTS 

The experiments were carried out on healthy persons 
by placing each time 6 electrodes on the skin of the 
forearm over relevant muscles.  

Eleven movement classes were tested: 1. neutral; 
2(3). flexion /extension of the hand digits; 4(5) 
pronation and  supination of the forearm; 6(7) 
flexion / extension of the wrist; 8(9). flexion/ 
extension of the thumb; 10(11). flexion / extension 
of the fingers II-V. 

For each class of movement the measurement 
lasted 7s and was preceded with a 5s break. In that 
way the discreet signals were obtained of the size 
7.000 samples * 6 channels) per class (sampling 

HAND PROSTHESIS CONTROL - Software Tool for EMG Signal Analysis

325



Table 1: Averaged classification errors of the tested movements for FFT input vector (Err1-DT, Err2-NNTree). 

Class 1 2 3 4 5 6 7 8 9 10 11 
Err1 [%] 13 16 14 19 17 12 18 23 19 17 19 
Err2 [%] 9 14 14 17 9 10 13 21 12 11 14 

Table 2: Averaged classification errors of the tested movements for DWT input vector (Err1-DT, Err2-NNTree). 

Class 1 2 3 4 5 6 7 8 9 10 11 
Err1 [%] 12 14 19 17 12 13 15 18 17 18 15 
Err2 [%] 6 11 11 13 13 7 14 16 10 8 8 

 
frequency 1 kHz). The data were located in the SQL 
database. The measurement data (1/3 of the signals 
selected at random) were used to generate the 
decision tree and MLPs. The remaining part of the 
set (2/3 of the signals selected at random) was 
assigned as a testing set. 

 

 

Figure 11: Tested movement classes. 

The NNTree generated in this way gave an 
average recognition value equal to 87% (FFT) when 
the DT with classical nodes in turn gave a value 
equal to 83% (FFT). The detail results for tested 
movements are presented in Table1; were Err1 and 
Err2 represent the errors obtained respectively by 
DT and by NNTree methods for the FFT feature 
vectors. As we can see the best results were for 
classes 1, 5, 6 and 10.  

In the case of DWT feature vectors an average 
recognition values were equal to 89% for NNTree 
and 85% for DT method. I this case the best results 
were for classes 1, 6, 10 and 11 (see: Table 2).  

5 CONCLUSIONS 

The tests with the presented “EMG Analysis” 
software are in the incipient stage. The conducted 
experiments aimed on principle at comparing the 
features extraction methods for EMG signals and 

their further classification. They prove the 
usefulness of the presented multistage analysis 
methods for the recognition of the decisions that 
control the manipulation and grasping movements of 
the artificial hand.  
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Abstract: For mapping purposes, autonomous robots have to be capable to register 3D range images taken by 3D laser
sensors into a common coordinate system. One approach is the Iterative Closest Point (ICP) algorithm. Due
to its high computational costs, the ICP algorithm is not suitable for registering 3D range images online.
This paper presents a novel approach for registering indoor 3D range images using orthogonal virtual 2D
scans, utilizing the typical structure of indoor environments. The 3D registration process is split into three 2D
registration steps, and hence the computational effort is reduced. First experiments show that the approach is
capable of registering 3D range images much more efficient than ICP algorithm and in real time.

1 INTRODUCTION

Autonomous robots dealing with localization and
navigation often do not have a map of their environ-
ment available in advance. In this case, the robot has
to build a map on its own, based on some perceptual
sensing. While conventional approaches use 2 dimen-
sional (2D) mapping (Thrun, 2003), where three de-
grees of freedom (3DoF) have to be considered, re-
cent approaches use 3 dimensions (3D) with its six
degrees of freedom (6DoF), i.e. the x, y and z coordi-
nates, and the roll, pitch, and yaw angles.

One approach used here for sensing the environ-
ment in three dimensions are 3D laser range finders.
To build a map out of these captured single 3D range
images, the rotation and translation have to be calcu-
lated to assemble these images into a common global
coordinate system.

Lots of research work has been done in mapping
two 3D range images into a common coordinate sys-
tem. One approach is to use the Iterative Closest Point
(ICP) algorithm. It calculates the point correspon-
dences between the two images minimizing a mean
square error function. Disadvantages of this approach
are the computational costs due to the high number
of 3D points, and therefore the execution time of the
registration. For example, research in accelerating
the ICP algorithm for 3D point mapping is done by
(Nüchter et al., 2007). They use the algorithm to regi-

ster 3D range images taken by a robot equipped with
a tiltable 2D SICK laser range finder (Nüchter et al.,
2005), trying to accelerate the 3D registration by us-
ing different representations of the 3D scans, and
point reduction during the ICP algorithm.

Based on the typical orthogonality found in in-
door environments (Nguyen et al., 2007) presents a
lightwight localization and mapping algorithm. The
main idea is to reduce complexity by mapping only
planes that are parallel or perpendicular to each other.
Because objects with different shapes are ignored, the
resulting map does not contain any of these features.

A very similar approach to the contribution of our
paper is presented in (Jez, 2008). The author first ex-
tracts leveled maps of the 3D range images. This is
done by aligning the range images with the horizon-
tal plane and then extracting points of vertical struc-
tures. These leveled maps are passed to a 2D ICP al-
gorithm to calculate rotation and translation in 3DoF
which are applied to the 3D range images. To obtain
the final 6DoF transformation, the transformed range
images are passed to a full 3D ICP algorithm. Draw-
backs are the inability to deal with dynamic obstacles
in this approach, and the full ICP at the end, that has
high computational costs again.

In contrast, our aim is to avoid a full 3D ICP com-
putation. Moreover, our approach is able to cope with
dynamic objects and non-rectangular shaped indoor
structures like round columns. It accelerates the range
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image registration in indoor enviroments compared to
6DoF ICP to let the robot register range images on-
line. The structure of indoor environments is used to
extract virtual 2D scans with a much lower number
of points. Having three orthogonal virtual 2D scans,
each of these can be registered very fast via 2D ICP
to calculate rotation and translation. Finally, we com-
bine the 2D transformations to get full 3D rotation
and translation. First experiments show that with our
approach, a mobile robot becomes capable to register
3D range images in real time with similar quality to
3D ICP registration.

The following section outlines the ICP algorithm
and some needed notations, while section 3 describes
the basic concepts of virtual 2D scans. Our new ap-
proach itself is presented in section 4, and section 5
shows experimental results that we obtained on one
of our service robots. This paper closes with a con-
clusion and an outlook on future work.

2 ITERATIVE CLOSEST POINT
ALGORITHM

To merge two images that have at least partial cover-
age into one common coordinate system, transforma-
tion (R, t) consisting of translation vector t and rota-
tion matrix R have to be calculated. This process is
called registration. One approach to register two im-
ages is the Iterative Closest Point (ICP) algorithm in-
vented by (Besl and McKay, 1992), and (Chen and
Medioni, 1991). It calculates the point correspon-
dences between the two images while trying to min-
imize a mean square error function. An initial pose
estimate is needed, so the ICP is a local registration
algorithm (Magnusson et al., 2009).

The ICP algorithm registers a range image, given
by a data point set D = (d1, ...,dND), into the coordi-
nate system of a range image, given by model point
set M = (m1, ...,mNM ), to minimize the error function

e(R, t) =
NM

∑
i=1

ND

∑
j=1

wi, j ‖ mi− (Rd j + t) ‖2 (1)

with wi, j assigned 1 if mi is the closest point for d j,
otherwise 0.

N =
NM

∑
i=1

ND

∑
j=1

wi, j (2)

is the number of points taken into account for its cal-
culation.

The main challenges here are how to compute the
closest points and the transformation (R, t) efficiently.
In our implementation we use a k-d-tree, a general-
ization of binary search trees, as point representation

for finding the closest point correspondences (Bent-
ley, 1975), and an algorithm based on singular value
decomposition (SVD) (Arun et al., 1987) to compute
the transformation (R, t).

3 VIRTUAL 2D SCANS

Calculating with full 3D raw point data sets is very
computational demanding. The aim of virtual 2D
scans is to reduce these 3D point sets to 2D point
sets (Wulf et al., 2004). Virtual 2D scans are cal-
culated regarding a special purpose, e.g. localization
or navigation. For this special purpose, the raw 3D
range images include many redundant and unneces-
sary information, and points respectively. Extracting
points without losing relevant information and pro-
jecting them at a 2D plane reduces subsequent com-
putational costs, because 2D algorithms can be used
with a relative small number of points instead of 3D
algorithms.

According to (Wulf, 2008), virtual 2D scans are
calculated in two steps. First, reduce the amount of
points of the 3D point set S:

f : S→ Sr, having Sr ⊂ S. (3)

The size of the new point set Sr is l� |S|. Function f
depends on the special purpose of the virtual 2D scan
and will be defined in the next section.

In the second step the virtual 2D scan VS is calcu-
lated from the reduced point set Sr by

g : (x,y,z)→ (x,y), x,y,z ∈ R, (4)

where x, y and z are the x, y and z coordinates of a
3D point. Equation 4 projects the 3D points of the
reduced point set Sr on the 2D plane.

Provided that (3) fits the purpose of this reduction,
all relevant information are kept in the virtual 2D scan
VS, and subsequent algorithms will be computation-
ally less demanding.

4 3D RANGE IMAGE
REGISTRATION

The following subsection reveals the basic concept
underlying our approach, while in section 4.2 the ac-
tual algorithm we used for registering 3D range im-
ages via virtual 2D scans is described. The special
virtual 2D scans used in our algorithm are presented
in section 4.3.
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4.1 Splitting of 6DoF Transformations

The basic idea behind our approach is that a 6DoF
transformation can be split up into several transfor-
mations, each having less than six degrees of freedom.
Each single transformation can then be computed by
an ICP algorithm with much higher efficiency than
full 6DoF ICP, resulting in a smaller total computa-
tion time. The single transformations are combined
subsequently to gain the full 6DoF transformation.

Our approach is to split the 6DoF transformation
into three 2D transformations that can each be cal-
culated by a 2D ICP algorithm. For calculating the
transformations, we extract three orthogonal virtual
2D scans. In our case, these virtual 2D scans are
aligned along the x-y-plane, the x-z-plane, and the y-
z-plane respectively. Using virtual 2D scans utilizes
the advantages described in the previous section. Vir-
tual 2D scans can cope with every shape in indoor
environments, round columns for example. They can
be defined insensitive to dynamic objects.

4.2 Registration Algorithm

It is assumed that the x-axis points forwards from the
robot, the y-axis to the right and the z-axis down-
wards. The functions according to (3) of the virtual
2D scans will be described in the next subsection.
Moreover, we assume that the scans to be registered
are coarsely aligned by an initial pose estimate, e.g.
by odometry or a gyrometer on a moving platform.
Hence, the approach presented is a local registration
algorithm just as the ICP. The 3D data point set D is
to be registered into the coordinate system of the 3D
model point set M.

First, a virtual 2D scan of the x-y-plane is ex-
tracted from both 3D point sets. Then, we compute
a 2D ICP algorithm as described in section 2. We get
the 2D rotation matrix Rxy and the 2D translation vec-
tor txy. Apply the rotation matrix

R′ =
(

Rxy 0
0 1

)
(5)

and the translation vector

t ′ =
(

txy
1 txy

2 0
)T (6)

to the data point set D.
Next, extract virtual 2D scans of the x-z-plane from
M and D′. Compute a 2D ICP algorithm as described
in section 2. We get the 2D rotation matrix Rxz and the
2D translation vector txz. Calculate rotation matrix

R′′ =

 Rxz
11 0 Rxz

12
0 1 0

Rxz
21 0 Rxz

22

 . (7)

Because we translated in x- and y-direction in the pre-
vious step, we just use the translation in z-direction:

t ′′ =
(

0 0 txz
2
)T (8)

Apply R′′ and t ′′ to the data point set D′ transformed
in the previous step.
Finally, extract virtual 2D scans of the y-z-plane from
M and D′′ and compute a 2D ICP algorithm as de-
scribed in section 2. We get the 2D rotation matrix
Ryz and the 2D translation vector tyz. Calculate rota-
tion matrix

R′′′ =
(

1 0
0 Ryz

)
. (9)

Because translation in all three directions has been
calculated before, no more translation is applied in
this step.
The global rotation matrix calculates to

R = R′′′ ·R′′ ·R′, (10)

and the global translation vector calculates to

t = R′′′ ·R′′ · t ′+R′′′ · t ′′. (11)

Finally, the registered data point set is

Dreg = R ·D+ t. (12)

A limitation of this algorithm is the assumption
of small errors in the initial pose estimate. Having
larger errors, the convergence of each single step to
an optimal solution does not guarantee global opti-
mality. Other variations of this algorithm are subject
of current research, for example the introduction of
iteration steps. Nevertheless, the previous algorithm
has shown promising results even in case of errors in
initial alignment (see section 5).

4.3 Virtual 2D Scans for Registration

Three virtual 2D scans are needed, one for the x-y-
plane, one for the x-z-plane and one for the y-z-plane.
The calculation is based on the assumption that the 3D
range image is given by a point cloud having all scan
points aligned in vertical columns and horizontal rows
with reference to the center of the scanning device.
Here, the assumption is met because we use a yawing
3D scan (Wulf et al., 2004). In case of other scanning
devices, the 3D points have to be reordered first.

For the x-y-plane, the indoor landmark scan from
(Wulf, 2008) is taken. It extracts landmarks of clut-
tered indoor scenes like offices or corridors. Be-
cause of its robustness against dynamic objects and
occluded walls and its ability to cope with non-
rectangular shaped environments, it fits very well for
our purposes. The idea is to extract one point per ver-
tical column that has the largest radial distance to the
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scan root. Function f of (3) is defined accordingly.
In indoor environments, we get a kind of ground plan
because usually the point with the largest radial dis-
tance lies on a wall. If a wall is discontinuous due to
doors or gangways, the following wall is extracted to
the virtual 2D scan.

When computing the virtual 2D scan for the x-z-
and the y-z-planes, the 3D scans have already been
rotated around the z-axis and translated in x- and y-
direction (see section 4.2). Hence we need to cal-
culate the rotation around the x- and y-axis, and the
translation in z-direction using virtual 2D scans. Our
approach puts planes orthogonal to x- and y-axis re-
spectively into the coordinate system. Points located
near those planes are extracted to virtual 2D scans.

For the virtual 2D scan for the x-z-plane, we com-
pute Sr (see (3)) as follows:
p is a 3D point composed of the coordinate-tuple
(px, py, pz), and d is a distance threshold.
For each horizontal row in S look for the closest points
p′ and p′′ to the x-z-plane, having p′x >= 0, and
p′′x < 0 respectively. If p′y is lower than d, Sr = Sr∪ p′.
If p′′y is lower than d, Sr = Sr ∪ p′′.
Equation 4 has to be modified to

g : (x,y,z)→ (x,z), x,y,z ∈ R. (13)
Finally, only rotation around x-axis is left that

needs to be calculated by the virtual 2D scan for the
y-z-plane (see section 4.2). The subset Sr of the last
virtual 2D scan is calculated similar to above with re-
spect to the y-z- instead of the x-z-plane.

Unfortunately, the virtual 2D scans for the x-z-
and the y-z-plane are sensitive to dynamic objects lo-
cated in a distance closer than d to the x-z-plane, and
y-z-plane respectively. A possible solution could be
virtual 2D scans similar to that of the x-y-plane. This
is subject of current research, as well as other imple-
mentations of the virtual 2D scans capable of dealing
with outdoor environments.

5 EXPERIMENTAL RESULTS

This section shows the experimental results of our ap-
proach under real time constraints. At first, we will in-
troduce the experimental setup, while the qualitative
and computational results of two experiments will be
presented in subsections 5.2, 5.3, and 5.4. This sec-
tion closes with an evaluation of two series of experi-
ments registering range images with simulated error.

5.1 Experimental Setup

The 3D range images were taken by a rotating 3D
laser scanner based on SICK’s LMS291. An intro-

Figure 1: Model 3D scan (blue crosses), data 3D scan (red
diamonds), not registered.

Table 1: Results of first experiment.
Unreg ICP RegVirt

e(R, t) 29752 3369 3325
N 20483 25877 25870
Time [ms] - 74050 67

duction to the scanning device is given in (Wulf et al.,
2007). Several 3D scans were taken from different
positions on a typical office floor with offices and
doors on both sides.

For registering two 3D point clouds we used an
embedded PC running our robotic framework RACK
on a real time linux operating system. For comparison
of the algorithms we used an accelerated ICP imple-
mentation, proposed e. g. in (Nüchter et al., 2007),
as described in section 2. We conducted our tests by
executing both algorithms with identical input data.

5.2 Qualitative Results

The scans we picked for the first evaluation consist of
25858 and 25987 raw 3D points respectively. Both
scans in their local coordinate systems are shown in
Figure 1. When executing our registration algorithm
using virtual 2D scans, three 2D registration steps
have to be performed. After 25 iterations of the 2D
ICP, the scans were registered successfully in the first
step (x-y-plane). The second and third registration
steps took 14 and 4 iterations respectively.

For qualitative comparison of our new approach
and the 3D ICP we calculated the error function
e(R, t) according to (1) before and after full 3D regis-
tration. Table 1 shows the results of the error function
and the number of points N according to (2) taken
into account for its calculation. The translation error
between the results of both algorithms is 22 mm.

As can be seen, there are no qualitative differences
worth mentioning. The error function reaches a sim-
ilar value, as well as the number of points taken into
account for calculating the error function. This leads
to the result that our new approach reaches a similar

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

330



Figure 2: Model 3D scan (blue crosses), data 3D scan (red
diamonds), registered.

Table 2: Results of second experiment.
Unreg ICP RegVirt

e(R, t) 33908 5048 6376
N 23564 26131 26157
Time [ms] - 36950 94

quality to a conventional ICP algorithm when regis-
tering two indoor 3D range images with small transla-
tion in z-direction and rotation around x- and y-axes.

Figure 2 shows both 3D point clouds registered
into the model coordinate system by our new registra-
tion approach.

5.3 Non-zero Pitch and Roll Angles

To evaluate how well our approach copes with sig-
nificantly non-zero pitch and roll angles, we tilted
our experimental platform for appr. 4 cm to the top
while taking the 3D data point set. Together with the
yaw motion, this results in non-zero pitch and roll an-
gles with reference to the coordinate system of the
3D model point set. Figure 3a shows the unregistered
point clouds. The scans consist of 26088 and 26311
raw 3D points respectively. The remaining setup is
the same as presented in section 5.1.

Table 2 shows the results of the error function and
the number of points N according to (2) taken into ac-
count for its calculation. Computing the registration
took 24, 18, and 9 iterations respectively with our new
approach. The translation error between both results
is 62 mm. Using a gyrometer on a moving platform
could increase accuracy, i.e. decreasing the slight dif-
ference in the error function resulting from the coarse
alignment before the registration. However, the mi-
nor difference in the quality can be neglected when
achieving real-time computing capabilities in return,
as presented in the next subsection.

Figure 3b shows both 3D point clouds registered
into the model coordinate system by our new registra-
tion approach.

5.4 Computational Requirements

Because of the reduction from 3D to 2D ICP algo-
rithm, our new approach needs much less computa-
tional effort for registering the 3D range images. As
can be seen in Table 1, the calculation time reduces
from appr. 74 seconds in the case of full 3D ICP to
67 milliseconds in the case of our new approach. In
the second experiment, the reduction is from appr. 37
seconds to 94 milliseconds (see Table 2). When a full
3D scan takes 1.2 seconds as in our case (Wulf et al.,
2007), our algorithm is capable of registering subse-
quent taken 3D range images online, i.e. in real time.

5.5 Simulated Error

Finally, we evaluated two series of registration with
simulated errors. Therefore, we transformed the
model 3D scan of Figure 3a and registered it to the
untransformed model scan. In a first series, we trans-
lated the scan in each direction, ranging from -30 cm
to +30 cm, and taking incremental steps of 10 cm.
This resulted in a series of 343 registrations for both
algorithms. Surprisingly, our new approach had a
mean translation error of 0.38 mm, compared to 0.49
mm using the ICP algorithm. The computation time
was 25 ms (min. 17 ms, max. 31 ms) in average,
compared to 19.7 s (min. 253 ms, max. 42.5 s).

In a second series, we rotated the scan around all
axes, ranging from -10◦ to +10◦ each. The applied
increment was 5◦, resulting in a total of 125 registra-
tions. The mean rotation error of our new approach
was 0.86◦ compared to 0.01◦ in case of ICP. The av-
erage computation times were 55 ms (min. 16 ms,
max. 113 ms), and 30.3 s (min. 254 ms, max. 56.6 s).

Examining these two experimental series with
simulated errors, the computation times compared to
the ICP algorithm were convincing again. The trans-
lation error with our new approach was even lower
than with ICP. In case of rotation we evaluated a
higher rotation error using our approach, but we are
confident to gain an improvement with further re-
search regarding the algorithm (see section 4.2).

6 CONCLUSIONS AND FUTURE
WORK

This paper presents an approach for registering indoor
3D range images in real time. In our experiments, it
registers two 3D point clouds up to 1100 times faster
than the well-known ICP algorithm. This is done by
splitting the full 6DoF transformation into three trans-
formations. Each single transformation is calculated
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(a) Unregistered 3D scans. (b) Registered 3D scans.
Figure 3: Registration of 3D scans with non-zero roll, pitch, and yaw angles.

by a 2D ICP algorithm with orthogonal virtual 2D
scans, utilizing the typical structure of indoor envi-
ronments. Due to the use of virtual 2D scans, the al-
gorithm can cope with dynamic objects (with small
restictions) as well as with non-rectangular environ-
ments. The resulting registration leads to a similar
quality to the full 3D ICP algorithm.

Limitations and therefore future research work
have been identified in sections 4.2 and 4.3. Never-
theless, our experiments showed promising results. A
comparison to other approaches like techniques based
on the extraction of planes out of the 3D range images
and matching them will be necessary to stress the ad-
vantages of our algorithm. Further future work will
deal with the implementation and evaluation of a full
SLAM cycle based on the registration of 3D range
images using virtual 2D scans.
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Abstract: This paper deals with the problem of obstacle avoidance in the path planning based on Pythagorean 
Hodograph. The proposed obstacle avoidance approach is based on changing the curvature in case of 
Pythagorean Hodograph curves. However this may result in an increase in the length of the path. 
Furthermore in some cases obstacle avoidance by changing the curvature of the path may result not only in 
an increase in path length but also to a tremendous increase in bending energy. An increase in bending 
energy of a path as a result of curvature change above certain limit makes the path very difficult or 
impossible to fly.  

1 INTRODUCTION 

In path planning for UAVs the obstacle avoidance is 
a common problem. In literature different researcher 
adopted different ways to solve the problem of 
obstacle avoidance depending on the context of the 
problem. (Madhavan at el 2006) and (H. Bruyninckx 
at el 1997) proposed a solution to avoid the obstacle 
in case of the Pythagorean Hodograph based path 
planning for UAVs by manipulating the curvature of 
the PH path. By changing the curvature of the path 
an obstacle can be avoided but the path length is 
increased tremendously as a result. For example 
figure 1and 2 illustrate this fact: 

But sometimes situations arise where obstacles 
avoidance by changing the curvature of the path 
results in path of very high bending energy. A path 
with a very high bending energy is very difficult for 
UAVs to follow and hence not a feasible path. 
Figure 3 shows this fact. 

Therefore curvature manipulation method can 
not be solely used for obstacle avoidance in PH 
based path planning because it is bound to fail for 
some cases. We need an alternative method for 
obstacle avoidance which can guarantee feasible 
(safe and flyable) paths. To elaborate such a method 
is the subject of this paper. 

The rest of the paper is organized as follows: 
Section 2 describes the problem formulation. Section 
3 introduces the Pythagorean Hodograph to generate 
the initial paths. Section 4 introduces the proposed 

solution to the problem. Section 5 discusses the 
simulation results and finally section 6 draws the 
conclusion. 
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Figure 1: Obstacle avoidance by curvature change. 
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Figure 2: Obstacle avoidance by curvature change. 
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Figure 3: Obstacle avoidance by curvature change. 
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2 PROBLEM FORMULATION 

A mission is planned to fly a group of unmanned 
aerial vehicles safely from base B to target T as 
shown in Figure 4. All vehicles start from the base at 
the same time. The environment contains stationary 
and moving obstacles. During the flight, the vehicles 
will avoid inter-collision and collision with the 
stationary and moving obstacles. Initially, UAV 
paths are planned offline by the path planning 
module (Path Planner) on the basis of the available 
knowledge about the environment.  The UAVs start 
following these paths, if during the flight any of the 
UAVs comes across an obstacle, which was not 
known before then changes are made to the initial 
path of corresponding UAV to avoid the obstacles 
while maintaining UAVs cooperation. 

 
Figure 4: Swarm of UAVs Scenario. 

The base and the goal points for each UAV are 
specified by initial and final poses. Let the starting 
pose of the ith UAV in the terms of its position and 
orientation is ),,,( sisisisisi zyxP θ  and the final 
pose of the same UAV is ),,,( fififififi zyxP θ then 
the path of the UAV is defined as a parametric curve 
r(t) = [ x(t), y(t), z(t) ] such that the kinematics and 
dynamic constraints of the vehicle are satisfied. 
Mathematically this can be written as: 

)(),,,,( ssisisisisisi trzyxP =φθ  

)(),,,,( ffifififififi trzyxP =φθ  

),,,,(),,,,( )(
fifififififi

tri
sisisisisisi zyxPzyxP i φθφθ ⎯⎯→⎯  

Subjected to:            

max

max

)(

)(

ττ

κκ

≤

≤

t

t

i

i  

With curvature ik  and torsion iτ   for i=1,..,n , n 
is the number of cooperating UAVs. In case of 
obstacle interruption these initial paths are modified 
such that the modified path is feasible (collision free 
and flyable).  We assume in the developments of our 
paper that the UAVs are flying at a constant altitude. 

How we generate these paths is explained in the next 
section. 

3 PROPOSED SOLUTION TO 
THE PROBLEM 

The initial trajectories of the UAVs are calculated 
from known initial and final poses. Therefore the 
poses play a pivotal rule in generating and 
modifying these trajectories. For each path there are 
two poses i.e the initial pose and final pose. The 
orientation of these poses could be from any of the 
four quadrants of Cartesian plane. Since there are 
total of four quadrants, and any two quadrant can be 
selected at a time for two orientation (one for initial 
pose and one for final pose), therefore we can have a 
total of: 

4 4! 6
2 (4 2)! 2 !

⎛ ⎞
= =⎜ ⎟ − ×⎝ ⎠

 

possible cases. These cases are shown in the figure 5 
as a, b, c, d, e and f. There are four more possible 
cases if the initial and final poses are taken from the 
same quadrant. These cases are shown in figure 5 as 
g, h, i and j. The orientations corresponding to initial 
poses are represented by green arrow and the 
orientations corresponding to the final poses are 
represented by red arrow. Referring to the figure 5 
below, we have the following cases: 

a b c

   d e      f 

g h i    j 

 
Figure 5: All possible combinations of the initial and final 
pose taken from four quadrant. 

Case a: The initial pose belongs to quadrant 1 and 
the final pose belongs to quadrant 2. i.e. 
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0
2s i
πθ≤ ≤  and  

2 fi
π θ π≤ ≤  

Case b: The initial pose belongs to quadrant 1 and 
the final pose belongs to quadrant 3: 

0
2si
πθ≤ ≤  and  3

2fi
ππ θ≤ ≤  

Case c: The initial pose belongs to quadrant 1 and 
the final pose belongs to quadrant 4: 

0
2si
πθ≤ ≤ and  3 2

2 fi
π θ π≤ ≤  

Case d: The initial pose belongs to quadrant 2 and 
the final pose belongs to quadrant 3: 

2 si
π θ π≤ ≤  and  3

2fi
ππ θ≤ ≤  

Case e: The initial pose belongs to quadrant 2 and 
the final pose belongs to quadrant 4: 

2 si
π θ π≤ ≤     and   3 2

2 fi
π θ π≤ ≤  

Case f: The initial pose belongs to quadrant 3 and 
the final pose belongs to quadrant 4:  

3
2si
ππ θ≤ ≤  and    3

2 fi
π θ π≤ ≤  

Case g: both the initial pose and the final pose 
belong to quadrant 1: 0 ,

2si fi
πθ θ≤ ≤   

Case h: both the initial pose and the final pose 
belong to quadrant 2: ,

2 si fi
π θ θ π≤ ≤  

Case i: both the initial pose and the final pose belong 
to quadrant 3: , 3

2si fi
ππ θ θ≤ ≤  

Case j: both the initial pose and the final pose belong 
to quadrant 4: 3 , 2

2 si fi
π θ θ π≤ ≤   

Now cases a, b, e and f are safe as shown by figure 1 
and figure 2 in the introduction section. 
Cases c, d, g, h, i and j have the possibility to give 
paths of unacceptably higher bending energy when 
manipulated to avoid obstacles. Therefore they 
needed some method such that safe and flyable paths 
are produced.  

The method to avoid the obstacle in the case of c, 
d, g, h, i and j (unsafe cases) comprise of introducing 
an intermediate waypoint (pose) somewhere 
between the initial and final pose such that the first 
and second pose, and, second and third pose can be 
connected by two PH quintic curves. Each of these 
two individual PH component becomes like one of 
the case a, b, e or f.  

Since pose is a combination of position and 
direction, therefore the position and direction of the 
inserted intermediate pose must be determined. The 
following  paragraphs  describe  the determination of  
the position and direction. 

4.1 Position of the Intermediate Pose 

Referring   to  the  figure 6,   if  ( , )cen cenx y   are  the 

coordinates of the centre of the obstacle, dr  is the 
radius of the circle enclosing the obstacle, then the 
coordinates of the points of the circle enclosing the 
obstacle are (x, y) given by the following equations: 

coscen dx x r θ= +  
sincen dy y r θ= +  

Where [0 2 ]θ π∈  
The position ( , )iwp iwpx y  corresponding to the new 
waypoint is given by: 
                     cosiwp saf cn dx d x r ξ= + +  
                      siniwp saf cn dy d y r ξ= + +  

2
πξ = , if the UAV is approaching from the bottom 

of the obstacle. 
ξ π= ,  if the UAV is approaching from the right. 

3
2
πξ = ,if the UAV is approaching from the top.  

0ξ = ,if the UAV is approaching from the left.  safd  
is the safety distance. 

 
Figure 6: Position specification of the intermediate 
waypoint. 

4.2 Direction of the Intermediate Pose 

The intermediate waypoint is inserted between the 
initial and final poses. The direction of the 
intermediate waypoint iwpθ is such that when the two 
consecutive poses are connected via PH quintic in 
case of c, d, g, h, i and j each individual PH segment  
becomes like  one  of  the cases a, b, d or e. We 
consider each individual case separately. 

Case g, i: If both the directions of initial and final 
poses  belong  to  quadrant 1 or  quadrant  3  then the 

  

 

 
Initial pp 

Final pose 

Intermediate 
pose 

Alternative path

 
Figure 7: Direction of intermediate waypoint for cases g 
and i. 

 

Position 
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direction of intermediate pose is 
2iwp si
πθ θ= +  

Case h, j: If both the directions of initial and final 
poses belong to quadrant 2 or quadrant 4 then the 

direction of intermediate pose is 
2iwp si
πθ θ= −  

Case c: If the directions of initial pose belong to 
quadrant 1 and that of final poses belong to quadrant 
4 then the direction of intermediate pose is   
 

2iwp si
πθ θ= +  

Case c inverted: If the directions of initial pose 
belong to quadrant 4 and that of final poses belong 
to quadrant 1 then the direction of intermediate pose  
is                             

2iwp si
πθ θ= −  

This is shown in figure 9. 

   

    

   

 
Figure 8: Direction of intermediate waypoint for cases h and j. 

 

 
 

   

 
Figure 9: Direction of intermediate waypoint for cases c 
and c inverted. 

Case d: If the directions of initial pose belong to 
quadrant 2 and that of final poses belong to quadrant 
3 then the direction of intermediate pose 
is:

2iwp si
πθ θ= −  

Case d inverted: If the directions of initial pose 
belong to quadrant 3 and that of final poses belong 
to quadrant 2 then the direction of intermediate pose 
is 

2iwp si
πθ θ= +  

4 SIMULATION RESULTS 

The  simulation  results  are  obtained  y  taking only 

one case in which the direction of initial and final 
poses belong to quadrant 1. The method can be 
tested for the rest of cases. The two methods (the 
curvature manipulation method and the proposed 
method) were simulated by taking the initial pose 
(14, 6, 60o) and final pose (17, 40, 60o). The 
following results were obtained. 

Figure 11 shows the path and the obstacle (red 
rectangle).  

   

 
  

   

 
Figure 10: Direction of intermediate waypoint for cases d 
and d inverted. 
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Figure 11: The path with the obstacle. 
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Figure 12: The path with different stages of curvature 
manipulation to avoid the obstacle. 

When the curvature manipulation method was 
applied to avoid the obstacle (figure 12), the result 
was a path with an unacceptable bending energy as 
shown in the figure 13. The path shown in the figure 
13 is not a flyable path because its high bending 
energy makes it difficult to obey the dynamic 
constraints. If we try to impose the dynamic 
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constraints then its length will be increased 
tremendously. The proposed method can offer a 
remedy to this problem. The proposed method is 
applied to insert an intermediate pose between the 
initial and final pose. Then the three poses were 
connected by the application of Pythagorean 
Hodograph curves such that the individual curves 
comply with the afore mentioned safe cases.  
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Figure 13: The final obstace free path with very high 
bending energy. 
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Figure 14: The path with same initial and final poses 
resulted from the proposed method. 

The result is shown in the figure 14.  Figure 15 show 
the same path after imposing the dynamic 
constraints. Figure 16 shows the iterative process to 
avoid the obstacle. Figure 17 shows the final 
obstacle free path. The path shown in figure 17 
obeys the dynamic constraints. The binding energy 
is much lower compared to the path achieved with 
the curvature manipulation method. The length of 
the path is optimal as well.  

5 CONCLUSIONS 

The curvature manipulation method fails to give 
feasible paths if the angle of the initial pose and final 
pose in the first quadrant is increased above 60o and 
55o on the upper side and decreased below 40o and 
30 on the lower side. Therefore the operational angle 
band of the method is very narrow which makes it 
unsuitable for practical purposes. The proposed 
method can accommodate poses with all the angles. 
More over the path length of the resultant path is 
optimal.  
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Figure 15: The path with curvature constraint. 
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Figure 16: The curvature manipulation of the path to avoid 
the obstacle. 

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

40

45

50
2D Quintic Bezier Curve

 
Figure 17: The obstacle free path with reasonable bending 
energy and reasonable path length. 
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Abstract: This paper presents the obstacle detection of a mobile robot using an ultrasonic sensor ring with overlapped 
beam pattern. Basically, it is assumed that a set of ultrasonic sensors are installed at regular intervals along 
the side of a circular mobile robot of nonzero radius. First, by exploiting the overlapped beam pattern, it is 
shown that the positional uncertainty inherent to an ultrasonic sensor can be significantly reduced for both 
single and double obstacle detection. Second, given measured distances from adjacent ultrasonic sensors, 
the geometric method of computing the position of the detected obstacle with respect to the center of a 
mobile robot is described. Third, through experiments using our ultrasonic sensor ring prototype, the 
validity and the performance of the proposed overlapped ultrasonic sensor ring are demonstrated. 

1 INTRODUCTION 

Since the mid 1980s, ultrasonic sensors have been 
widely used for map building and obstacle 
avoidance. Typically, an ultrasonic sensor equipped 
at a mobile robot operates in reflective mode, rather 
than in direct wave mode. Once the acoustic wave is 
emitted by the transmitter, an ultrasonic sensor can 
measure the obstacle distance using the elapsed time 
until the reflected wave is sensed by the receiver, 
which is called the time of flight. The detected 
obstacle is present at a certain point along the arc of 
radius given by the obstacle distance; however, the 
exact position of an obstacle on the arc remains 
unknown. This is called the positional uncertainty 
inherent to an ultrasonic sensor. 

To alleviate the problem of positional 
uncertainty, we propose to overlap the cone shaped 
beams of two ultrasonic sensors in part. With the 
overlapped beam pattern, the entire sensing zone of 
each ultrasonic sensor can be divided into two 
smaller sensing subzones: the overlapped and the 
unoverlapped subzones. If both ultrasonic sensors 
detect an obstacle, the detected obstacle should 
belong to the overlapped subzone. On the other 
hand, if either ultrasonic sensor detects an obstacle, 
the detected obstacle should belong to the 
unoverlapped subzone. This indicates that the 
positional uncertainty of an ultrasonic sensor can be 

reduced by exploiting the overlapped beam pattern 
of two ultrasonic sensors. In this paper, we present 
the obstacle detection of a mobile robot using an 
ultrasonic sensor ring with overlapped beam pattern. 

2 POSITIONAL UNCERTAINTY 
REDUCTION 

Assume that N  ultrasonic sensors of the same type 
are arranged in a circle at regular intervals with their 
beams overlapped. After numbering the ultrasonic 
sensors from 1 to N in clockwise order, let S , . .
1, , , denote the  ultrasonic sensor of an 
overlapped ultrasonic sensor ring. Fig. 1 shows three 
adjacent ultrasonic sensors, S , S , and S , which 
are placed at the left, the center, and the right, 
respectively. Due to beam overlapping, the entire 
sensing zone of the ultrasonic sensor S   can be 
divided into three sensing subzones, denoted by ‘I’, 
‘II’, and ‘III’. In Fig.1, an obstacle P is depicted by a 
bold. 

First, let us consider the detection of a single 
obstacle using three overlapped ultrasonic sensors. 
Let ρ , ρ , and ρ  be the distances of the obstacle P 
measured by three ultrasonic sensors, S ,  S , and  
S , respectively. Table 1 shows the distance 
measurements of  S ,  S , and  S , depending on to 
the position of P  among one of three sensing 
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subzones, either I, II, or III. In Table 1, ′∞′ indicates 
the situation that P  cannot be detected by the 
corresponding ultrasonic sensor. Seen from Table 1, 
the combination of three ultrasonic sensors which 
return finite measured distances varies according to 
where the obstacle belongs among three sensing 
subzones. This implies that the sensing subzone to 
which the obstacle belongs can be determined based 
on the combination of three ultrasonic sensors 
returning finite measured distances. It should be 
noted that the beam overlapping between adjacent 
ultrasonic sensors can lead to the significant 
reduction in positional uncertainty.  

 

Figure 1: Single obstacle detection using overlapped 
ultrasonic sensors. 

Table 1: Distance measurements of ultrasonic sensors in 
the case of single obstacle detection. 

 2b) 2c) 2d) 

P II I III 

S  ∞ ρ  ∞ 

S  ρ  ρ  ρ  

S  ∞ ∞ ρ  

Next, let us consider the detection of double 
obstacles using three overlapped ultrasonic sensors. 
Note that the number of obstacles that can be 
detected by two adjacent ultrasonic sensors is at 
most two, regardless of how many obstacles are 
present in front of them. Assume that one obstacle is 
present at far distance, called the far obstacle and 
denoted by P , and the other obstacle is present at the 
near distance, called the near obstacle and denoted 
by P . Fig. 2 shows three different cases of how the 
far and near obstacles are located. Let ρ , and 

ρ ,   ρ , , , 1,2,  be the distances of the 

obstacles, P  and P , measured by three ultrasonic  

sensors, S , S , and S , respectively.  
Table 2 shows the distance measurements of 

three ultrasonic sensors, S , S , and S , depending 
on the relative positions of the far and the near 
obstacles, P    and P . Referring to Table 2, the 
following decisions can be made on where P  and P  
are positioned among three sensing subzones, I, II, 
and III. For instance, if the left ultrasonic sensor 
S  returns larger value than the other two ultrasonic 
sensors, S  and S , as shown in Fig. 2a), P  is 
positioned within I and P  is positioned within III.  

 

Figure 2: Double obstacle detection using overlapped 
ultrasonic sensors. 

Table 2: Distance measurements of ultrasonic sensors in 
the case of double obstacle detection. 

 3a) 3b) 3c) 

P  I I II 

P  III II III 

S  ρ ,  ρ ,  ∞ 

S  ρ ,  ρ ,  ρ ,  

S  ρ ,  ∞ ρ ,  

3 MOBILE ROBOT 
REFERENCED OBSTACLE 
DETECTION 

Each ultrasonic sensor of an ultrasonic sensor ring 
returns the distance of an obstacle that is measured 
with reference to the vertex of its own, called the 
sensor referenced obstacle distance. On the other 
hand, it is the obstacle position with reference to the 
center of a mobile robot, called the mobile robot 
referenced obstacle position that should be known 
for  the obstacle detection/avoidance  of a navigating 

 

MOBILE ROBOT OBSTACLE DETECTION USING AN OVERLAPPED ULTRASONIC SENSOR RING

341



 

mobile robot. 
First, suppose that an obstacle P is present at the 

distance ρ  within the unoverlapped sensing subzone 
II of the ultrasonic sensor S , as shown in Fig. 3. Let 
G  and F  denote the intersecting points of the circle 
of radius ρ  centered at the point S , and the right 
beam boundary of the ultrasonic sensor S  and the 
right beam boundary of the ultrasonic sensor S , 
respectively.  

 

Figure 3: The mobile robot referenced position of an 
obstacle within the unoverlapped sensing zone. 

Due to the positional uncertainty, an obstacle P 
can exist at a certain point along the arc G C F  of 
radius ρ  centered at the point S , instead of the arc 
L C R . Considering that the ultimate goal of 
obstacle detection is to prevent possible collision 
with obstacles, it is reasonable to take conservative 
stance in guessing the obstacle position. To prepare 
for the worst case scenario, the collision free region 
can be specified as the intersection of the circle of 
radius OF  centered at the point O and the cone of 
angle G OF  centered along the line  OC . As a 
result of the beam overlapping of an ultrasonic 
sensor ring, 1) the radius of the collision free region 
increases, that is, OF OR , and 2) the angle of the 
collision free region decreases, that is, G OF
L OR . The increased radius can allow a mobile 

robot more room for obstacle avoidance, and the 
decreased angle can improve the spatial resolution in 
obstacle detection. 

Next, suppose that an obstacle P is present at the 
distance  ρ  within the overlapped sensing subzone 
III of the ultrasonic sensor S , as shown in Fig. 7. 
Let ρ  and ρ  be the distance of P from the vertices 
of ultrasonic sensors, S  and S , respectively. Owing 
to the positional uncertainty of two ultrasonic 
sensors, P  exists along the arc L R  of radius ρ  
centered at the point S , and it also exists along the 
arc L R  of radius ρ  centered at the point S . As 

shown in Fig. 4, the position of P  can now be 
obtained from the intersection of  these two circles, 
which results in two intersecting points in general. 
Finally, the obstacle position can be uniquely 
determined out of two intersecting points, based on 
the relative locations of ultrasonic sensors,  S  and 
S . It should be noted that the problem of 
uncertainty does not exist anymore for an obstacle 
within the overlapped sensing subzone, although the 
measurement errors may still affect the accuracy in 
computing the obstacle position. 

 

Figure 4: The mobile robot referenced position of an 
obstacle within the overlapped sensing subzone. 

4 EXPERIMENTAL RESULTS 

An omnidirectional overlapped ultrasonic sensor 
ring prototype was built using the ultrasonic sensor 
modules which contain MA40B8 of beam width 
α 50°  from Murata Inc. As shown in Fig. 5, 
twelve ultrasonic sensor modules are first installed at 
a regular spacing of  β 30°  between two circular 
acrylic plates of radius 19 cm , which is then 
fixed on top of a circular mobile robot 
concentrically. 

First, a mobile robot is commanded to move 
along a straight line, which is 1 m apart from a 
circular obstacle of diameter 12.5 cm. Fig. 6 shows 
the division of the straight line depending on the 
combination of ultrasonic sensors involved in 
obstacle detection. It can be observed that the 
distance from P  to P  is about 170 cm and the 
distance from P  to P  is about 140 cm. Using these 
data, the effective beam widths can be calculated: 
70° for the center ultrasonic sensor and 60° for the 
left and right ultrasonic sensors. 
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Figure 5: Our overlapped ultrasonic sensor ring prototype. 

 

Figure 6: The experimental results for single obstacle 
detection. 

 

Figure 7: The experimental setting and results for 
computing mobile robot referenced obstacle positions. 

Next, for five different locations of an obstacle, 
we compute the mobile robot referenced position of 
an obstacle from the measured distances of three 
ultrasonic sensors. Fig. 7 shows the actual and the 
computed obstacle positions, which are marked by 
'o' and 'x', respectively. The discrepancy between the 
actual and the computed obstacle positions tends to 
increase as an obstacle is located away from the 
center of the overlapped ultrasonic sensor ring and 
close to the boundary of the overlapped sensing 

subzone. However, it is confirmed through repetitive 
experiments that the maximum discrepancy is 
bounded within 10 cm. 

5 CONCLUSIONS 

In this paper, we proposed an overlapped ultrasonic 
sensor ring which consists of relatively small 
number of low cost ultrasonic sensors with low 
directivity, to reduce the positional uncertainty in 
obstacle detection. The proposed ultrasonic sensor 
ring made of low directivity ultrasonic sensors is 
advantageous over its high directivity counterpart in 
both sensor device and data processing requirements. 
It is expected that the results of this paper can 
facilitate early deployment of low cost mobile 
platforms for personal service robots. 
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Abstract: Denoising is an important task inside the image processing area. In this paper, an algorithm for detecting 
and suppressing salt and pepper noise is presented. Firstly, the algorithm computes an estimation of the 
denoised image by using a variant of the Non-Local Means proposal. This estimation is segmented in order 
to detect corrupted pixels avoiding misclassifying pixels with extreme values that belong to objects on the 
uncorrupted image. Once pixels are classified, the algorithm performs a suppression step by using an 
adaptive median filter. Obtained results show that the implementation of this proposal gives good noise 
detection and suppression. 

1 INTRODUCTION 

Frequently, digital images are corrupted by 
undesirable random variations in intensity values, 
called noise. The presence of noise is due to several 
factors, among which are found the process of 
acquisition, compression and transmission of data. A 
common type of noise is impulsive noise, known as 
salt and pepper. This kind of noise randomly 
changes intensities of some pixels to the maximum 
( maxv ) or minimum ( minv ) values of the intensity 
range on the image (Chan et al., 2005). 
The median filter has been widely used for 
impulsive noise suppression due to its ability to 
preserve edges in a better way than weighted 
averaging methods. It must be noticed that, median 
filter does not insure the edge preservation,  mainly 
in images with high noise density. Numerous 
algorithms based on the median filter have been 
presented, as the proposed by Wang & Zhang 
(1999), Yuan & Tan (2006), and Chan et al. (2005). 

2 IMPULSE NOISE DETECTION 

Evidently, good noise detection is essential to carry  
out  its suppression  and  to  get  a better restoration  

quality. One way to detect noise is through an 
adaptive median filter, as used by Chan et al. (2005), 
which is described below. 

Let y~  the obtained image by applying an 
adaptive median filter to an image with salt and 
pepper noise y . Moreover, according to the salt and 
pepper noise model, noisy pixels take its values from 
the set { }maxmin ,vv . Then, it could be defined the set 
of corrupted pixels candidates as 

{ }{ }maxmin,,,, ,,~: vvyyyyN jijijiji ∈≠=   (1)

for all ( ) Aji ∈, . 
Another proposal has been presented by Wang & 

Zhang (1999), where the following expression is 
used 

{ }TyyyN jijiji >−= ,,,
~:  (2)

where ( ) Aji ∈,  and T is a predefined threshold. 
Expression (2) is used iteratively in order to detect 
impulse noise.    

3 NON-LOCAL MEANS 

Buades et al. (2005) proposed the Non-Local Means  
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algorithm, based on the idea that images contain 
repeated structures and that averaging these 
structures, the noise of an image can be reduced.  

Given a discrete image with noise y  the 
restored value nmy ,ˆ , for the pixel at location 
( ) Anm ∈, , is computed as the weighted average of 
all pixels of the image, 
 

∑
∈

=
Aji

ji
nm

jinm ywy
),(

,
,

,,ˆ    (3) 

 
where the family of weights { }nm

jiw ,

,  depends on the 

similarity between pixels at positions ( ) Anm ∈,  and 

( ) Aji ∈, , and it satisfies the conditions 10 ,
, ≤≤ nm
jiw  

and∑
∈

=
Aji

nm
jiw

),(

,
, 1 .  

Structural similarity between jiy ,  and nmy ,  
depends on similarity between vectors )( , jiV Ω  and 

)( ,nmV Ω , where lk ,Ω  denotes a fixed size 
neighbourhood and centered at pixel lky , .  

Similarity between above mentioned vectors is 
measured by a decreasing function of Euclidean 

distance,
2

,,
,

, )()( jinm
nm

ji VVd Ω−Ω= . Pixels with 

similar neighbourhood to )( ,nmV Ω  will have large 

weights, which are defined as 
 

2

,
,

,

,
,

1 H

d

nm

nm
ji

nm
ji

e
Z

w
−

=    (4)

 
where nmZ ,  is a normalization constant, and the 
parameter H acts as a filtering degree, that is, it 
controls the decay of weights as a function of 
distances. For implementation purposes, a window 
of size 1W  is used to compute the average with a 
limited number of neighbours, instead of averaging 
all pixels of the image. Also, a window of size 2W is 
used to define the structure of the neighbourhood 
and the size of vector )( ,lkV Ω . 

In general, the Non-Local Means algorithm gives 
good results in terms of noise reduction, however, 
this does not always happen, especially in images 
with high salt and pepper noise level. 

4 SALT AND PEPPER NOISE 
DETECTION AND 
SUPPRESION PROPOSAL 

In this work, the Non-Local Means algorithm will be 
used to provide a preliminary estimate of the 

restored image, with the aim of detecting salt and 
pepper noise, even with high density. 
 In order to consider the presence of objects whose 
pixels intensity values are equal to the maximum or 
minimum values on image, in other words, black or 
white objects in the image without noise, we propose 
a segmentation, which is performed by grouping 
neighbouring pixels with similar intensity values, 
based on a threshold TI. 

The purpose of making this segmentation is to 
find a partition S of an image ŷ  on a set of regions, 
in such a way that 

 
=∪ smallbig RR ŷ     (5) 

 
where  

 
{ }PRhRR ssbig >= )(: , and  (6) 

 
and, 
 

{ }PRhRR sssmall ≤= )(: ,   (7) 

bigR  is the set of regions considered relevant 

objects, that is, regions whose number of pixels 
represent a percentage of image greater than a 
threshold P. Obviously, smallR  is the set of regions 

that are, by their size, regarded as details or noise. 
The function )( sRh  computes the percentage of the 

image that corresponds to a region sR . Thus, one 

can discriminate between pixels that can be 
considered corrupt and those that belong to an 
object, although in both cases the pixels intensities 
are extreme value. 

Considering the above exposed, our proposal to 
detect salt and pepper noise can be described, in 
general, through the following steps: 
 
1 ŷ =Compute_Estimation( y ,TW,PAR) 
2 S=Segmentation( ŷ ,TI) 
3 α =Pixels_Classification( y ,S) 
4 x̂ =Noise_Suppression( ŷ , α ,Wmin,Wmax) 

  
where PAR is a vector containing the parameters H, 
W1 and W2.  

The preliminary estimate, described in Figure 1, 
is performed by calculating the weights of the pixels 
in the neighbourhood for a corrupt pixel candidate 
according to expression (4), and its estimated value 
will be the median value only of intensity values of 
pixels with weights greater than a threshold TW. In 
this way, only pixels whose structure is similar to 
the pixel in question are involved. The median value  
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Compute_Estimation( y ,TW,PAR1) 
  for each pixel at position (i,j) 
    if (yi,j=vmin) or (yi,j=vmax) 

      Compute family of weights j,iw  

      for each weight j.i
n,mw  

        if TWw j.i
n,m ≥  

          n,myVWVW ∪←  
        end 
      end  
      )VW(MEDIANŷ j,i ←  
    else 
      j,ij,i yŷ ←  
    end 
  end 
  return( ŷ )  

Figure 1: Pseudo-code of estimation computing. 

Pixels_Clasification( y ,S) 
  for each pixel at position (i,j) 
    if (yi,j=vmin) or (yi,j=vmax) 
      if (i,j)∈ Rsmall 
        1j,i ←α  
      else 
        if (yi,j≠ j,iŷ ) 
          1j,i ←α  
        else 
          0j,i ←α  
        end 
      end 
    else 
      0j,i ←α  
    end 
  end 
  return( α )  

Figure 2: Pseudo-code of classification step. 

is used instead of weighted averaging because its 
better results with salt and pepper noise. 

Subsequently, this estimation will be segmented, 
as described above, then, a pixel is considered 
corrupt if its intensity value is an extreme value and 
the pixel belongs to a region considered irrelevant. If 
the pixel belongs to a relevant object and its value 
has changed at estimation, this pixel is also 
considered corrupted. Figure 2, shows the 
classification procedure, where if 0, =jiα , the pixel at 
position ),( ji  is regarded as corrupt and 1, =jiα  if not. 

Once pixels are classified, the algorithm 
proceeds to noise reduction, by applying an adaptive 
median filter. This kind of filtering considers 
geometric closeness in restoration. First, a 
neighbourhood for corrupt pixels is defined, then 
uncorrupted pixels belonging to the neighbourhood 
are stored in a vector, and the central pixel is 

replaced by median value of this vector. If the 
mentioned vector is empty, the window size is 
increased, repeating the procedure. If the size 
increases to reach a maximum size of window, the 
central pixel value is replaced by the median value 
of all pixels in neighbourhood. This procedure is 
described in Figure 3. 

It can be determined that, the proposed algorithm 
is O(ND), where ND is the number of data. 

Noise_Suppression( ŷ ,α ,Wmin,Wmax)   
  for each pixel at position (i,j) 
    if 1j,i =α  

      minWW ← , 0witness ←  
      do 
        φ←VN   
        for each element in window j,iΩ       

        of size 2W  

          if 0j,i
n,m =α  

            n,mŷVNVN ∪←  
          end   
        end 
        if φ≠VN  
          )VN(MEDIANx̂ j,i ←  
          1witness ←  
        else 
          2WW +←  
        end 
      while )0witness(&)WW( max =≤    

      if )0witness(&)WW( max =>  

        )Wsizeof(MEDIANx̂ 2
maxj,ij,i Ω←  

      end        
    else 
      j,ij,i ŷx̂ ←  
    end 
  end 
  return( x̂ )  

Figure 3: Pseudo-code of noise suppression. 

5 EXPERIMENTAL RESULTS 

Experiments show that results obtained by applying 
the described algorithm are very good. The 
implementation of the code was made using Matlab 
6.5 R13 on a PC 2.20 GHz Core Duo CPU. 

The test image (Figure 4) was corrupted with salt 
and pepper noise with different densities through 
imnoise function of Matlab. 

In order to compute the estimation, the values 
W1=3, W2=3, TW=0.10 and H=10 were used. For 
segmentation T=0.001 (the intensity values range of 
image is [0, 1]), and the value of P depends on the  
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Figure 4: Image 1, (a) Noisy image (80%), (b) Denoised 
image. 

maximum size of a region that can be considered 
irrelevant, we use P=0.001. For noise reduction we 
used Wmin=3 and Wmax=10. 
In order to quantify the performance of the detector, 
we used the values (Yuan & Tan, 2006) dg γγ /1 =Γ  

and ng γγ /2 =Γ , where dγ  is the number of pixels 

detected with the proposed algorithm, nγ  is the 

number of pixels that are really corrupted and gγ  is 

the number of detected pixels that are really 
corrupted. Tables 1 and 2 show the performance of 
our proposal, which is identified as 1, for different 
noise densities on Lena image, compared with 
algorithm 2 (Chan et al., 2005) and 3 (Wang & 
Zhang, 1999). Table 3 shows the performance of the 
algorithm for noise reduction measured by PSNR 
and UIQI (Wang & Bovik, 2002). 

Table 1: Performance of different detectors for Lena 
image with a noise density of 20%. 

Algorithm 1Γ  2Γ  Time (s) 
1 0.9988 1 17.59 
2 0.7922 1 11.66 
3 0.9332 0.9529 35.35 

 

Table 2: Performance of different detectors for Lena 
image with a noise density of 80%. 

Algorithm 1Γ  2Γ  Time (s) 
1 0.9998 1 39.29 
2 0.9994 1 26.31 
3 0.9293 0.9731 35.20 

Table 3: Performance of our noise suppression proposal 
for Lena image. 

Noise (%) PSNR (dB) UIQI Time (s) 
20 41.7821 0.9735 21.06 
50 34.9502 0.9105 36.45 
80 29.4583 0.7786 52.10 

6 CONCLUSIONS 

This paper has presented an algorithm for detection 
and suppression of salt and pepper noise in digital 
images. The obtained results have shown that the 
proposed algorithm provides good results in 
acceptable time. In future work, we can consider 
adapting this algorithm for the suppression of 
different types of noise and using it as part of an 
image pre-processing step, in order to perform tasks 
such as segmentation and object recognition in a 
robust way. 
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Abstract: A planning framework is proposed for the task of cleaning a table and stack an unknown number of objects
of different size on a tray. We propose to divide this problem in two, and combine two different planning
algorithms. One, plan hand motions in the Euclidean space to be able to move the hand in a noisy scenario
using a novel Time-of-Flight camera (ToF) to perform the perception of the environment. The other one,
chooses the strategy to effectively clean the table, considering the symbolic position of the objects, and also
its size for stacking considerations. Our formulation does not use information about the number of objects
available, and thus is general in this sense. Also, it can deal with different object sizes, planning adequately
to stack them. The special definition of the possible actions allows a simple and elegant way of characterizing
the problem, and is one of the key ingredients of the proposed solution. Some experiments are provided in
simulated and real scenarios that validate our approach.

1 INTRODUCTION

Algorithms for planning explicitly considering uncer-
tainty have been widely used in the field of mobile
robots (LaValle, 2004; Thrun et al., 2005), but are
less common in robotic-arm manipulation and grasp-
ing (Hsiao et al., 2007). In that scenario uncertainty
is especially important and should be carefully con-
sidered because contact takes place between the robot
and the world. In this interaction, the position of the
object and the robot in the world cannot be precisely
known, even more if we consider uncertainty in sen-
sors we use to sense this world.

In this paper we want to explore object grasping
and stacking tasks, as they are interesting and chal-
lenging skills (Kemp et al., 2007).In order to deal with
these problems the partially observable Markov deci-
sion process paradigm will be used, specifically the
discrete model based POMDP. It provides the capac-
ity of dealing with uncertainty in observations and ac-
tions, usually a robot will have an approximation of
reality when is sensing the environment and evaluat-
ing the results of the actions completed. POMDP have
been used before in the context arm motion control for
grasping, however perceptions used are simpler than
here, i.e. on/off signals from pressure sensors on the
fingers of the hand (Glashan et al., 2007).

The system uncertainty is modeled by measuring

fig. 22 Robot WAM agafant un got

L'entorn en el que es desplaça s'ha basat en les simulacions fetes situant un objecte a sobre d'una 
plataforma com a objectiu i deixant la resta d'espai lliure, és a dir, sense obstacles que dificultin el 
moviment del robot.

La càmera de temps de vol tipus SwissRanger ofereix la possibilitat de rebre en una sola imatge 
informació en 3 dimensions, per a cada píxel de la imatge afegeix informació sobre la profunditat del 
mateix donant com a resultat una superfície enlloc d'una fotografia plana.

Per a mesurar aquesta distància utilitza raigs infraroigs, aquests després de rebotar contra 
l'entorn tornen a ser mesurats per la càmera. El desfasament d'ona que detecta dóna la informació sobre 
la profunditat a què es troba l'objecte en qüestió, amb un límit màxim de 5 metres. Aquest tipus de 
tecnologia dóna informació amb molt soroll i que es veu influenciat per les condicions de il·luminació 
de l'entorn.
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Figure 1: The robotic arm used in the experiments executing
the policy computed by the planner.

it in the real system and providing the values to the
system, so it can take into account the various diffi-
cult situations it could face according to the chosen
action. One interesting characteristic of our approach
is that two different POMDPs are combined and one
of them can control the other one and get feedback
from it. We will apply this approach to solve a real
situation: to clean a table and stack an unknown num-
ber of objects of different size on a tray.

The first POMDP will control robotic arm tra-
jectory to prepare the grasping task, planning in the
space state formed by the relative coordinates to the
target state. This approach is extensively reported
in (Trilla, 2009). Here will be briefly introduced. A
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naive approach to avoid the POMDP complex mecha-
nism is a simple reactive algorithm. However, within
this approach is difficult to take into account the un-
certainty in the number of stacked objects and the
probability of stacks falling down.

The second POMDP will plan symbolically the
strategy of the cleaning task and the actions chosen
for the target of the first POMDP. The objective of the
second POMDP is either to completely clean the table
or fill the tray. The planification is symbolic because
it does not rely on the coordinates of the objects or its
interaction with the world, but on an abstraction layer.
Two main considerations are important. First, obser-
vations are partial: the number of objects on the table
is unknown, i.e. because of possible occlusions, and
some objects maybe are pre-stacked on the table and
this is difficult to observe. Second, the tray surface is
limited so it has to stack objects. Here the planning
has to deal with objects of different size.

Perception in grasping applications is gener-
ally performed using artificial vision to recognize
some object characteristics, and then plan a correct
grasp (Saxena et al., 2008). Here we will use a rel-
atively new sensor, a ToF (Time of Flight) camera.
This camera delivers 3D images at 25fps, potentially
allowing fast perception algorithms and, contrarily to
stereo systems, it does not rely on computing depth on
texture or other object surface characteristics. Depth
information will be used to identify the position of the
robot hand in the space, and to easily separate objects
from background.

This article is structured as follows. POMDP
background is introduced in Section 2. The planifi-
cation strategy is introduced in Section 3, and in par-
ticular the planification of the symbolic steps that are
involved in the container-content manipulation (Sec-
tion 3.1). In Section 4 some experiments are pre-
sented, validating our approach in a general stacking
case, in the case of different object sizes, and with
occlusions between objects. Finally, Section 5 is de-
voted to the conclusions and future work.

2 POMDP BACKGROUND

A POMDP models a sequence of events in discrete
states and time where the agent chooses actions to
perform. It is represented by the tuple (S,A,T,R,O)
where S is the finite set of states and A is a discrete set
of actions. The transition model T (s,a,s′) describes
the probability of a transition from a state s to s′ when
the action a is performed. The reward model R(s,a)
defines the numeric reward given to the agent when it
executes an action a being in state s. Observation

model O(z,a,s) describes the probability of an obser-
vation z when the action a is performed, and the state
is s. A POMDP handles partially observable environ-
ments, there is only an indirect representation of the
state of the world. The belief state b is the probability
distribution over all states in the model. At each time
step the belief state is updated by Bayesian forward-
filtering.

A decision about which action is most applicable
is given by the policy function which contains the in-
formation about the best action to perform for any
possible belief distribution. The policy balances the
probabilities of a future sequence of events with the
expected accumulated reward which has to maximize.
Computing a policy is highly intractable with clas-
sic exact methods like value iteration or policy iter-
ation. However, some recent work has been devoted
to find approximated solutions (Hsu et al., 2007), as
point based value iteration (Hsu et al., 2008), discrete
Perseus or HSVI are quite fast and yield good results.

3 PLANNING AND EXECUTING
THE MANIPULATION
OPERATIONS

We divide the high level task of cleaning a table of
several objects in two different levels. First, it is
important to decide which object to first manipulate.
Then, the next issue is to know the exact position of
the object and effectively manipulate it. Here we will
present our development for the planning algorithm
which deals symbolically with the problem and per-
forms high level task.

The effective manipulation of the objects can be
solved by means of a classical control algorithms. Al-
ternatively, we have recently proposed to solve the
low level task defining also a POMDP in the space
of discretized hand positions (Trilla, 2009). With this
approach we are able to deal with robots with low pre-
cision or repeatability, and also with mobile robot ma-
nipulators that naturally are not exactly placed equally
in front of a table.

3.1 Planning the Strategy

We define the problem as follows. The working area
is divided in zones: one for the tray and the rest for
the table (see Fig 2). Each zone is divided in posi-
tions where the objects can be placed. Space state is
defined as the set (zo, p,sn, t), where zo (zone) and p
(position) identify the object location symbolically, sn
indicates the number of objects stacked in the same
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Figure 2: General schema of the working space, detailing
the different labeled areas. Table can be divided in several
regions in general. Here is divided in two, like in the exper-
iments.

place, and t is the type of the objects in that place.
The actions are defined to move the objects in the

following order:

1. move from the table to the first position on the tray

2. move from the table to the second position of the
tray

3. stack the objects on the table freeing up a position.

Using only these three actions is possible to suc-
cessfully complete the cleaning table task. When two
objects are of the same size the system not needs to
specify which one of the objects on the table is go-
ing to be stacked first. The transition model can be
designed including any previous criteria so can be
moved first the larger objects or those which are in
a certain zone (the closest to the tray for instance).

We want to consider an unknown number of ob-
jects into the table. This is appropriate for modelling
two different situations: when the point of view of the
observer doesn’t allow to view completely the whole
scene, and when occlusions shadow the correct num-
ber of objects.

To take into account an unknown number of ob-
jects on the table we propose to only consider two of
them at each time. The approach can be extended to
take into account more objects/positions, but then the
complexity of the solution also increases. Once a po-
sition on the table is empty that position is assigned to
the next object. This assignment could be done by any
criteria, proximity, size of the object (first the larger
ones then the smaller ones), or randomly as in our
experiments. This represents the action uncertainty:
when an action is performed the next state can have an
empty position or the transition can go to a different

state with objects in that position. The objects can be
found already stacked on the table, but the probability
of success in such a situation decreases, reflecting that
is easier to manipulate a unique object that a stack of
two or more objects. In this way planning can be done
with no previous knowledge about the number of the
objects on the table, and lets the planner to adapt to
different situations.

Observations indicate the number and type of ob-
jects stacked. The uncertainty of the observations
is the number of objects stacked in each position
and is modeled as a Gaussian probability distribution
over the belief state. The container-content problem
(which objects can be or not stacked) is related to the
type of object and the symbolic POMDP has to chose
the proper stacking actions maximizing the available
space on the tray.

Finally, the rewards are defined as positive when
the objects are placed on the tray, move objects have a
cost and stacking movements have a higher cost. The
aim is reached when the table is clean or the tray is
full. A great advantage of this model is the versatility
of its policy so it can adapt to different situations in
order to reach the aim for many scenarios.

Observe that our proposal is not assuming neither
implicitly nor explicitly the success in the motion op-
eration. As usual, after the execution of each transfer
action the state is observed and the appropriate pocily
is chosen in accordance. Failed grasping operations
are naturally handled, as the state will not change.
However, if the object accidentally falls down in the
middle of the operation and its position is outside the
table area this particular object will not be recovered
with the presented approach.

4 EXPERIMENTS

4.1 The Observation Model

For the observations we want to model a SR3000
SwissRanger camera. This sensor delivers images of
160×120 pixels with depth information for each pixel
at 25fps using ToF (time-of-flight) principle. ToF
cameras emit modulated light, and depth computa-
tion is based on measures on the reflected light using
the well known time-of-flight principle (Kolb et al.,
2008). Figure 3 shows our testing scenario as per-
ceived by the ToF camera. We use depth to easily seg-
ment the robot and the object from the background,
but depth information is an important cue that allows
to compute also several of the required grasping pa-
rameters (Kuehnle et al., 2008).

Depth measures from a ToF camera are noisy, and
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Situant la càmera enfront del braç robot i l'objecte entre els dos de manera que la càmera pot 
aportar informació de la distància relativa entre l'objecte i la mà, cosa que serà l'estat en què es troba 
l'agent i que li permetrà actuar segons la política òptima.

Així s'obtenen imatges com la següent:

fig. 27 Exemple visió WAM desde càmera 3D
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Figure 3: Depth image provided by the ToF camera and
used to compute the perceptions. Colors correspond to dif-
ferent depths. Observe the robot horizontally centered in
the image, and the hand with its three fingers in the center.

systematical errors are present and depend on the
computed depth and on the position of the pixel onto
the sensor. To obtain precise measures some cali-
bration procedures have to be performed (Kahlmann
et al., 2006; Lindner and Kolb, 2006). Also, some
other non-systematic errors affect the camera read-
ings, i.e. surface orientation, irregular illuminated
zones. ToF camera calibration is still an active field
of research and a lot of work has been done to com-
pletely understand the source of errors and compen-
sate them.

This sensor is very interesting as offers the capa-
bility of measuring the 3D position of the robot hand
as well as the position of the different objects on the
table (Figure 3). It is possible without calibrating
the camera-robot system to control the motion of the
robot (Trilla, 2009). However, the resolution of the
sensor is quite small, so it is justifiable to state that it
is difficult to determine in our scenario if one glass is
alone or it is stacked with other glasses.

The required uncertainties are measured using this
scenario.

4.2 Symbolic Planification

Once it is defined with proper values, the symbolic
POMDP has been tested with simulations facing it
with several scenarios and checking its decisions and
the sequence of actions. This experiment is defined
with two zones and two positions in each zone. There
are two types of glasses: big ones and little ones. The
transitions are restricted to stack big glasses with big
glasses, the little glasses can be stacked inside the
big or the little glasses indifferently. The number of

glasses stacked in the same position is restricted to
four and only is defined the type of the top and bottom
of the glass because they are involved in the container-
content problem. The states are determined by all the
possible combinations of this variables.

As explained before, choosing this state space the
planner becomes able to deal with any quantity of ob-
jects on the table. It will not perform the optimal se-
quence of actions because it has not previous informa-
tion about the total number of the objects. However,
using this method is not necessary to recalculate the
policy for different amount of objects and is not lim-
ited to a maximum number of them.

The probability of reaching any of the possible
states after performing an action is defined as uni-
formly distributed in the transition model. Conse-
quently, after moving a glass there is the same prob-
ability of reaching a state with an empty position or
a full one. This transition is decided randomly and
it gives the uncertainty over the actions results. Ob-
servations give a probability distribution for the be-
lief state over the quantity of objects stacked in the
same position, there is uncertainty about the number
of glasses.

The rewards are defined as follows, stacking oper-
ations have a cost because the pile becomes more un-
stable, place the glasses on the tray is rewarded posi-
tively and reach the aim has a positive reward as well.
Stack four or more glasses has a penalty (more than
four glasses is considered the same state) because it
is a too unstable pile and it has a high risk of falling
over.

Some results of the carried out experiments are
shown in Figures 4(a) and 4(b), that describe how
POMDP-S solves the proposed task. In this diagrams,
boxes marked with B represent big glasses and boxes
with S are the small ones; empty positions are repre-
sented by a circle and the action to perform with an
arrow; the top side is the table and the bottom side
is the tray; states are indicated as s i; between two
states there is a transition T; objects placed together
mean that they are stacked vertically.

The first diagram (Figure 4(a)) represents a sim-
ple situation where there are only two big glasses on
the table. It is worth noting how the planner decides,
on the last action s3, to stack them on the tray instead
of placing them separately, even knowing that this ac-
tion has a higher cost. The explanation is that, as the
number of objects is unknown, exists the possibility
that more objects appear after the last movement (due
to an occlusion), so planner decides that it is safer to
keep a free space available on the tray.

In the second diagram (Figure 4(b)) there is a
more complex situation, with several objects on the
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(a) Simple example, where two big objects are cleaned from the table. Observe that planner decides
to create a stack. This is right solution considering that only one object is observed in each zone, as
new objects can be observed, i.e. due to occlusions.
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(b) A complex example to demonstrate our algorithm capabilities. Regions with several objects are discovered in
states s2 and s3, before the translations of objects to the tray. The restriction on the size of the object for stacking
is correctly handled in transitions s3 to s4 and also s4 to s5 where big objects are not stacked onto a small one.

Figure 4: Diagram of two experiments results. Boxes marked with B represent big glasses and boxes with S are the small
ones. Empty positions are represented by a circle and the action to perform with an arrow. The top side is the table and the
bottom side is the tray. States are indicated as si. Between two states there is a transition T. Objects placed together mean that
they are stacked vertically.

table, several of them already stacked and occluded.
An example of this occlusion fact can be seen in the
transition from s1 to s2. The agent is moving two
stacked objects to an empty position on the tray, but
in the position that represents this table zone two new
stacked objects appear. Note that this is happens also
in transition from s2 to s3, with a big objects appear-
ing when a small on is moved.

The correct planification using the size of the ob-
jects in the stacking strategy can be seen in th tran-
sition from s3 to s4. Only big objects are present,
but in the top of the stack there is a small object, so
the empty tray position is preferred. The situation is
similar in transition from s4 to s5. In our approach,
if the agent reaches a state with no possible action
(i.e. there exists no transition) the algorithm ends.
This could happen prematurely if the objects are not
stacked properly. In the next section we will envisage

some possible improvements to handle this behavior.

5 CONCLUSIONS AND FUTURE
WORK

We have presented a planning framework, combin-
ing two different POMDP approaches, that effectively
solve the task of cleaning a table and stack an un-
known number of objects of different size on a tray

The symbolic POMDP chooses the adequate com-
bination of actions to clean the table. Here the state
space design is crucial as we have some restrictions.
First, we assumed explicitly that the number of ob-
jects on the table was not observable, i.e. due to oc-
clusions between objects, because it is hard to esti-
mate the number of objects when they are stacked, or
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purely by noise in the observations. Second, the solu-
tion to the problem implies stacking objects of differ-
ent size with some restrictions, i.e, a big object cannot
be stacked onto a small one.

Thanks to the proposed space state and action
space, the codification of the different positions and
sizes of the glasses lets the planner generate a pol-
icy able to deal with the container-contents problem
stacking the glasses in the best way, maximizing the
free space on the tray. The solution we propose to
be able to handle the unknown number of objects is
based on focus the attention on only one of the ob-
jects present in the each one of the different regions
on the table, and it has turned out to be particularly
adequate and powerful.

5.1 Future Work

Here we have considered that the objects can be al-
ready stacked on the table, and that the the robot can
perform stacking actions on the table. However this
condition has hardly raised in our experiments. One
challenge we are facing now is to incentive object
stacking actions on the table, before putting them in
the tray. A new variable is needed here to balance
the cost between two transportation actions and one
stacking plus a transportation operation. In the com-
putation of this cost the trajectory from the table to the
tray in the transportation action becomes important,
as we want to stack closer objects, or more important,
stack objects that are in the transportation trajectory
to the tray. Our formulation is general in the number
defined zones on the table, so we face this new condi-
tion as a natural extent of the presented algorithm.

We have considered to add an additional action
when observations are not enough to decide for one
action, i.e. in order to gather information about
the number of glasses stacked on each position. A
promising option is an asking action to an opera-
tor where the answer could modify the agent’s belief
state (Armstrong-Crews and Veloso, 2007).
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Abstract: A lot of research has been done for bipedal walking and many positive results have been produced, such as 
the ASIMO robot from Honda. However, although bipedal walking is a good solution for moving over 
uneven surfaces; bipedal walking is inefficient over an even surface because the robot’s walking speed and 
stability are limited. Consequently, employing a wheeled locomotion on even surfaces can be advantageous. 
This paper presents a mathematical model and simulation of wheeled biped robot with two passive wheels 
on each foot. This enables the robot to move more efficiently over even surfaces. Also, this paper attempts 
to produce a more human-like inline-skating motion than previously created inline-skating simulations. 

1 INTRODUCTION 

Over the last few years, research on bipedal walking 
has progressed and has lead to major successes 
within the robotics field. One good example of this 
success is the ASIMO robot, a Honda creation. At 
the time of writing this paper, ASIMO can run with 
a speed of 6 km/h and is able to walk at a speed of 
2.7 km/h (Honda). When considering the strongest 
achievements which leg locomotion has achieved 
until now, one major progressive accomplishment 
has been the ability for robots to move across 
uneven surfaces.   

However, when considering robotic leg 
locomotion across only even tarains, the advantages 
of wheeled locomotion are greater than bipedal (or 
leg) locomotion.  The reason for this is because the 
wheeled robot’s moving speed and efficiancy are 
stronger and more stable. This is because leg 
locomotion algorithms are more complex than 
wheeled motion, making it more difficult for bipedal 
robots to walk or run quickly. (Jo et al 2008). 

Therefore, to combine the advantages of both leg 
and wheeled locomotion, hybrid robot systems were 
developed. For example, WorkPartner is a 
quadruped system that can detect the type of surface 
it is on, even or uneven, and can then choose 
accordingly the type of locomotion to use, wheeled 

or bipedal (Ylonen et al 2002). Another example of 
hybrid locomotion is WS-2/ WL-16 (Waseda Shoes 
– Number 2 / Waseda Leg – Number 16) 
(Hashimoto et al 2005) which also combines bipedal 
walking with wheeled locomotion. Both 
WorkPartner and WS-2/WL-16 use DC motorized 
wheels. 

However, because both WorkPartner and WS-
2/WL-16 utilize motor wheels, this means that the 
brake and steering are also motorized.  As a result, a 
robot with motorized wheels has larger wheels and 
its robotic system becomes heavier and, therefore, 
less agile.  

To solve this issue, passive wheel locomotion 
has been suggested. One example of a hybrid, 
passive wheeled robot is the Roller-walker, 
developed by Hirose and Takeuchi (Hirose et al 
1996, 1999, 2000.)  In this system, the wheel motion 
is not generated by a DC motor, instead the robot 
moves by making a roller skating-like motion. 
Another example of passive wheel locomotion is the 
Rollerblader (Chitta et al 2003), which has two 
passive wheels that move in symmetric and anti-
symmetric motions to propel the Rollerblader 
forward and in a rotary motion respectively.  

Similarly, in this paper we present a simulation 
of a passive wheeled robot to generate a forward 
motion; our robot consists of two legs with two 
passive wheels attached along the middle of each 
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foot. However, unlike the Rollerblader, our 
simulation and model will attempt to create a more 
human-like motion using ‘D’ shape movement for 
the pushing leg where near the end of the movement 
the pushing leg will be raised in the air. 

This paper is organized as follows. The 
following section will describe the modelling and 
the equations of the robot’s motion. In section 3, we 
will show the simulation, motion steps and results. 
We will conclude with a brief discussion about the 
simulation’s results, as well as problems that need to 
be solved within further research in the future. 

2 MODELLING 

 

Figure 1: MSC.ADAMS Model and Read Small Size 
Humanoid. 

The modelling of the robot (figure 1) was done by 
using MSC.ADAMS software. The robot has a total 
of 12 Degrees Of Freedom (DOF), where each leg 
contains 6 DOF. Two passive wheels were added to 
each foot along the middle of the foot. 

The forces acting on the robot configuration 
(figure 2) and a derivation of the equations of 
motion are shown and explained in more detail in 
the next section.  

2.1 Parametric Modelling 

Solving the equations of motion for this system is a 
very complex process; therefore, the following few 
assumptions were made: 
 Even though the motion is continuous, we will 

solve it for a time equal to t (where t is a segment of 
the whole motion.) 
 External force, such as air resistance, external 

push and wind are negligible. 

 The simulation motion is a forward motion. 
This will reduce the amount of forces acting on the 
model for rotational motion. 

 

Figure 2: Forces Acting on the Robot. 

 

Figure 3: Side View of the Forces Acting on the Robot. 

Because we are trying to simulate a forward 
motion, the forces acting on the model should satisfy 
the following equations: 

 

0 (1)

F M  y (2)

Where Fx and Fy are the forces acting on the X 
axis and Y axis respectively. Mt is the total mass and 
y is acceleration. As figure 2 shows, we will 
calculate the forces that act on the model. 

First, we will analyze the stationary foot. Figure 
2 shows the robot’s stationary foot as the left foot. 

 

  
(3)N M g  

 

Where Fr, Crr and N are the rolling resistance 
force, the rolling resistance coefficient and the 
normal force respectively (Peck et al 1859,National 
Research council 2006) and, in this instance, the 
normal force is total mass (Mt) times gravity (g). 

 

  
(4)

  
 

Where Ffs is the frictional force on the stationary  
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foot, µf is the friction coefficient, N is the normal 
force, Mt is the total mass and g is the gravitational 
force. 

Because the stationary foot will always point 
forward (there is no Z axis rotation) and the foot will 
be perpendicular to the ground, the rolling resistance 
force will always act on the Y axis. The frictional 
force from equation (4) will be used for the wheels’ 
momentum as described next. 

The last force acting on the stationary foot is the 
wheels momentum force. This can be seen in figure 
3. The force acting on the wheels can be expressed 
as follows: 

 

    (5) 
 

MOw is single wheel momentum, I is the inertial 
mass,  is angular acceleration Ffs is frictional force 
on the stationary foot and r is the wheel radius. 
Because we have two wheels on each foot, we can 
express equation (5) as follows: 

 

 2       (6) 
 

MOt is the total momentum force acting on the 
stationary foot’s wheels. 

Until now we have described the forces which 
are acting on the stationary foot (or the left foot from 
figure 2). Now we will describe in the same manner 
the forces acting on the pushing foot (or the right 
foot from figure 2). 

First, we will look at the pushing force. The 
pushing force will act on the pushing leg with an 
angle of α. This angle will vary with time. However, 
as stated earlier to simplify the equations, we assume 
that we are looking at a given time t and therefore 
remove the dependency of time. 

Because the pushing force is acting with an 
angle, we will need to derive the X and Y 
component of this force. These components are as 
follows: 

 

  cos   
(7)   sin   

 

Fpx and Fpy are the pushing forces on the X axis 
and the Y axis respectively. Fp is the pushing force 
and α is the angle between the pushing force and the 
pushing foot. 

As a reaction force to the pushing force, the 
pushing foot will experience a frictional force as 
well. This force can be written as: 

 

    
(8)      sin   cos   

 

As with the pushing force, we will need to work 
on the X axis and Y axis components of the friction 
force. Using equation 8 with angle α produces the 
following equations: 

 

cos   
(9) sin   

 

Where Ffpx is the frictional force on the pushing 
foot on the X axis and Ffpy is on the Y axis. 

Using equations (1) and (2) and summing all the 
forces that act on the X axis and Y axis, we can 
rewrite equations (1) and (2) as follows: 

 

∑ 0  
(10) cos 0  

  
∑F M  y  

(11) sin     
 

Using equations (3) – (9) and solving equation 
(11) for , we can rewrite equation (11) as follows: 

 

MO F F F sin α  M y  (12) 

MO
M

F
M

F
M

F

M
y  (13) 

F µ
M

I
M

µ

g 2 C
µ

sin α C cos θ sin α y 
(14) 

F µ
M

C θ
C 2 C sin α C cos θ sin α

y  

(15) 

2 sin C cos sin   
(16) 

 

Where    ,  and 
C

. 

For a full derivation of how we developed equation 
(12), please refer to the appendix. 

2.2 Model Analysis 

From equation (16) above, we notice that in order to 
make the acceleration higher, and therefore make the 
robot move forward faster, we needed to identify a 
few components of the equation and check the 
values that qualify our needs. 

Equation (16) can be written in simple form as 
follows: 

 

  (17) 
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Where: 

    (18) 

    (19) 

2 sin C
cos sin   

(20) 

 

In order to make ÿ bigger, we must make A and 
B bigger and make C as small as possible. To make 
equation (18) bigger, we identified α as the variable 
since Fp, Mt and µ are constants. Using this notion, 
we plotted equation (18) into Matlab. The results are 
shown in figure 4. 

As can be seen in figure 4, which shows when α 
is static and not dynamically changed by time, the 
value of α that will be the best in order to make the 
pushing force greatest ( i.e. part A) is α =  or ,in 

other words, when α = 90o. At the same time, the 
best value for µ is 0.2. When looking in detail at 
equation (20), we identified α and β as the variables 
because the rest of equation (20) is constant. 
Because we already determined the value of α from 
equation (18), we will need to find the best value of 
β. Using the same value of α with β, we will succeed 
to minimize equation (20) since cos (90o) will make 
the last part of C equal to zero. 

 

Figure 4: Matlab Plotting the relationship between values 
of µ and α to maximize pushing force. 

The middle part of equation (18) is shown in 
equation (19) and has been plotted in Matlab; it can 
be seen in figure 5. In figure 5, we showed the 
relationship between the angular acceleration,  , and 
the robot acceleration, ÿ. As expected, the 
relationship between the two accelerations is linear, 
which means that the faster the angular acceleration 
on the wheels will be, the faster the robot 
acceleration will be. Also, we verified the equations  

with different values of the pushing force. 

 

Figure 5: Matlab plotting the relationship between 
acceleration and angular acceleration. 

3 SIMULATION 

We used MSC.ADAMS to simulate the skating 
motion. The model is a simple model of the real 
humanoid (see figure 1) and the motions were 
generated by using three general motions that act on 
the model (one general motion on the hip with 
relation to the ground, one general motion on the left 
leg with relation to the hip and the last general 
motion on the right leg with relation to the hip as 
well). With these three general motions we 
controlled the angles or the joint and displacements 
of the rigid bodies. The skating motion is combined 
of six steps, three for the right foot, and three for the 
left foot to produce a full cycle of motion. 
 

 

 

 

Figure 6: The Simulation Algorithm Sequence. The left 
image in each square shows the view from the side and the 
image on the right shows the view from the back. 

The shape of the pushing leg motion is like a ‘D’ 
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shape, starting from the top left corner and can be 
viewed in two parts. In the first part, the pushing leg 
is on the ground and is moving in slow motion. In 
the second part, the pushing leg is in the air and to 
maintain balance this step part is faster than the first 
part of the cycle.  

The following are the motion steps (assuming 
that we begin with the right foot): 

1. To start, the right foot is pushed away from 
the body,  creating a ‘D’ shape 

2. Before the ‘D’ is completed, the right foot is 
returned to the ground and a triangle shape between 
the pushing leg, body and stationary leg is formed. 

3. Then the pushing leg is lifted and returned to 
its starting position, parallel to the stationary leg. 

4. Step 1 is repeated, except that the left foot 
replaces the right foot. 

5. Before the ‘D’ is completed, the left foot is 
returned to the ground and a triangle shape between 
the pushing leg (this time it is the left leg), body and 
stationary leg (this time it is the right leg) is formed. 

6. Then the pushing leg is lifted and returned to 
its starting position, parallel to the stationary leg. 

One can note that steps 4-6 are a mirror of steps 
1-3. Figure 6 shows the images of these 6 steps. 
Notice the top right image from figure 6 where the 
triangle between the pushing leg, body and 
stationary foot is formed. 

The time interval for the simulation is 5 seconds 
with 100 frames. During that simulation the skating 
motion (steps 1-6) ran twice, this means that each 
leg creates the pushing force twice. The result of this 
run was that the robot created enough pushing force 
to overcome the friction and succeeded to create a 
forward motion. 

 

Figure 7: ADAMS Model Acceleration. 

Figure 7 and figure 8 are showing the 
acceleration and angular acceleration of the model 
and a single wheel of the model respectively. These 
plots were taken from MSC.ADAMS software. 
Comparing these values to our Matlab plotting in 
figure 4 and figure 5 we can see that the results in 

both MSC.ADAMS simulation and our derivation of 
the equations of motion agree with one another. 
Both results show that as the acceleration increases 
the angular acceleration on the wheels will increase 
as well. 

 

Figure 8: ADAMS Wheel Angular Acceleration. 

4 CONCLUSIONS 

This paper presents a simulation model with defined 
motion steps to generate a human-like skating 
motion.  The simulation uses a robot which has two 
passive wheels on each foot along the middle of the 
foot. We successfully simulated the skating motion 
and generated a forward motion. 

We also calculated the equations of motions for 
this model, and used Matlab to find a feasible value 
for dependent variables. The results were compared 
between the simulation and the mathematical model 
successfully. Even though this was a successful 
simulation, our next step will be to generate this 
motion in a real humanoid that follows the model, as 
can be seen in figure 9, figure 10 and figure 11. 
Additionally, researching a sounder algorithm to 
produce a more smooth ‘D’ shape would be 
valuable.  Finally, further research would be to 
create a humanoid based on our model which would 
have the ability to transform itself between wheeled 
locomotion and leg locomotion depending on the 
surface it is crossing (even or uneven). 

 

Figure 9: Small Size Humanoid Wheels. 
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Figure 10: Small Size Humanoid Front View. 

 

Figure 11: Small Size Humanoid Side View. 
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Abstract: Robotic SLAM is attempting to learn robots what human beings do nearly effortlessly: to navigate in an 
unknown environment and to map it in the same time. In spite of huge advance in this area, nowadays 
SLAM solutions are not yet ready to enter the real world. In this paper, we observe the state of the art in ex-
isting SLAM techniques and identify semantic SLAM as one of prospective directions in robotic mapping 
research. We position our initial research into this field and propose a human inspired concept of SLAM 
based on understanding of the scene via its semantic analysis. First simulation results, using a virtual hu-
manoid robot are presented to illustrate our approach. 

1 INTRODUCTION 

In mobile robotics, the ability of self-localization is 
crucial. In fact, knowing precisely where the robot is 
and what kind of objects surround it in a given mo-
ment enables it to navigate autonomously. An in-
formal definition of the Simultaneous Localisation 
And Mapping (SLAM) says it as a process, in which 
a mobile robot explores an unknown environment, 
creates a map of it and uses it simultaneously to 
infer its own position. The real environment is usu-
ally complex and dynamic and it is not easy to inter-
pret. This complexity makes SLAM a challenging 
task. A comprehensive list of nowadays most com-
mon SLAM techniques can be found in (Durrant-
Whyte, et al., 2006a), (Durrant-Whyte, et al., 2006b) 
or (Muhammad, et al., 2009). Although from its 
beginning a significant advance has been achieved 
(Thrun, et al., 2008), SLAM is not yet a solved prob-
lem. Performing SLAM in dynamic environment 
(Hahnel, et al., 2003) or understanding the mapped 
environment by including semantics into maps 
(Nüchter, et al., 2008) are the actual challenges. 

In this paper, the state of the art in SLAM is in-
vestigated. A relatively new field of research is iden-
tified, which is attempts to perform SLAM with the 
aid of semantic information extracted from sensors. 
As one of the research interests of our laboratory 
(LISSI) is autonomous robotics notably in relation to 
humanoid robots, we are convinced that the research 
on semantic SLAM will bring a useful contribution. 

We position our initial research into this field, draw-
ing our inspiration from the human way of naviga-
tion. Contrary the precise and “global” approach to 
most current SLAM techniques, the human way of 
doing is based on very fuzzy description of the 
world and it gives preference to local surroundings 
of the navigation backdrop. A simulation using a 
humanoid robot Nao is presented to demonstrate 
some of the proposed ideas. The real Nao will be 
used in our further work.  

The paper is organized in the following way: sec-
tion 2 focuses on the state of the art in semantic 
SLAM. In the third section, our approach to image 
segmentation and scene interpretation is discussed. 
Section 4 gives an overview of our robotic human-
oid platform. The fifth section presents our initial 
results and the paper concludes with section 6. 

2 SEMANTIC SLAM 

One of the latest research directions on the field of 
SLAM is the so-called semantic SLAM. The con-
cept may be perceived as being very important for 
future mobile robots, especially the humanoid ones, 
which will interact with humans and perform tasks 
in human-made environment. In fact, it is this inter-
action, which is one of important motives for em-
ploying semantics in robotic SLAM as humanoids 
are particularly expected to share the living space 
with humans and to communicate with them. 
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 One way of adding semantics to SLAM may be 
the introduction of human spatial concepts into 
maps. Humans usually do not use metrics to locate 
themselves but rather object-centric concepts (“I am 
near the sink” and not “I am on [12, 59]”) and they 
fluently switch between reference points rather than 
using global coordinates. Moreover, the presence of 
certain objects is often an important clue to recog-
nize a place. This problem is addressed in 
(Vasudevan, et al., 2007). Here, the world is repre-
sented topologically; place recognition is performed 
based on probability of presence of objects in an 
indoor environment. The work shows a study aimed 
to understand human concepts of place recognition. 
It proposes that humans understand places by pres-
ence or absence of significant objects. Place classifi-
cation by presence of objects has been used by 
(Galindo, et al., 2005), where low-level spatial in-
formation is linked to high-level semantics. Their 
robot has interfaced with humans and performed 
tasks based on high-level commands involving ro-
bots “understanding” of the meaning of place names 
for path planning. However, object recognition is 
black-boxed here. In (Persson, et al., 2007) a system 
is developed to map an outdoor area, generating a 
semantic map with buildings and non-buildings 
labelled. In (Nüchter, et al., 2008), a more general 
system is presented with a robot equipped by a 3D 
laser scanner evolving in an indoor environment and 
constructing a 3D semantic map. The processing is 
based on Prolog clauses enveloping pre-designed 
prior knowledge about the environment enabling the 
robot to reason about the environment. In (Ekvall, et 
al., 2006), object recognition is performed by a robot 
equipped by a laser range finder and a camera. A 
semantic structure is extracted from the environment 
and integrated to robots map. Another semantic 
mapping technique is shown in (Meger, et al., 2008) 
including an attention system. 

3 IMAGE SEGMENTATION AND 
SCENE INTERPRETATION 

Section 2 showed the pertinence of semantic SLAM 
for state of the art robotic mapping. It is this field, on 
which we are focusing our research. Our motivation 
comes from the natural ability of human beings to 
navigate seamlessly in complex environments. To 
describe a place, we use often very fuzzy language 
expressions and approximation (see (Vasudevan, et 
al., 2007)) in contrast to current SLAM algorithms. 
An interesting point is that people are able to infer 

distance of an object using its apparent size and their 
experience of object’s true size. Recognition of 
objects and understanding their nature is an integral 
part of “human SLAM”. We believe that application 
of semantics and human inspired scene description 
could bring a considerable benefit in development of 
robust SLAM applications for autonomous robotics. 

For scene interpretation, the image has to be 
segmented first. Although many image segmentation 
algorithms exist (see (Lucchese, et al., 2001) for a 
reference), not all are suitable for mobile robotics 
due to need of real-time processing. We implement a 
fast algorithm that breaks the input image into parts 
containing similar colors with less attention to the 
brightness. We have chosen the YCbCr color model 
with Y channel dedicated to the luminance compo-
nent of the image and other two channels Cb and Cr 
containing respectively the blue and the red chro-
minance component. Unlike RGB, the YCbCr model 
separates the luminance and the color into different 
channels making it more practical for our purposes. 

Our algorithm works in a coarse-to-fine manner. 
First, the contrast is stretched and median filter is 
applied to the Cr and Cb components. Then the first 
available pixel not belonging to a detected compo-
nent is chosen as a seed point. Eq. 1 captures how a 
seed point is used to extract the segment of interest 
(S). P stands for all the pixels in the image, whereas 
p is the actually examined pixel. Predicate C is true 
if its arguments (p, ps) are in four-connectivity. I 
stands for the pixel’s intensity. Seed pixel is denoted 
by ps. A pixel of the image belongs to the segment S 
if the difference of intensities of the current and the 
seed pixel is smaller than a threshold and there exists 
a four-connectivity between it and the seed pixel 

∀p∈P; C(p, ps) & |I(p) – I(ps)| < ε → p ∈ S . (1)

Using this on both chroma sub-images we obtain 
segments denoted as SCr and SCb. A new segment S 
is then obtained following Eq. 2 as the intersection 
of segments found on both chroma sub-images with-
out pixels already belonging to an existing segment 

S = SCr ∩ SCb - Sall. (2)

At the end of the scan, a provisory map of de-
tected segments is available, but the image is often 
oversegmented. In the second step, all the segments 
are sorted by their area and beginning with the larg-
est one the segmentation is run again. This time the 
seed point is determined as the pixel from the skele-
ton whose distance to its closest contour pixel is 
maximal. By this step, similar segments from the 
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previous step are merged. The ultimate step is con-
struction of a luminance histogram of each segment. 
If multiple significant clusters are found in the his-
togram, the segment is broken-up accordingly to 
separate them. 

Now, the segments are labeled with linguistic 
terms describing their adjacency to each other hori-
zontal and vertical position and span on the image. 
The average color, its variance and the compactness 
(Q) of the segment is computed following Eq. 3, 
where n denotes the area of the segment and o the 
number of contour pixels. 

Q = 4πn / o2. (3)

 These features are used in a set of linguistic 
rules - the prior knowledge about the world. The aim 
is to determine the nature of segments and their 
appurtenance to an object of the perceived environ-
ment. E.g. a compact segment found in mid-height 
level surrounded by the wall is considered as a 
“window”, small compact segments adjacent to the 
floor are denoted a “box”, wide span grayish seg-
ment adjacent to the ceiling is labeled a “wall” etc. 

4 NAO, THE HUMANOID ROBOT 

The robotic platform we use is described in this 
section. It is based on Nao, a humanoid robot manu-
factured by Aldebaran Robotics1. The robot is about 
58cm high with weight slightly exceeding 4kg with 
25 DOF. Among others sensors it is equipped with 
two non-stereo 640x480px CMOS cameras. For 
simulations, a virtual version of Nao is available for 
the Webots simulation program developed by Cy-
berbotics2. For development purposes, we have 
chosen URBI language created by Gostai3 and aimed 
specially to robotics. It allows fast development of 
complex behaviours for robots and provides a simple 
way of managing parallel processes. LibURBI con-
nectors allow user to develop own objects using so 
called UObject architecture and to plug them into 
the language. These objects can be developed in 
C++, Matlab or Java code. For the demo simulation 
presented in the next section, we used the simulated 
robot mentioned above and we are going to use the 
real one in our further research. 

The task itself may be not perceived as being 
strictly specific for humanoid robots. However, the  

                                                           
1 http://www.aldebaran-robotics.com 
2 http://www.cyberbotics.com/ 
3 http://www.gostai.com/ 

 

Figure 1: A view of the robot’s random walking sequence. 
The left image is the original one. The right one shows 
segments detected during the segmentation phase. 

motivation to use humanoid robots comes from the 
fact, that they are specially designed with the aim to 
interact with humans and to act in a human-made 
environment. The concepts we are exploiting here 
come from human approach to navigation and orien-
tation in the space, thus embedding such human 
inspired semantic SLAM capabilities onto a huma-
noid robotic platform seems pertinent to us. 

5 RESULTS 

As a demonstration of some of the mentioned prin-
ciples, we present a simulation using Webots, where 
a virtual Nao is walking through a room with objects 
(cubes) of different colors inside it. The YCrCb 
image, acquired by Nao’s front camera is segmented 
using our fast segmentation algorithm described in 
the precedent section (see Fig. 1). The processing 
speed is several tens of ms for a 320x240 frame on a 
2GHz CPU Intel C2D. 

After having the image segmented, all segments 
are labeled and interpreted by a set of prior know-
ledge rules. Segments can be even merged using 
these rules to cope with partial occlusions. The “se-
mantic” information is used to approximate the ac-
tual distance of objects. Having an object of type 
“window”, its typical size is looked up in the memo-
ry (at this stage, the dimensions are known a-priori 
as the actual learning of object sizes is supposed to 
be addressed in the future work). The size informa-
tion is used along with the apparent size of the ob-
ject to compute its approximate distance (see Fig. 2). 
This is described by Eq. 4 (simplified for horizontal 
size only). The distance d to an object is the product 
of estimated real width wreal of the object and tan-
gent of its width in pixels wpx on the image multip-
lied by fraction of the horizontal field of view ϕ and 
the width wimg of the image in pixels 

d = wreal * tan ( wpx * ϕ / wimg ) .  (4) 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

362



The aim of this calculation is absolutely not to in-
fer the exact distance of an object, but rather to de-
termine whether it is “far” or “near” in the context of 
the world. This can help in further process of crea-
tion of the map of the location. Resigning to precise 
metric position of every object in the mapped world 
and replacing it only by rough metric and human 
expressions like “near to” or “beside of” is believed 
to enable us to create faster and more robust algo-
rithms for SLAM. Using “object landmarks” to 
navigate in an environment is certainly more mea-
ningful that using e.g. simple points as in case of 
classical SLAM. 

 Precise metric information of course has still its 
role here, but only in some specific cases like close 
obstacle avoidance or disclosure to grasp an object 
and notably when the robot is learning typical sizes 
of objects to enable inference of their distance when 
they are seen again. 

 

Figure 2: The same view as in case of Fig. 1 after the 
interpretation phase. Some of the detected objects are 
labeled. The opposing wall is labeled also with its approx-
imate distance with respect to the robot. 

6 CONCLUSIONS 

State of the art techniques have been discussed in 
this paper. In spite of a great advance in past years, a 
generally usable SLAM solution is still missing. We 
identify the pertinence of semantic SLAM for the 
future of mobile robotics and we present our initial 
research on this field inspired by the human way of 
navigation and place description. We show a con-
cept of a prospective semantic SLAM algorithm 
driven by object recognition and the use of human 
spatial concepts. 

 For description of a scene by semantic means, a 
fast and efficient algorithm for image segmentation 
is an important starting point. A part of our future 
work will be dedicated to further development of 
such an algorithm. Another part of our future work 

will be focused on development of algorithms of 
semantic SLAM we outlined in this paper. They will 
be consequently implanted and verified in an indoor 
environment on the real Nao robot. 
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Abstract: Reliability analysis is often based on stochastic discrete event models like stochastic Petri nets. For complex 
dynamical systems with numerous components, analytical expressions of the steady state are tedious to 
work out because of the combinatory explosion with discrete models. For this reason, fluidification is an 
interesting alternative to estimate the asymptotic behaviour of stochastic processes with continuous Petri 
nets. Unfortunately, the asymptotic mean marking of stochastic and continuous Petri nets are mainly often 
different. This paper proposes a geometric approach that leads to a homothetic approximation of the 
stochastic steady state in specific regions of the marking space. 

1 INTRODUCTION 

Reliability analysis is a major challenge to improve 
the safety of industrial processes. For complex 
dynamical systems with numerous interdependent 
components, such studies are mainly based on 
stochastic discrete event models like Markov models 
(Rausand et al., 2004) or stochastic Petri nets (SPNs) 
(Molloy, 1982). Such models are mathematically 
well founded and lead either to analytical results or 
numerical simulations. But in case of large systems, 
the combinatory explosion limits their use. In this 
context, fluidification can be discussed as a 
relaxation method. 

This paper is about the approximation of the 
SPNs asymptotic mean markings and average 
throughputs by mean of continuous Petri nets 
(CPNs) under infinite server semantic (Vazquez et 
al., 2008; Lefebvre et al., 2009). The limits of the 
fluidification of SPNs are discussed according to the 
partition in regions of the reachability state space. A 
characterization of the regions is proposed that leads 
to a homothetic approximation of the stochastic 
steady state. The proposed results are not 
constructive but concern the existence of solutions. 
They may be helpful to investigate the properties of 
a considered SPN and they may lead for example to 
the design of observers or controllers for stochastic 
processes. 

 
 

2 FLUIDIFICATION OF SPN 

2.1 Stochastic Petri Nets 

A Petri net (PN) is defined as <P, T, WPR, WPO > 
where P = {Pi} is a set of n places and T = {Tj} is a 
set of q transitions, W = WPO – WPR  (Z)nq is the 
incidence matrix, M(t) is the PN marking vector and 
MI the PN initial marking (David et al., 1992). 
Depending on the incidence matrix, PNs may have 
P-semiflows. A P-semiflows y  (Z+)n is a non-zero 
solution of equation yT.W = 0. Let define Y = {y1,..., 
yh} as a basis of WT kernel, composed of h minimal 
P-semiflows. For simplicity, the basis Y will be 
represented as a matrix Y  (Z+)n x h that satisfies (1): 
 

YT.M(t) = YT.MI = C,   t  0 (1)

Let define, for each minimal P-semiflow yi  Y, its 
support as the subset P(yi)  P of places that belong 
to the corresponding marking invariant. For each 
P(yi) it is possible to select a single place and to 
recover the marking of this place from the marking 
of the other places in P(yi). Let define as a 
consequence the subset P2  P of h places whose 
markings may be recovered from Y, and the subset 
P1  P of n - h other places. The permutation matrix 
D defined according to P1 and P2 leads to the 
marking M’ = ((M’1)

T (M’2)
T)T = D.M . 

A stochastic Petri net (SPN) is a timed PN whose 
transitions firing periods are characterized a firing 

364



 

rate vector µ = (µj)  (R+)q (Molloy, 1982). The 
marking and mean marking vectors of a SPN at time 
t will be referred as Ms(t) and MMs(t). The SPNs 
considered in this paper are bounded, reinitialisable, 
with infinite server semantic, race policy and 
resampling memory. As a consequence, the 
considered SPNs have a reachability graph with a 
finite number N of states and their marking process 
is mapped into a Markov model with state space 
isomorphic to the reachability graph (Bobbio et al., 
1998). The Markov model has an asymptotic state 
propability vector ss = (ss k)  [0, 1]1 x N and the 
asymptotic mean marking Mmms of SPNs depends 
from ss:  

        .   ,  1, . . ,
,…,

 (2)

2.2 Continuous Petri Nets and Regions 

CPNs have been developed in order to provide 
continuous approximations of the discrete 
behaviours of PNs (David et al., 1992; Silva and 
Recalde, 2004). A CPN is defined as < PN, Xmax > 
where PN is a Petri nets and Xmax = diag(xmax j)  
(R+)qxq is the diagonal matrix of maximal firing 
speeds xmax j, j = 1,…q. Mc(t) is the marking vector 
and Xc(t) = (xcj(t))  (R+)q is the firing speeds vector 
that satisfy dMc(t) / dt = W.Xc(t). For CPNs with 
infinite server semantic, Xc(t) depends continuously 
on the marking of the places according to xcj(t) = 
xmax j. min (mk(t) / w

PR
kj), for all Pk  °Tj, where °Tj 

stands for the set of Tj upstream places. A marked 
CPN has a steady state if the marking vector Mc(t) 
tends to a finite limit Mmmc in long run.  

According to the function “min(.)”, the marking 
space of CPNs is divided into K regions Ak 
(eventually empty) with K = |°T1| x… x |°Tq|. Each 
region Ak is defined by its PT-set (Julvez et al. 
2005) defined according to (3): 
 

PT-set(Ak) = {(Pi, Tj) s.t.  Mc(t)  Ak, 
            xcj(t) = xmax j(t).mci(t)/w

PR
ij} (3)

 

The place Pi such that i = argmin (mk(t) / w
PR

kj) 
for all Pk  °Tj is the critical place for transition Tj at 
time t. A constraint matrix Ak = (ak

ij)  (R+)q x n, k = 
1,…,K, i = 1,..., q and j = 1,..., n is defined for each 
region Ak according to the corresponding PT-set: ak

ij 
= 1/wPR

ji if (Pi, Tj)  PT-set(Ak) and ak
ij = 0 

elsewhere. For each region Ak, equation (4) holds: 
 

 Mc(t)  Ak, dMc(t) / dt = W. Xmax.Ak.Mc(t) (4)

Definition: A region Ak is critical if there exists two 
transitions Tj and Tk that have the same critical place 
Pi in region Ak.  
Proposition 1: Marking Mc  Ak iff Mc satisfies (5): 

  

. 

0
0
C
C

  (5)

with In and the identity matrix of size n and: 
 

…  .    (6)
 

Proof: Equation (5) results from the definition of 
PT-sets and P-semiflows of the PN. The equation  
-In.Mc  0 stands for the positivity of the marking. 
The equation A(k).Mc = 0 defines the region borders 
according to the “min” functions. Finally, the 
equation YT.MC  C and -YT.MC  -C result from the 
P-semiflows.� 

2.3 Continuous Approximation of 
SPNs 

Numerous structural and behavioural properties are 
not preserved with fluidification (Silva and Recalde 
2004). The average throughput and mean marking of 
a CPN are mainly not identical to the ones of a 
discrete PN (Julvez et al., 2005, Lefebvre et al., 
2009). Concerning SPNs, the steady state is mainly 
often different from the one of a CPN with same 
parameters (xmaxj = j j = 1,...,q). The asymptotic 
mean markings of SPNs can be approximated with 
the steady state of CPNs if all transitions remain 
enabled with degree at least 1 in long run and the 
marking vector does not leave the region of initial 
marking in long run (Vasquez et al, 2008). These 
conditions limit strongly the interest of 
fluidification. In our preceding works, we have 
investigated the limit of fluidification for the 
approximation of SPNs. CPNs with a modified set of 
maximal firing speed can be used to approximate the 
mean marking in non critical regions (Lefebvre and 
Leclercq 2010). In the next section, we continue this 
investigation for critical regions. 

3 HOMOTHETIC ESTIMATION 

Let consider the problem to reach Mmms when 
Mmms  Ai (eventually critical) and MI  Ak (non 
critical) with Ai  Ak. The proposition 2 provides 
conditions to work out admissible but partial 
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homothetic transformations of ratio  such that 
(.(M’mms1)T (M”mms2)

T)T  Ak. Then a CPN with 
modified constant maximal firing speeds (xmaxj  j j 
= 1,...,q) is worked out with proposition 3. This CPN 
approximates .M’mms1.  
 
Proposition 2: Let define M’mms = D.Mmms and 
M”mms2 such that the YT.(.(M’mms1)

T (M”mms2)
T)T = 

C. The condition (.(M’mms1)
T (M”mms2)

T)T  Ak 
holds if  satisfies (7): 

YT
YT

. D . .
"  

0
0  (7)

 

Proof: Proposition 2 results from proposition 1 by 
replacing Mc by D-1.D.Mc and by considering the 
partial homothetic transformations of ratio . 
Proposition 2 characterises the intersection of the 
region Ak and the direction Mmms. 
 

Proposition 3: Consider a SPN with MI  Ak (non 
critical) and Mmms  Ai (eventually critical) with Ai  
Ak. Let define the CPN with same structure and 
initial marking. Mc(t) tends asymptotically to Mmmc 

such that M’mmc1 = .M’mms1 if there exist Xmax such 
that Mc(t) satisfies the proposition 1 for all t  0 and 
equation (8) holds: 

W.X . A . D . .
"  0 (8)

 

Proof: Proposition 3 results from the steady state 
solution of equation (4) and from the partial 
homothetic transformations of ratio .. 
 

The propositions 2 and 3 lead to a 4-stages 
algorithm for estimating Mmms in critical regions. 

Work out the transformation matrix D. 
List the conditions to be satisfied by , so that 

the partial homothetic transformation of Mmms and 
MI are in the same non critical region. 

Work out the modified constant firing speeds 
that drive Mc(t) to Mmmc st M’mmc1 = .M’mms1. 

Recover the asymptotic stochastic mean marking 
Mmms with (1). 

4 EXAMPLE 

Consider for example the marked SPN described in 
fig.1 (Julvez et al. 2005). This PN has 2 P-
semiflows: Y = ((0 0 0 1 1)T (1 1 2 1 0)T)T and C = (4 
5)T. The subsets of places P1 = {P1, P2, P3} and P2 = 
{P4, P5} are defined according to Y and lead to the 
trivial transformation matrix D = I5 (i.e. M’ = M). 

The fig. 2 illustrates stochastic mean markings that 
are reached from MI = (5 0 0 0 4)T according to va- 
rious transitions firing rate vectors   [0 : 10]4.  

 

Figure 1: An example of SPN with MI = (5 0 0 0 4)T. 

If the PN of fig. 1 is considered as a CPN, 4 regions 
A1 to A4 exist. The regions are defined by the 
constraint matrices A1 to A4. 

1

1/2 0 0 0 0

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

A

 
 
 
 
 
 

2

1/2 0 0 0 0

0 0 0 1 0

0 1 0 0 0

0 0 1 0 0

A

 
 
 
 
 
 

 
3

0 0 0 0 1

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

A

 
 
 
 
 
 

4

0 0 0 0 1

0 0 0 1 0

0 1 0 0 0

0 0 1 0 0

A

 
 
 
 
 
   

The regions are also depicted in figures 2 to 4 
according to the full lines (reachable area limits) and 
dotted lines (regions intersections). 

 

Figure 2: Projection in plan (m1, m2 + 2.m3) of Mmms for 
the SPN of fig. 1 with various vectors   [0 : 10]4. 

The CPN as a single critical region A1 and MI  
A2. The fig. 3 illustrates the asymptotic continuous 
mean markings that are reached from MI and 
according to various maximal firing speeds xmax j  
[0.1 : 10], j = 1,…,4. Some areas in the critical 
region A1 are reachable with SPNs and not with 
CPNs. For examples, the asymptotic mean markings 
Mmms() = (0.6 0.2 1.3 1.6 2.4)T obtained with  = (6 
2 3 0.5)T is in critical region A1 and is not reachable 
with CPN (figs. 2 and 3): Xmax = diag(6 2 3 0.5)T 
leads to Mmmc(Xmax) = (0.1 0.1 0.4 3.9 0.1)T and any 
other maximal firing speeds also fail. 
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Figure 3: Projection in plan (m1, m2+2.m3) of Mmmc for the 
CPN of fig. 1 with various xmax j  [0.1 : 10], j=1,…,4. 

The propositions 2 and 3 are used to work out the 
admissible ratio  and the maximal firing speeds 
that lead to homothetic approximations of 
Mmms1(SPN) . In the region A2, (7) leads to (10): 
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(9)

and then to the admissible interval   [5/(2.mmms1+ 
mmms2+2.mmms3) : 5/(mmms1+mmms2+2.mmms3)]. For the 
considered example   [1.26: 1.48]. The figure 4 
illustrates various homothetic marking trajectories 
for SPN obtained for some values of parameter  in 
admissible interval in order to reach .M’mms1(μ). 

 

Figure 4: Projection in plan (m1, m2+2.m3) of the 
homothetic convergence to .M’mms(μ). 

The proposition 3 is used to work out the set of the 
admissible maximal firing speeds that depend on the 
parameter  such that the CPN with same structure 
and initial marking tends to Mmms: 
xmax1  = 2.xmax4.mmms3 / mmms1  
xmax2  = .xmax4. mmms3 / (5-.(mmms1+mmms2+2.mmms3)) 
xmax3  = xmax4 mmms3 / mmms2 (10) 

where xmax4 is a dof. For example, consider the 
particular homothetic ratio  = 4/3. The trajectory 
(dotted line in figure 4), obtained for Xmax =(4.25, 
3.41, 6, 1) results in asymptotic marking m’mmc1 = 
0.80, m’mmc2 = 0.28, m’mmc3 = 1.71. From this 
approximation, it is easy to recover the asymptotic 
stochastic mean marking Mmms(). 

5 CONCLUSIONS 

This paper has proposed partial homothetic 
transformations of the SPN mean marking to 
approximate. The proposed results concern the 
existence of solutions but are not constructive in the 
sense that the asymptotic stochastic mean markings 
to estimate by CPNs must a priori be known. The 
selection of the best projectors and ratios will be 
investigated in our further works. Our future work is 
also to investigate continuous approximations 
directly derived from the SPNs transition firing 
rates.  
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Abstract: Fault diagnosis is a major challenge for complex systems as long as it increases the safety and 
productivity. This work concerns faults diagnosis, based on artificial intelligence, neural networks, and 
fuzzy logic. Thanks to an associative memory, neural networks have good capacities of organization, 
approximation and classification. Combined with fuzzy logic, neural networks are an effective tool for 
system modelling, fault detection and fault diagnosis. This paper illustrates the potential of these tools for 
the modelling and the diagnosis of an industrial actuator (DAMADICS benchmark). 

1 INTRODUCTION 

Fault detection and isolation (FDI) is a major issue 
for complex systems as long as it increases the 
safety and productivity of these systems. Its first 
vocation is the detection and the isolation of system 
failures. The necessity to detect and isolate early the 
failures calls upon techniques of the artificial 
intelligence. These techniques have been recently 
developed and improved by many researchers. The 
point is that artificial intelligence makes easier the 
task carried out by the operators as long as the 
observation of symptoms and the data analysis or 
information interpretation is carried out by the 
diagnosis system. 

Several methods exist for the diagnosis of 
dynamical systems. Basically, model-based and 
data-based methods can be distinguished (Chow, 
1980; Patton et al. 1989; Gertler, 1991; Willsky, 
1976). Model – based methods compare the 
measured data with the knowledge provided by the 
model of theconsidered system in order to detect and 
isolate the faults that disturb the process. Such 
techniques require a sufficiently accurate 
mathematical model of the process.Data-based 
methods require a lot of process measurements and 

can be divided into signal processing methods and 
artificial intelligence approaches. Model and data 
based methods are used to design residual signals. 
The fault detection results from the comparison of 
the residuals with arbitrary thresholds: a fault is 
detected each time one residual ccross over the 
threshold. This comparison is calculated on line. To 
isolate the faults, residuals are structured to be 
robust and sensitive to some specific sets of faults. 

In this context, our study concerns the 
investigation of model-based FDI methods with 
artificial intelligence, particularly neural networks 
and fuzzy logic. Fuzzy logic can be used to describe 
the system behaviours according to linguistic rules 
and fuzzy sets. The advantage of fuzzy logic is that 
it can be used in presence of uncertainties. The 
drawback is that the number and expression of the 
rules and also the parameters of the membership 
functions that define the sets are not easy to be work 
out. In that case, neural networks are helpful to 
identify the unknown parameters according to 
measured data and to learning algorithms. 

This paper concerns the application of neural 
networks, fuzzy logic and neurofuzzy systems 
(ANFIS) for an industrial actuator from the sugar 
factory in Lublin, Polen (Damadics, 2004). 
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2 FDI METHODS 

The proposed approach can be presented with 3 
stages (1) the design of a data – based model; (2) the 
fault detection according to a residual generator; (3) 
the fault isolation thanks to neural or neurofuzzy 
classifiers. 

2.1 Reference Model Design 

In the following we consider dynamic systems with 
q inputs ui(t) and n outputs yj(t) and it is assumed 
that the state variables are no measurable. Such 
systems exhibit often complex dynamics, with 
strong nonlinearities. As a consequence, knowledge 
–based models are not easy to obtain. Another 
approach lies in the data–based models. Artificial 
neural networks (ANN) are often used for that 
purpose (Juditsky et al. 1995). The goal is to design 
a model that will be used for the generation of 
residuals (figure 1). 

 

Figure 1: Data-based model design. 

In order to get the best ANN architecture, several 
configurations are tested according to a trial – error 
processing that uses pruning to eliminate the useless 
nodes. The learning of the ANN is obtained 
according to the Levenberg-Marquardt algorithm 
with early stopping. This algorithm is known for its 
rapid convergence. During learning stage, the ANN 
is trained with data collected during the normal 
functioning of the system. Then the ANN reference 
model is validated with another set of data. 

2.2 Fault Detection 

The considered system may be affected by p faults 
Fi with the assumption that simultaneous faults do 
not occur. The vector r(t) of n residuals ri(t) is 
calculated according to the difference between the 
outputs vector of the system y(t) and the output 
vector of the ANN model ye(t). As long as the 
system has no fault, the estimated output ye(t) 
remains in the neighbourhood of the actual output 
y(t) and the residual r(t) is near zero. When a fault 
occurs, at least one estimated output becomes 

different from and the actual one and the 
corresponding residual is no longer near zero. 

2.3 Fault Isolation with ANN 

A neural classifier has been developed to isolate the 
faults after detection (Kourd et al., 2008). This 
classifier is a multilayer Perceptron ANN (figure 2). 
The inputs are the n residuals ri(t) and the outputs 
are the p signatures fi of the faults Fi that are under 
consideration. 

 

Figure 2: Neural classifier. 

The neural classifier is trained and validated with 
a learning algorithm similar to the one used for 
reference model design. 

2.4 Fault Isolation with ANFIS 

In order to deal with improve the isolation, a 
neurofuzzy classifier has also been developed 
(figure 3). Such a classifier has an hybrid 
architecture that takes advantages from fuzzy logic 
and neural networks (Nauck et al. 1995). This 
classifier is design as a double Takagi- Sugeno 
ANFIS networks. The inputs are the n residuals ri(t) 
and the outputs are the p signatures fi of the faults Fi 
that are under consideration. 

 

Figure 3: Double neurofuzzy ANFIS classifiers. 

3 APPLICATION TO DAMADICS 

3.1 System Description  

The system under consideration is the DAMADICS 
valve (figure 4). It is composed of a pneumatic 
servomotor and a controller that drives the valve. 
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Figure 4: Actuator shema. 

This system has four input variables (CV, P1, P2, 
T1) and 2 outputs variables (X, F) that are described 
in table 1 (DAMADICS 2004). The other variables 
are not considered in our application. 

Table 1: Input and output variables. 

 
 

There exist 20 possible faults that may affect the 
functioning of the actuator (DAMADICS 2004). 
Some faults may be abrupt or incipient ones. 

3.2 Model Design 

The actuator is modeled with two multilayer 
perceptrons ANN that represent the interaction 
between the inputs and the outputs according to (1): 
 

          netX = netX (CV, P1, P2, T1) 
(1)

netF = netF(X, P1, P2, T1) 
 

To select the structure of the neural networks 
netX and netF, numerous tests have been carried out 
to obtain the best architectures (i.e. number of 
hidden layers and number of neurons by layer) in 
order to model the operation of the actuator. The 
training and test data were generated by the 
simulation of the Matlab-Simulink actuator model 
(Kourd et al. 2008). 

From table 2, we notice that netX(6,3,1) and 
netF(6,3,1) give the best results. When the training is 
over, the ANN netF provides estimated outputs that 
are not far from the actual ones. Validation is done 
with the measured data provided by the ‘Lublin 

Sugar Factory in 2001 (DAMADICS, 2004). 
Validation is illustrated on figure 5. 

Table 2: netX and netF neural networks structure. 

 
 

 

Figure 5: Actual output F and estimated output netF (up); 
Instantaneous error (down). 

The modelling error is acceptable. Similar 
conclusions are obtained with ANN netX. Let notice 
that the output of netX is an input for netF and the 
sensitivity of the estimation depends strongly on the 
error on netX. As a conclusion, both ANNs provide 
a good approximation of the actuator dynamics. 

3.3 Fault Detection 

In the following four faults will be considered: F7 
(medium cavity or critical flow) F10 (servo-motor's 
diaphragm perforation) F15 (positioner spring fault) 
and F17 (positioner supply pressure drop) in order to 
illustrate the efficiency of the proposed approach. 
Two residual are designed according to (2): 
 

rF = F - netF 
(2)

rX = X - netX 
 

During normal functioning the residuals remain 
near zero: their magnitude is in range [-0,2; 0,2]. 
The value 0.2 will be used as detection threshold 
(Emami-Naeini, 1988; Ding and Frank, 1991). Let 
us notice that a low pass filter is used to remove high 
frequency noises. In figure 6, the residuals are 
worked out when the fault F7 is simulated during 
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interval [500 1000] time units (times units are in 
seconds). 

 

 

Figure 6: Residual in presence of fault F7; Residual rF 
(up); Residual rX (down). 

3.4 Fault Isolation 

The classifiers presented in section 2 are trained 
with a set of simulated faults. Then they are 
validated according to the real data collected on the 
Sugar factory: 

During period [500, 1100], the fault F7 occurs.
During period [4100, 4600], the fault F10 occurs. 

During period [7700, 9000], the fault F15 occurs. 

At times 11300 and 11850 the fault F17 occurs. 

The ANN classifier presented in section 2.3 
receives two inputs: the residuals rX and rF and 
delivers four outputs that are the signatures f7, f10, 
f15, f17 of the faults F7, F10, F15, F17. The 
signature f7 is given in figure 7. The neural classifier 
gives acceptable results in the sense that the 
signature of each fault is far from zero when the 
considered faults occur. But misclassifications may 
occur. 

 


Figure 7: Magnitude of the fault signatures f7 in function 
of time for ANN classifier. 

The ANFIS classifier presented in section 2.4 has 
also two inputs and four outputs. The resulting 
signature f7 is given in figure 8. 

 

Figure 8: Magnitude of the fault signature f7 in function of 
time for ANFIS classifier. 

The use of ANFIS classifier improves the 
classification results. The number of 
misclassifications decreases and the quadratic mean 
square on error of the residuals decreases (table 3).  

Table 3: Quadratic mean square error. 

 

4 CONCLUSIONS 

This paper uses neural networks and fuzzy logic for 
the fault diagnosis. The neural networks are good 
tools for the modelling and diagnosis of non linear 
processes, but some problems remain in the 
selection of the optimal architecture as well as the 
number of layers, and the numbers of neurons in 
each layer. The uses of neurofuzzy networks 
improve the classification of faults. 

In our further works we will consider numerical 
criteria to compare both classifiers, we will also 
compare our results with the existing results and we 
will improve the neurofuzzy diagnosis system. 
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Abstract: This paper studies the consensus problem of multi-agent systems with Markovian communication failure
which may be caused by limited communication capacity. The occurrence of the failures is modeled by
a discrete-time Markov chain. A consensus sufficiency condition is established in terms of linear matrix
inequalities (LMIs). Based on this condition, a new controller design method is provided. A numerical
example is utilized to illustrate the effectiveness of the proposed approach.

1 INTRODUCTION

In the past few years, multi-agent system (MAS)
has sparked the interest of researchers. Up to now,
results of networked MASs have been broadly ap-
plied to biology, physics and engineering, such as the
study of swarming behavior (Liu and Passino, 2004),
automated highway systems (AHSs) (Bender, 1991)
and congestion control in communication (Paganini
et al., 2005). In the cooperative behaviors, consensus,
which means making a group of agents to reach an
agreement on certain quantity of interest that depends
on the states of all agents, is a fundamental topic in
MASs fields and has been studied recently (Olfati-
Saber et al., 2007).

Due to the special property of MASs, the intercon-
nected communication network among agents plays
an important role in the consensus reaching problem
and is usually described by Laplacian graph. Depend-
ing on applications, the network topologies of multi-
ple agents are either fixed or switched, while the lat-
ter is more practical due to the limited or imperfect
communication channel, noises or some special ob-
jectives. Results on switching topology have been
provided in recent articles such as (Olfati-Saber and
Murray, 2004).The physical systems are usually of
big complexity, thus some dynamic processes are de-
scribed by time-varying linear model. Particularly,
for systems subject to randomly changing parameters,

Markov jump linear system (MJLS), which is a hybrid
system composed of a finite number of subsystem
modes, is an appropriate class of models and has been
extensively studied (Xiong and Lam, 2007). How-
ever, to the best of our knowledge, although MASs
are usually treated as networked systems, the issue of
Markovian topology switching processes has not been
fully investigated and fruitful results of MJLS were
not applied to MASs until now.

In this paper, we investigate the consensus control
problem of MASs with communication failure. By
modeling the communication process in a Markovian
process, a new sufficiency condition of the consensus
problem is established in terms of linear matrix in-
equalities (LMIs) which can be easily solved. Based
on this condition, a state-feedback controller is de-
signed such that the consensus of the closed-loop sys-
tem is mean square stable (MSS) with known com-
munication failure processes.

Notation. Throughout this paper,Rn, Rn×m, Sn×n

represent then-dimensional Euclidean space, the set
of all n×m real matrices and then×n real symmet-
ric positive definite matrices, respectively;Z+ is the
set of non-negative integers;(Ω,F ,P) denotes a com-
plete probability space; the superscript “T” represents
the transpose; for Hermitian matricesX = XT ∈Rn×n

andY =YT ∈Rn×n, the notationX ≥Y (respectively,
X >Y) means that the matrixX−Y is positive semi-
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definite (respectively, positive definite);In is then×n
identity matrix; E(·) denotes the expectation opera-
tor with respect to some probability measure;(M)i j
refers to theith row, jth column element of matrixM;
‖ · ‖ represents the Euclidean norm for a vector and
the spectral norm for a matrix; the symbol⊗ denotes
the Kronecker product; trace(·) is the trace of ma-
trix; diag(M1,M2, . . . ,MN) is a block-diagonal matrix
with diagonal blocksM1,M2, . . . ,MN; 1N is defined as
1N = (1,1, . . . ,1)T ∈ RN and0N is defined similarly,
that is,0N = [0,0, . . . ,0]T ∈ RN.

2 PRELIMINARIES

A directed graphG = (V ,E ) consists of a finitever-
tex setV and anedge setE ⊂ V 2. Suppose there
aren vertices inV , then the graph has anorder nand
each vertex can be uniquely labeled by an integeri
belonging to a finite index setI = {1,2, . . . ,n} . Each
edge can be denoted by an ordered pair of distinct ver-
tices(vi ,v j) wherev j is the head andvi is the tail, that
is, the edge points fromvi to v j with no self-loop.
Each edge(vi ,v j )∈ E corresponds to the information
transmission from agentj to agenti. The graph with
the property that for any(vi ,v j) ∈ E ⇔ (v j ,vi) ∈ E
is said to besymmetricor undirected. The in (out)-
degreeof vi , denoted bydi(vi) (do(vi)), is the number
of edges withvi as its tail(head). If(vi ,v j ) ∈ E , then
v j is one of theneighborsof vi . The set of neighbors
of vi is denoted byN i = {v j ∈ V : (vi ,v j) ∈ E }. An
adjacency matrixof graphG with ordern is ann×n
matrixA = {ai j} defined as

ai j =

{

1 if (vi ,v j) ∈ E ,
0 otherwise.

An in-degree matrixof graphG with order n is an
n×n matrixD = diag{d11,d22, . . . ,dnn} wheredii =
∑vj∈N i

ai j . A Laplacian matrixL of graphG with
ordern is ann×n matrix defined as follows:

L = D −A .
Let us consider a MAS withn agents. The

discrete-time linear dynamics of agenti can be de-
scribed by the following equation:

xi(k+1) = Axi(k)+Bui(k), i ∈ I (1)

wherexi(k) ∈Rm is the system state,ui(k) ∈Rl is the
control input,A∈Rm×m,B∈Rm×l , k∈Z+ is the time
step,xi(0), xi0 is the initial state.

Suppose the communication failure between
agentsi and j of the MAS (1) behaves in an indepen-
dent way, that is, agenti can receive data from agent

j does not necessarily mean agentj can receive data
from agenti. The control input of theith agent with
communication failure is

ui(k) = K ∑
vj∈N i

γi j (k)(xi(k)− x j(k)) (2)

whereK ∈Rl×m is the controller gain to be designed,
γi j (k) denotes the communication status from agent
j to i at time k (1 for successful communication, 0
for unsuccessful communication). The communica-
tion status process is assumed to be a discrete-time
homogeneous Markov chain taking values in a finite
setW = {0,1} with transition probability matrix

Πi j =

[

1−βi j βi j
αi j 1−αi j

]

, (3)

where 0≤Pr(γi j (k+1)= 0 | γi j (k) = 1)=αi j ≤ 1 and
0≤Pr(γi j (k+1) = 1 | γi j (k) = 0) = βi j ≤ 1 are called
the failure probability and the recovery probability,
respectively. To simplify the expression,A , (αi j ),
B , (βi j ) are used to denote the failure probability
matrix and recovery probability matrix, respectively.
Notice that the communication failure model in (2)
indicates that the error signalxi(k)−x j(k) will not be
employed by the controllerui at time k when the j
communication channel fails.

Under the above formulation, if there is no com-
munication channel from agentj to i, that is, no edge
(vi ,v j) in the graph andai j = 0 in the Laplacian ma-
trix, then the absence channel is treated as an ‘inef-
fective’ channel withγi j (k) = 0 for all k, with the fail-
ure and recovery probabilities assigned to beαi j = 1
andβi j = 0, respectively. By treating the absent com-
munication channels this way, the original problem is
equivalent to considering the communication failure
problem of an MAS with a complete graph governed
by known communication failure probabilityγi j (k)
in the communication channel fromj to i at timek.
Consequently, the Laplacian matrix at timek can be
rewritten as

L(k) =





∑ j 6=1 γ1 j(k) −γ12(k) . . . −γ1n(k)
. . . . . . . . . . . .

−γn1(k) −γn2(k) . . . ∑ j 6=n γn j(k)





(4)
whereL(k)∈ L 0 , {L1,L2, . . . ,Ld} such thatL 0 con-
tains all possible Laplacian matrices of the MAS.
Here, maxd = 2d̃ whered̃ , ∑n

i=1dii is the total num-
ber of effective communication channels in the graph
(that is, the number of edges of the complete graph
subtracting those ‘ineffective’ edges).

Definition 1. A communication failure process is said
to be Markovian if it is a discrete-time homogenous
Markov chain defined in a complete probability space
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(Ω,F ,P), and takes value inW with known transi-
tion probability matrixΠ1 , (λi j ) ∈ Rs0×s0.

Denote by X the concatenation of vectors
x1,x2, . . . ,xn, that is,X = (xT

1 ,x
T
2 , . . . ,x

T
n )

T , by (1) and
(2), the closed-loop dynamics of MASs (1) can be
rewritten in a matrix form

X(k+1) = (Ā+ B̄(k))X(k), (5)

whereĀ= In⊗A, B̄(k) = L(k)⊗(BK), L(k) takes val-
ues fromL 0. In this paper, we always assume that
every agent could receive information of some other
agents with a non-zero probability during the whole
control process.

The mode transition probabilityπLaLb from La to
Lb is given by

πLaLb =
n

∏
i, j=1,i6= j

(ΓLaLb)i j (6)

for all a,b= 1, . . . ,d, which satisfies∑d
b=1 πLaLb = 1,

where

(ΓLaLb)i j =



















1−αi j if (Lb)i j = (La)i j =−1,
1−βi j if (Lb)i j = (La)i j = 0,
αi j if (Lb)i j = 0,(La)i j =−1,
βi j if (Lb)i j =−1,(La)i j = 0.

3 STABILITY ANALYSIS AND
CONTROLLER SYNTHESIS

In this section, we first give definitions on stabil-
ity and consensus. Then we consider the consensus
reaching and controller design problems for MASs
with communication failure characteristics described
in Section 2.

Definition 2. MAS (5) with Markovian communica-
tion failure process (2) is said to be mean square sta-
ble (MSS) if

lim
k→∞

E(‖X(k)‖2 | X(0)) = 0 (7)

for any initial state X(0) ∈ Rmn.

Definition 3. Agents of MAS (5) with Markovian
communication failure process (2) are said to reach
consensus if

lim
k→∞

E(xi(k)− x j(k)) = 0 (8)

for all i , j ∈ I .
Now we are in the position to present the main

contribution of this paper.

Theorem 1. Consider MAS (5) with Markovian com-
munication failure (2), given the controller gain ma-
trix K, consensus is reached if there exist real matri-
ces PU ∈ S(n−1)m×(n−1)m, U ∈ L 0, such that

∑
V ∈L 0

πU V ΦT
V

PV ΦV −PU < 0, ∀U ∈ L 0, (9)

whereΦV = In−1⊗A+ΛV ⊗BK, ΛV = TT
o V To and

To is the orthogonal basis for the null space of1n.

Proof. Construct orthogonal matrixT =
[

1√
n
1n To

]

∈ Rn×n, where To is the orthogonal

complement of1n satisfyingTT
o To = In−1. SinceTo

is the orthogonal complement of1n, then

1T
n To = 0T

n−1,T
TT =

[ 1√
n1T

n

TT
o

]

[

1√
n1n To

]

= In;

which meansT is an orthogonal matrix andTT
L T

is a similarity transformation. Partition the Laplacian
matrixL and matrixTT conformably:

TT =

[ 1√
n

1√
n1T

n−1

TT
o1 TT

o2

]

,

then

TT
L T =

[

0 AL
0n−1 ΛL

]

, (10)

whereAL =
1√
n1T

nL To andΛL = TT
o L To.

If the graph is undirected, that is,L = L T . Thus

TT
L T =

[

0 ( 1√
nTT

o L 1n)
T

0n−1 TT
o L To

]

=

[

0 0T
n−1

0n−1 ΛL

]

,

DenoteX̃(k) = (T ⊗ Im)TX(k), the dynamics of
the closed-loop system can be described by

X̃(k+1)

= (In⊗A)X̃(k) +

[

0⊗ Im AL(k)⊗ (BK)
0n−1⊗ Im ΛL(k)⊗ (BK)

]

X̃(k),

whereAL(k) =
1√
n1T

n L(k)To, ΛL(k) = TT
o L(k)To.

Define

X̃(k+1) =

[

X1(k+1)
X2(k+1)

]

,

where

X1(k+1) = AX1(k)+ (AL(k)⊗ (BK))X2(k),(11)

X2(k+1) = ΦL(k)X2(k). (12)

whereΦL(k) = In−1⊗A+ΛL(k)⊗BK. Let

zi(k) = ∑
vj∈N i

γi j (k)(xi(k)− x j(k)),

CONSENSUS PROBLEM OF MULTI-AGENT SYSTEMS WITH MARKOVIAN COMMUNICATION FAILURE

375



Z(k) = (zT
1 (k),z

T
2 (k), . . . ,z

T
n (k))

T ,

then

Z(k) = (L(k)⊗ Im)X(k)

whereL(k) is given by (4), and

(TT ⊗ Im)Z(k) =

[

AL(k)⊗ Im
ΛL(k)⊗ Im

]

X2(k),

whereTTL(k)T =

[

0 AL(k)
0n−1 ΛL(k)

]

. Thus,Z(k) is MSS

if X2(k) is MSS, that is, the consensus of MASs (5) is
reached if (12) is MSS.

Define a Lyapunov function as follows:

V(k,L(k)) = XT
2 (k)PL(k)X2(k)

wherePL(k) > 0 are matrices to be determined.
LetU = L(k), V = L(k+1), then

E(V(k+1,L(k+1))|L(k) = U )−V(k,U )

= E(XT
2 (k+1)PL(k+1)X2(k+1)|L(k) = U )

−XT
2 (k)PUX2(k)

= XT
2 (k)





 ∑
V ∈L 0

j=1,...,s0

πU V ΦT
V

PV ΦV −PU






X2(k)

< 0

for any X2(k) 6= 0 if inequality (9) holds. Hence
limk→∞ E(V(k,L(k))) = 0, which ensures

lim
k→∞

E(‖X2(k;x0)‖2) = 0,

that is, system (12) is MSS. This completes the proof.
�

Now, based on Theorem 1 and Schur complement
Lemma, a controller design method is readily derived
in the following theorem.

Theorem 2. Consider MAS (5) of n agents with
Markovian communication failure (2), consensus of
the closed-loop system is reached if there existX i ∈
S(n−1)m×(n−1)m, i = 1,2, . . . ,d, Y ∈ Rl×m and G∈
Rm×m such that∀i = 1,2, . . . ,d,

[

−In−1⊗ (G+GT)+X i ΘT
i

Θi −Λ

]

< 0 (13)

where

Λ = diag(X1,X2, . . . ,Xd),

Θi =
[√πiL1ΞT

L1

√πiL2ΞT
L2

. . .
√πiLdΞT

Ld

]T
,

ΞV = In−1⊗AG+ΛV ⊗BY ,

ΛV = TT
o V To, V ∈ L 0

and To is the orthogonal basis for the null space of1n.
Moreover, a consensus controller gain matrix in (2) is
given by K= Y G−1.

Proof. Define
Ψi ,

[√πiL1ΦT
L1

√πiL2ΦT
L2

. . .
√πiLdΦT

Ld

]T
,

whereΦV = In−1 ⊗ A+ ΛV ⊗ BK. Pre- and post-
multiplying inequality (13) by

[

Ψi I(n−1)md
]

and its
transpose, respectively, then

ΨiX iΨT
i −Λ < 0,

that is,
[

−X −1
i ΨT

i
Ψi −Λ

]

< 0. (14)

Thus, inequality (14) is equivalent to inequality (9) by
replacingPi by X −1

i . This completes the proof. �

4 CONCLUSIONS

In this paper, a consensus control problem of MASs
with communication failure between agents has been
studied. A sufficient condition on consensus reaching
problem is established in terms of the feasibility of
some LMIs. In addition, a state-feedback consensus
controller is designed to make the closed-loop sys-
tem reach consensus. A numerical example has been
given to demonstrate the effectiveness of the proposed
results.
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Abstract: Due to the phasing out of nuclear energy in Germany there are a growing number of nuclear facilities that 
have to be decommissioned within the next years. In this context a multitude of surfaces in nuclear facilities 
have to be decontaminated. Manipulator-deployed systems offer a suitable solution and are properly 
designed for this kind of task. Beyond that they can be used for the processing of surfaces in civil as well as 
industrial fields of application, e.g. the stripping of coatings on metal surfaces. By the use of a suitable 
supporting system various attachments like a milling machine or laser can be carried and operated on walls 
and ceilings. Vacuum suction plates guarantee the interconnection between the supporting system and the 
object to be treated. Due to the intricate processes as well as the required flexibility arising from the multi 
purpose use with milling or laser attachments a robust control system with a high performance and a high 
level of customization is required. The following article introduces to you the systems in detail.

1 INTRODUCTION 

Due to the phasing out of nuclear energy in 
Germany there are a growing number of nuclear 
facilities that have to be decommissioned within the 
next years. In order to successfully dismantle and 
decommission these facilities a great amount and 
variety of processes and actions is required. 

Among other things these include the qualified 
decontamination of surfaces. The associated tasks 
are manifold, ranging from simple cleaning to 
complete surface ablation. The latter is particularly 
challenging due to the multitude of surfaces in 
nuclear facilities that have to be decontaminated.  

In this regard, effectiveness and economic 
efficiency play an important role as well as the 
avoidance of secondary waste and cross 
contamination (Gentes, 2006: 416, 417). Therefore 
the selection of an appropriate process and system is 
crucial.  

But only a few of the currently available 
processes for the decontamination of surfaces fully 
meet the required criteria and are applicable for this 
kind of task. Therefore the nuclear industry calls for 
more suitable and efficient decommissioning 
technologies. 

The Institute of Technology and Management for 
the Decommissioning of Nuclear Facilities at the 
Karlsruhe Institute of Technology (KIT) has 
addressed itself to this task and thus is conducting 
research as well as is developing innovative 
processes and machines for this kind of purpose. All 
this is done in co-operation with industry partners 
that are focused on carrying out decommissioning 
activities in the field. This kind of co-operation helps 
to generate feedback in order to improve the 
machines. 

2 THE BASIC IDEA 

The decontamination of surfaces in nuclear facilities 
is an intricate and time consuming process. It is very 
labour intensive, because most techniques are hand-
operated or difficult to handle by just one person. 
Compared to the output of a machine the 
performance of labour is very low. Thus more labour 
is required in order to be cost-effective.  

Furthermore the timeframe for works conducted 
in the hot zone, which is the controlled area inside of 
a nuclear facility, is very limited per worker and 
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shift (HVBG, 2004: app. 2), due to the required use 
of breathing apparatuses. Because of that several 
teams have to be employed on alternating shifts to 
ensure a proper exchange of labour which finally 
results in a better practical performance. 

Another important aspect is the high effort that 
comes along with many of the techniques being used 
for the decontamination of surfaces. In numerous 
cases scaffolding is needed, especially in rooms with 
big ceiling heights. Besides that extra time is 
required for the set-up of equipment or machinery. 
But the time spent on works preparation reduces the 
overall period available for decontamination. Thus it 
makes even suitable techniques less effective. 

Based on these facts the idea was born to 
construct and build a manipulator that is able to 
climb on walls and ceilings autonomously, in order 
to decontaminate surfaces by means of a milling 
attachment or laser. The manipulator requires no 
scaffolding or elaborate set-up. Besides that there is 
only one operator needed to run the machine. Finally 
the use of a manipulator results in a greater 
economic efficiency. 

3 MACHINE SPECIFICATIONS 

Several requirements have to be met for the 
successful decontamination of surfaces in nuclear 
facilities. Besides the requirements requested by the 
clients, e.g. regarding safety and economic 
efficiency of the particular technique, there are 
requirements that originate from the structural 
conditions of a nuclear facility.  

The relevant criteria have to be taken into 
account when setting up a manipulator system. 
Hence the following specifications have to be 
implemented: 

The manipulator is required to have a low self-
weight. This enables the operator to move the 
system through the facility. In some cases the 
support of a trolley might be useful. 

Furthermore a modular layout allows the 
operator to move the manipulator through small and 
narrow openings by disassembling it partly. 

In this case a low single-weight of each module 
is essential to allow lifting them by one person only. 

Moreover the disassembly as well as assembly of 
the manipulator should be feasible in a very short 
period of time. Therefore the use of quick fasteners 
is recommended. The entire system has to be 
flexible and rugged. 

In order to meet the performance requirements 
an output of at least 10 m2 per hour is essential and  

the minimum requirement of the clients. 
Beyond that an autonomous operation of the 

manipulator is advisable to keep the labour costs on 
a low level. 

Not less important are safety features that assure 
a safe operation of the entire system. Here an 
emergency shut-off is the minimum requirement. 

But due to the fact that the manipulator can be 
operated on walls and ceilings by means of vacuum 
technology it is also a prerequisite to prevent the 
system from falling off the object that is being 
treated. 

In this regard pressure monitoring and the use of 
check valves is important.  

Furthermore the control system needs a proper 
set up that includes safety procedures. 

4 MACHINE BUILD-UP 

4.1 Basic System AMANDA I 

According to the basic idea, a first manipulator 
system was built in the course of the research project 
AMANDA. 

 

Figure 1: AMANDA I in wall operation. 

AMANDA stands for Autonomous Manipulator 
for Decontamination Assignments. The system can 
be operated on walls and ceilings by using vacuum 
technology. It is equipped with a milling attachment 
for decontamination purposes. 
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Figure 2: AMANDA I with control unit. 

 

Figure 3: CPX Valve Terminal of AMANDA I. 

The control unit which is shown in figure 2 is 
based on a FESTO SPS. It is mounted in a switch 
box underneath the control panel. The SPS is linked 
with the CPX valve terminal on the manipulator via 
cable. All pneumatic valves as well as all sensors for 
the positioning of the pistons and for pressure 
monitoring are connected to the CPX valve terminal. 
The valve terminal is shown in figure 3. 

In contrast to the valves and sensors, the servo 
drive which moves the linear drive unit is directly 
linked with the SPS by cable. 

4.2 Successor System MANOLA 

Based on the principle of the stand-alone 
manipulator for decontamination assignments 
AMANDA I the successor system MANOLA is 
currently under construction at the KIT. MANOLA 
is funded by the German Ministry for Education and 
Research under the reference key 02S8548. 

MANOLA stands for Manipulator Operated 
Laser Ablation. The support system is operated with 
vacuum technology as well. Instead of a milling 
attachment MANOLA carries a laser system that is 
used for the ablation of both, contaminated and 
uncontaminated concrete surfaces and coatings. 
MANOLA is built according to the specifications 
listed in section 3. 

To allow the transportation of MANOLA inside 
of a nuclear facility the system is equipped with a 
trolley. The trolley consists of an undercarriage 
fitted with rubber tracks, and a loading platform. 
Figure 2 shows a visualization of MANOLA in wall 
operation. Beyond that, MANOLA can be operated 
on ceilings as well.  

 

Figure 4: MANOLA in wall operation. 

5 MANOLA CONTROL UNIT 

5.1 Processor And Chassis 

The control unit of MANOLA is based on the 
CompactRIO System that is distributed by National 
Instruments. ‘National Instruments CompactRIO is a 
small rugged industrial control and acquisition 
system powered by reconfigurable I/O (RIO) FPGA 
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technology for ultrahigh performance and 
customization. NI CompactRIO incorporates a real-
time processor and reconfigurable FPGA for reliable 
stand-alone embedded or distributed applications, 
and hot-swappable industrial I/O modules with built-
in signal conditioning for direct connection to 
sensors and actuators’ (National Instruments, 2009).  

The setup of the system applicable for 
MANOLA consists of an embedded real-time 
processor with 800 MHz, 512 MB DDR2 RAM, and 
4 GB storage. The processor is connected to a 4-slot 
Virtex-5 LX50 reconfigurable chassis that will be 
installed on the MANOLA trolley. Furthermore two 
8-slot deterministic chassis will be installed on the 
manipulator itself for embedding all sensors and 
actuators of MANOLA. Both chassis on the 
manipulator will be linked with the main chassis on 
the trolley in daisy chain mode via Ethernet cable, 
and the main chassis on the trolley is linked via 
WLAN with a laptop that serves as the MANOLA 
Control Panel. Beyond all these components there 
are WLAN cameras installed on each, the trolley and 
the manipulator, for process monitoring by the 
operator. 

5.2 Sensors 

Various sensors are part of the MANOLA control 
system. They are used for different purposes like 
positioning, vacuum and pressure monitoring, 
position monitoring of pistons as well as scanning 
and evaluating the object which has to be treated. 
All sensors provide necessary input to the 
manipulator for a proper operation. 

First, there are four distance laser sensors used as 
a simplified positioning system for MANOLA. The 
four sensors are fixed to a traverse that carries the 
laser processing head and runs over the main frame 
of the manipulator. By moving the distance laser 
sensors over the entire frame, many different reading 
points can be generated and used to map the 
borderlines given by adjacent parts of the building. 

Second, a laser scanner is used for scanning and 
evaluating the surface area of the object to be 
treated. The laser scanner is part of the processing 
head which also includes the optics of the laser unit 
for the ablation process, and it enables the machine 
to detect disruptive objects like offsets on the 
surface, nails, screws, pipes, etc. All these different 
kinds of objects may interfere with the operation of 
the laser. Thus it is very important to detect them in 
order to protect the laser processing head. 

Third, there are two ultrasonic sensors attached 
to the processing head. The ultrasonic sensors are 

used for the detection of obstacles that may appear 
in front of the processing head during treatment of 
the surface area. In any case of interference the 
process will be paused immediately in order to 
protect the processing head. Then the processing 
head will be moved up by an electric drive and the 
suspect area will be scanned with the laser scanner if 
applicable. Depending on the size of the obstacle the 
manipulator will be moved forward or around the 
localised object. The integrated decision making 
process is based on the input of the various sensors 
of the processing head. 

Fourth, pressure and vacuum monitoring is an 
essential part of the control system. Due to the fact 
that the manipulator is operated with vacuum 
technology it is security-relevant and prevents 
MANOLA from falling off the wall. The vacuum for 
the suction plates is produced by sending pressurized 
air through vacuum generators that operate 
according to the Venturi Principle. Because the 
connection of the suction plates to the object 
depends on the pressure as well as on the vacuum, 
both, pressure and vacuum, need to be monitored. 

Fifth, several small size sensors are required for 
monitoring the exact positions of the pistons of all 
pneumatic cylinders. Every time when a piston is 
moved the control system asks for a feedback, if the 
piston reached its destination. If this case is true, 
further operations can proceed. In a false case, 
further operations have to be put on hold due to the 
occurrence of an error. Only after assessing and 
removing the error by the operator further operation 
may proceed. 

5.3 Actuators 

Besides the sensors MANOLA includes different 
actuators. The actuators are used for the operation of 
the supporting frame, the traverse and the processing 
head. The actuators of MANOLA are a rack drive, a 
rotary module, a servo drive as well as a couple of 
pneumatic control valves. 

The rack drive joins two important tasks. It 
moves the traverse and processing head for ablation 
processing as well as the supporting frame which 
includes the main frame and sub frame for pacing. 
By linking the rack drive to the component that has 
to be moved only one drive is needed. Thus the 
overall weight of the manipulator is kept on a low 
level. 

In order to turn the manipulator by 45, 90 or any 
degrees to change the direction of processing a 
rotary module is built-in to the center of the sub 
frame. When the manipulator is rotated the suction 
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plates of the main frame are released from the 
object, e.g. a wall, and the rotary module can be 
activated. After the manipulator is moved into its 
final direction, the suction plates of the main frame 
are sucked to the object again. During the whole 
rotation process the suction plates of the sub frame 
stay in contact with the object (wall, ceiling, etc.). 

As described in the previous section, the 
processing head is moved down for processing the 
surface area and moved up when the processing is 
paused or finished. Lifting and kneeling is executed 
by a servo drive. Therefore the servo drive is 
mounted between the outer end of the traverse and 
the processing head. Input generated by the laser 
scanner and the ultrasonic sensors provide necessary 
input for the control system to actuate the servo 
drive. Beyond that further input is provided via 
control panel by the operator. 

Last but not least a couple of pneumatic valves 
are integral part of the pneumatic system and the 
vacuum system. During pacing the relevant 
pneumatic valves are activated. They control the 
airflow necessary for the pneumatic cylinders and 
the vacuum generators. Owing to the fact that the 
pneumatic valves must not change their operating 
status in case of a drop of voltage, bistable valves 
are being used. 

5.4 NI-Modules And Connectors 

All actuators and sensors have to be linked with the 
control unit. Due to the great variety of connector 
types this requires an adaptable system. This is 
implemented by using the cRIO-System with its 
many different NI-Modules that all fit in the same 
type of chassis. The cRIO chassis provides the 
chance to build in the relevant type of NI-Modules 
depending on the attachment and its relevant NI-
Modules. 

Table 1: MANOLA NI-Modules. 

Pos. Module Connector Type Device 
1 NI 9201 Analog IN Sensor 
2 NI 9205 Analog IN Sensor 
3 NI 9263 Analog OUT Actuator 
4 NI 9421 Digital IN Sensor 
5 NI 9425 Digital IN Sensor 
6 NI 9472 Digital OUT Actuator 
7 NI 9477 Digital OUT Actuator 
8 NI 9853 CAN BUS Actuator 
9 NI 9870 RS 232 Sensor 

10 NI 9871 RS 485 Actuator 
 

As quick as the attachment can be changed the 
NI-Modules can be switched as well, even during 
operation. That keeps the system flexible and 
aligned with the customers needs. The following 
table provides you an overview of all existing 
connector types and the relevant NI-Modules. 

6 CONCLUSIONS 

Especially in areas where people are exposed to 
great hazards, the use of a manipulator provides an 
interesting solution. Nuclear facilities are one of 
those fields of application. Beyond that there are 
other areas as well where the use of a manipulator 
can be valuable. For example this applies to high 
structures that require costly scaffolding or other 
areas that are difficult to access. 

By providing a compact, light and robust unit 
equipped with a milling attachment or laser, the 
customer disposes of a suitable machine for the 
treatment of various kinds of surfaces. Furthermore 
the manipulator comes with an intelligent and 
adaptable control system that provides a costumer 
friendly operability as well as expandability. 

Relating to feedback of project managers in 
nuclear facilities under decommission, the use of 
manipulators is more than welcome and thus will be 
common in the future. The same is expected for 
other fields of use. But in order to meet these needs 
the current manipulator needs to be further 
developed. Thus the system provides a platform 
which is capable of being extended in the future. 
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Abstract: In this study, to enhance the ease of opening and closing the doors of the passenger vehicle, a smart door 
with a power assist mechanism consisting of a motor and clutch was developed and tested. A power assist 
mechanism mounted within the vehicle’s door is proposed and modeled. The required force necessary to 
control the designed mechanism during the vehicle’s roll, pitch and the opening angle of the door has been 
established. Finally, the improvement in the ease of opening and closing doors by utilizing the designed 
ower assist mechanism was tested and proven through an experimental verification. 

1 INTRODUCTION 

Recently, in the automotive industry, research in 
creating intelligent parts by integrating various 
functions is actively conducted. The developed 
technologies are being commercialized rapidly in 
North America, Europe, and Korea. Among such 
intelligent parts, auto sliding door and electric power 
door systems are developed for doors of vehicles 
(Yoon, 2002, Grujicic, 2009). However, in most of the 
conducted research and products in the process of 
commercialization, studies on mechanisms for 
compensating changes in the necessary force to open 
and close doors of a vehicle parked at an angle is 
limited. 

Depending on the structure, shape, and opening 
& closing force of the vehicle’s door, the perceived 
convenience and safety by the user is affected 
greatly and it is very frequently used by passengers. 
Thus, when the door does not operate as intended by 
the passenger, the inconvenience is drastically felt. 
Traditionally, a part called the door checker which is 
attached between the door and the vehicle frame 
prevented the door from opening instantaneously 
when the vehicle is parked at an angle. 

However, in limited space or when the vehicle is 
parked at an angle forward or sideways due to the 
weight of the door it will not become stationary at 
the passenger’s desired position. Therefore, a new 
power-assist smart door which adjusts the opening 
and closing force depending on the roll and pitch 
angle of the vehicle is suggested. It utilizes a motor 
and clutch to power-assist the passenger while 
opening or closing the door of the vehicle. When 
this system is used no matter how the vehicle is 
positioned the door can be conveniently opened or 
closed without exerting oneself. The convenience of 
this kind of a system becomes more important when 
the weight of the door is heavy or for large 
passenger vehicles. In order to commercialize such a 
power-assist smart door system, in depth research in 
various areas such as power assist mechanism, 
controlling the opening and closing force, 
mechanism for understanding the intention of the 
passenger, dedicated motor and clutch development 
must be conducted. Among these, for developing the 
power-assist equipment, the mechanism for 
understanding the passenger’s intention when 
getting on or off the vehicle and to actively control 
the necessary force to open or to close the door must  
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be organized.  
In this study, to enhance the ease of opening and 

closing the doors of the passenger vehicle, a smart 
door with a power-assist mechanism consisting of a 
motor and clutch is developed and a smart door with 
this mechanism will be designed. A power assist 
mechanism which can be mounted inside the door is 
suggested and modeling of a vehicle door with this 
mechanism conducted. Based on this, a power assist 
mechanism which is suitable for passenger vehicle is 
designed. A computer simulation is used to derive 
the necessary force to open or close the door for a 
given door opening angle at a given vehicle roll or 
pitch angle. 

2 MODELING OF SMART DOOR 

An illustration of the new power assist smart door 
which can alter the necessary force to change the 
force required to open or close the door when the 
vehicle is parked at a roll or pitch angle is provided 
in Figure 1. It consists of a rack and pinion, a clutch, 
and a reduction gear and motor. When this 
mechanism is applied, even when the vehicle is 
parked at an angle, the necessary force required to 
open or close the door will be the same as if the 
vehicle is parked on a flat level surface. 

To establish the equation of motion for the 
power-assist mechanism attached smart door, in the 
model, as shown in Figure 2, the degrees of freedom 
was established by the roll x  and pitch z  angle of 

the vehicle and the angle of the door opening  . The 
equation of motion is derived based on moment 
from the weight of the door and the assumption that 
the external force generated moment by the power 
assist mechanism. 

Initially, as indicated in Figure 3 to obtain the 
moment of the door due to its own weight, it is 
assumed that the roll and pitch angle of the vehicle 
frame is fixed and that the roll and pitch 
angle(actually the reverse direction of the vehicle 
frame angle) is created relative to the gravity vector.  

Thus, the moment by the door’s own weight gT
~

 can 

be summarized as the following.  

rotgg gmrT ~~~
  (1)

Here, rotg~ is the rotated gravity vector caused by 

the roll and pitch angle and can be represented as 
equation (2). 
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When equation (1) is reorganized by the y 
directional component, the moment in the y 
direction by the weight of the door becomes the 
following equation. 
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Figure 1: The configuration of the power-assist 
mechanism for the proposed smart door system. 
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Figure 2: Coordinates for the dynamic model. 
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Figure 3: Gravity vector considering the roll and pitch 
angle of vehicle body. 
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Next, as indicated in Figure 4 the moment of the 

door FT
~

 created by force of the power assist 

mechanism( F ) is arranged as equation (4). 
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tgF erFFrT ~~~~~
  (4)

Here, te~  is the directional unit vector created by the 

power assist mechanism and can be represented as 
the following. 
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The following equation is the rearrangement of 
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Figure 4: Free body diagram for dynamic model of the 
proposed smart door system. 

the moment in the y direction of the door caused by 
the power assist mechanism from equation (4).  
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When equation (2) and (6) is applied to the 
equation of motion it becomes the following. 
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Here, yJ  is the mass moment of inertia in the 

y direction, c is the damping coefficient of the door 

hinge, and fricT  is the frictional force that occurs 

when the door opened or closed. 

3 DESIGN AND MANUFACTURE 
OF SMART DOOR 

In order to design the power assist mechanism which 
will be actually mounted in the vehicle, it becomes 
necessary to estimate the maximum force necessary 
to open or close the door of the vehicle when it is in 

a pitch or roll position. Depending on the door 
opening position the desired control force desF  must 

be estimated. In this mechanism, the maximum force 
needed to open or close the door during a vehicle’s 
pitch or roll position can be measured 
experimentally, however, the required control force 
of the mechanism must be set up depending on the 
pitch, roll, and door angle. As indicated in Figure 5, 
in this research, to set up the control force of the 
pitch, roll, and door opening angle the respective 
dynamic frictions 1F  and 2F  have been measured. 

Then the average value has been calculated and the 
control force has been set up as shown in Figure 6. 
Thus, as shown in Figure 5(a) only the forces needed 
to open or close the door when the vehicle is on 
level ground( desFF 1  and 2FFdes  ) is required for 

vehicle in a slanted position as indicated on Figure 
5(b).  

The required control forces for roll x , pitch z , 

and door opening angle   are within the range of -
30~30°, -50~50° and 0~80° respectively as shown 
in Figure 6.  As it can be verified from the results the 
required maximum control force is approximately 
1486.3N.  

In this study the maximum required control force 
is used as the boundary condition for the design and 
the motor, reduction gear, rack and pinion, and 
selection of parts were conducted. 

desF F1F

Kinetic
Friction Force

Friction Force

2F

Static
Friction Force

 
(a) case I (flat road) 

F1F

Kinetic
Friction Force

Friction Force

2F

Static
Friction Force

desF

 
(b) case II (slope road) 

Figure 5: The desired actuating force with respect to the 
vehicle body angle. 
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Figure 6: The required control force characteristics for 
designing power-assist device. 

 

Figure 7: Power-assist mechanism control board. 

In order to manufacture a suitable smart door, the 
door of an actual vehicle has been measured and the 
parameters are indicated. Based on these values, a 
control block diagram to control the smart door 
system is structured. The power assist mechanism 
control board is shown in Figure 7 and it is attached 
to the smart door system.  

4 EVALUATION OF SMART 
DOOR 

To test and evaluate the designed smart door, the test 
set up indicated in Figure 8 is constructed. An actual 
door of a passenger vehicle is attached to the frame. 
This frame can be set up in a vehicle roll position. 
The force generated by the power assist system is 
controlled by the computer D/A signal, the vehicle 
roll angle x , door opening angle  , and angular 

velocity   are measured by using sensors.  
In order to investigate the characteristics of the 

smart door system, the roll angle of the vehicle was 
set at 15° as indicated in Figure 8 and the required 
opening and closing forces are actually measured. 
As it can be found from the experiment in Figure 9 
when the door opening angle is adjusted between 

0~80 °  if the power assist mechanism is not 
activated, the necessary force is 60~180N. But when 
the power assist mechanism is activated 
approximately 20~80N was required to open or 
close the door. 

5 CONCLUSIONS 

In this study, to enhance the ease of opening and 
closing the doors of the passenger vehicle, a smart 
door with a power assist mechanism consisting of a 
motor and clutch was developed and tested. For this 
purpose a power assist mechanism which can be 
mounted inside the door is suggested and the smart 
door is modeled and tested. The required control 
force for controlling the mechanism due to the 
vehicle’s pitch, roll, and door opening angle is 
established. 

 

Figure 8: Experimental setup for the power-assisted smart 
door system. 
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Figure 9: The control responses of the smart door system. 

Based on the established results the power assist 
mechanism with the adequate opening and closing 
force was designed. A computer simulation was 
used to evaluate the designed power assist 
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mechanism. The designed power assist mechanism 
installed smart door will be mounted on a vehicle 
and will be tested in the near future to prove the 
usefulness and convenience of the system. 
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Abstract: Wireless communication is already widely used in industrial automation applications. Many solutions are 
available which consider industrial related requirements more or less. Thus, reliability and performance with 
respect to the specific requirements are the main concerns of industrial automation system users. Some of 
the wireless solutions base on the well-known Wireless LAN. The development of IEEE 802.11 was driven 
by the demand on highest possible data rates e.g. for video streaming applications. This paper proves 
whether the increased bit rates are appropriate to the requirements of industrial automation applications. A 
test methodology is introduced which can be used to get the necessary characteristic parameters with respect 
to the application field - industrial automation. The impact of bit rates on packet loss probability and 
therefore on the performance is analysed. Together with the transmission time for a successful transmission 
with one attempt a cost function has been developed. It shows for WLAN solutions, that the highest bit rate 
is not adequate to meet the reliability and performance requirements of industrial automation applications.  

1 INTRODUCTION 

Wireless communication technologies are widely 
spread in daily life. The price of wireless products is 
thereby the main design aspect with respect to the 
consumer market. Reliability is one of the minor 
design goals. Therefore, almost everyone has had 
negative experiences with such technologies and has 
developed concerns regarding the usage of wireless 
in industrial communication. 

Also the most popular wireless communication 
technology WLAN, which uses the probabilistic 
media access control CSMA/CA, has disadvantages 
concerning time behaviour and reliability of packet 
transmissions. With setting up the bit rate the end-
user has to find a trade-off between transmission 
time and loss probability of transmitted packets. 
Following the common sense the user takes a high 
bit rate for fast transmissions or a low bit rate for a 
high reliability of communication. 

In this paper a test methodology is described 
which allows the investigation of wireless solutions 
with respect to industrial automation application 
requirements and conditions. This approach is used 
to define appropriate test conditions and to set-up a 
test system in order to investigate the influence of 
different bit rates on performance and reliability.  

The transmission time is measured and the 
number of retransmission is investigated. 
Furthermore the loss probability is derived from the 
number of retransmission. Finally, a cost function 
has been developed in order to provide a guideline to 
find an appropriate trade-off between performance 
and reliability.  

The paper is structured as follows. In chapter 2 
the test methodology is presented and the main 
important influencing parameters are discussed and 
its values are defined. In chapter 3 the characteristic 
values are introduced which have been used for the 
investigations and the test system and its 
components are explained. The test results are 
discussed in chapter 4. The cost function is derived 
in chapter 5 and the conclusions out of it are 
presented in chapter 6. 

2 TEST METHODOLOGY 
AND CONDITIONS 

Because of the special requirements and conditions 
of industrial automation applications a test 
methodology has been developed by the authors (see 
Rauchhaupt, L., Krätzig, M., 2008.). It considers the 
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application field, but is independent of a certain 
wireless technology. All relevant influencing 
parameters are taken into account (see Gnad, A., 
Krätzig, M., Rauchhaupt, L., Trikaliotis, S., 2008). 
These parameters are configured well-directed or if 
not possible documented. Here only the main 
important influencing parameters are described 
because of the limited space. 

The focus lies on the impact of different bit rates 
on the performance and reliability of WLAN 
solutions. For WLAN systems according to 
IEEE 802.11 this is related implicitly to the physical 
layer coding and modulation schemes as discussed 
later on. 

Although the WLAN implementation (hardware 
and software) has a noticeable influence on the time 
behaviour (see e.g. Rauchhaupt, L., Krätzig, M., 
2008, Rauchhaupt, L., 2009) it is not considered 
here. However, an industrial WLAN solution was 
selected which provides the best performances in 
terms of jitter of the transmission time (i.e. span) and 
in terms of minimum outliers which means in 
number and in value. 

Also interferences of other wireless systems are 
not considered. They are well investigated as 
described e.g. in ZVEI, 2009. 

Thus, a simple point-to-point topology is used 
for the investigations consisting of a WLAN access 
point and one client. The attenuation between the 
two devices was 60 dB which is according to about 
10 m line of sight. The WLAN channel 1 (2412 
MHz) was chosen.  

The test packets have been generated by the 
client. They had a user data length of 64 octets 
which is the minimum length for an Ethernet packet 
and a typical length in Ethernet based automation 
applications. 

In previous investigations the dependency of the 
performance from the value of the transmit time 
interval became obvious. Therefore in these tests the 
client generated the test packets with a random 
transmit time interval between 15 ms and 25 ms. 
The random generation is based upon a uniform 
distribution function. 

The sample size of each test case was 30,000 
packet transmissions which resulted in test durations 
of about 10 minutes.  

NOTE: With the chosen implementation a bit 
rate of 5.5 MBit/s was not adjustable. When this bit 
rate has been configured the WLAN system showed 
the same behaviour as for automatic bit rate control 
mode. Therefore, the bit rate 5.5 MBit/s is not 
considered here. 

3 CHARACTERISTIC 
PARAMETERS AND  
TEST SYSTEM 

The analysis of literature concerning the usage of 
characteristic parameters to describe and assess 
communication behaviour has shown that there are 
remarkable differences. Moreover, the definitions 
come mostly from the application field of Ethernet, 
Internet or telecommunication which does not fit to 
the application field of industrial automation (e.g. in 
(EN 61491, 1999), (EN 61209, 200)). 
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Figure 1: Definition of the transmission delay. 

That is why it was necessary to find appropriate 
definitions. The following characteristic parameters 
are proposed to assess wireless communication 
systems with respect to industrial automation 
applications: 

 Transmission time 

 Update time 

 Response time 

 Data throughput 

 Packet loss rate 

 Residual error rate 

 Activation time after energy saving mode 

 Energy requirements 

It has to be mentioned that it is not required nor 
recommended to use all parameters at the same time 
to characterise a communication solution for a 
certain application. The definitions of the listed 
characteristic parameters can be found in (VDI/VDE 
2185, 2007). 

In this paper we focus on the transmission time. 
It is related to event driven applications. For 
example when a work piece reaches a certain 
position in order to be machined or when a fluid 
reaches a defined level in a tank. In these cases it is 
of interest as to how long it takes to transfer the 
information from sensor to the control unit e.g. 
programmable control logic (PLC). The appropriate 
characteristic parameter of a communication system 
to assess its behaviour is the transmission time. 
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The definition of transmission time is based on a 
producer consumer model as shown in Figure 1. It is 
the time duration from the beginning of the handing 
over of the first user data byte of a packet at the 
communication interface in the test producer, up to 
the handing over of the last user data byte of the 
same packet at the communication interface at the 
test consumer. It may be necessary to transmit 
several telegrams between the communication 
modules e.g. for acknowledgment. Furthermore, 
network elements such as base stations may be 
involved in the communication producing additional 
delays. All these delays are covered by the 
transmission time. 

In order to assess the reliability the retry rate is 
analysed. It is defined as the number of WLAN 
packets that are necessary to transmit the content of 
one generated test packet. 

The system under test implements a widely used 
radio technology - Wireless LAN and its application 
interface is very common - Ethernet. Therefore, 
standard measurement equipment can be used to 
implement the above mentioned test methodology. 

Ethernet
Tester

Access Point
(Consumer)

Client
(Producer)

Ethernet Ethernet

Power
SplitterDynamic

Attenuation

Antenna Cabel
Power
Splitter56 dB

WLAN Packet
Analyser

3 dB 3 dB

20 dB  

Figure 2: Test architecture. 

The test architecture is shown in Figure 2. The 
devices under test (WLAN client and WLAN access 
point) are put into separate radio proof enclosures. 
The test boxes achieve an attenuation of 90 dB 
against the outer environment. The radio interfaces 
of access point and client are connected by an 
antenna cable. It is led via a power splitter and a 
dynamically changeable attenuator. This approach 
excludes interferences to the radio communication. 

The dynamic attenuation has been configured to 
a constant value of 57 dB. Together with the 
attenuation of splitter and antenna cable the total 
attenuation is 60 dB as specified for the test cases. 
Besides the relevance of this value for automation 
applications it has been shown that in this way the 
transmit signal is low enough to avoid an 

overmodulation and high enough to be unaltered. 
The second output of the power splitter is connected 
to another static attenuation of 56 dB in order to 
connect a WLAN packet analyser. A second power 
splitter is used in order to provide the signals to two 
channels of the WLAN packet analyser. This 
increases the reliability of the packet monitoring. 
The total attenuation between client and WLAN 
analyser is 62 dB. The total attenuation between 
access point and analyser is more than 133 dB. Thus 
the analyser captures only the packets transmitted by 
the client. 

The test packets are generated by an Ethernet 
tester which transfers the data to the WLAN client. 
As mentioned before the user data length is 64 
octets. The generated packets are compliant to 
PROFINET-IO telegrams. The advantage is the 
specific frame type and content which simplifies the 
identification of packets during analysis. 
The packets transferred by the WLAN client are 
monitored by WLAN analyser. If the packets are 
successfully received by the WLAN access point 
they are transferred to the Ethernet tester and are 
monitored there also. 

During analysis in a first step the user data 
packets are filtered out of the packets monitored by 
the WLAN analyser. Since every user data packet 
can be identified by a unique payload it can be found 
within the user data packets monitored by the 
WLAN analyser. If a user data packet is listed more 
than ones it means retries has been initiated by the 
WLAN client because of missing 
acknowledgements. This way the retry rate can be 
calculated. 

In addition a timestamp is included within the 
user data. With help of this timestamp the Ethernet 
tester is able to calculate the transmission time for 
every successfully received packet. 

4 TEST RESULTS 

4.1 Transmission Delay 

The measured transmission time consists of random 
and constant components (see also Rauchhaupt, L., 
Krätzig, M., 2008.). Examples for constant 
components are the frame spacing times or the 
signal propagation delay on the wireless medium. 
These components have the same values in every 
measurement of a sample. The random nature of the 
transmission time is being caused by latency of 
application interface and implementation, by the 
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technology variable, the number of packet retries 
and the time allocation for additional connections. 

Therefore, stochastic methods are required in 
order to analyse the measurement results. Statistic 
parameters such as mean value, median, standard 
deviation, 95%-percentile (p95), maximum and 
minimum value of a test case can be analysed.  
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Figure 3: Transmission time for first attempt and including 
all retries. 

In Figure 3 then mean value of the transmission 
time including all packets retries is depicted. 
Furthermore the maximum transmission time values 
out of all value which are received after the first 
attempt is shown as well as the maximum 
transmission time values of all successfully received 
packets. 
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Figure 4: Delay for transmissions without retries. 

The first result is that the maximum values for a 
certain bit rate are almost the same independent how 
often a packet is retransmitted. Since there is no 
contention on the medium it can be concluded that 
the maximum values of the transmission time are 
determined in the first line by the implementation 
including interfaces from and to Ethernet. 

The second result is that the value of the outliers 
increases dramatically for 54 Mbit/s, while the mean 
value is similar to all other bit rates. 
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Figure 5: Medium utilisation time at 6 Mbit/s. 
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Figure 6: Medium utilisation time at 54 Mbit/s. 

Since the influence of the number of 
retransmissions is not very significant in Figure 4 
only the mean values of the transmission time are 
depicted for those packets which are received at the 
first transmission attempt. 

The diagram shows that at low bit rates the 
differences between the neighbouring values are 
high. The differences become smaller with higher bit 
rates. However, from 12 Mbit/s on the increase of 
the mean values is very low. The reason for that 
behaviour is the time for a packet on the medium. 

Figure 5and Figure 6 show the signal power level 
of a WLAN data packet and an acknowledge frame 
during transmission on the medium. It can be seen 
that the increase of the bit rate by 9 (from 6 Mbit/s 
to 54 Mbit/s) causes only a decrease of the medium 
utilisation time by about 1.3 (from 240 µs to 190 
µs). The reason is that because of the backward 
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compatibility of the WLAN standard parts of a 
packet are transferred with 1 Mbit/s or 2 Mbit/s. 
With 64 octets user data only this aspect has 
remarkable influence on the transmission time. 
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Figure 7: Media utilization time for different bit rates. 

Figure 7 illustrates the medium utilisation time 
over the bit rate. As shown in Figure 5and Figure 6 
the medium utilisation time is defined as time 
duration from the beginning of a data packet 
transmission up to the end of the related 
acknowledgement. Retransmissions are not 
considered. The curves in Figure 4 and Figure 7 
show a similar characteristic. This underlines the 
influence of the medium utilisation time on the 
transmission time.  

In addition the curves in Figure 7 indicate also 
another effect. The WLAN standard IEEE 802.11 
specifies different coding and modulation schemes 
as listed in Table 1. 

Table 1: Overview of the transmission method and 
modulation for each data rate. 

Data rate Method Modulation 

1 MBit/s DSSS DBPSK 

2 MBit/s DSSS DQPSK 

5.5 MBit/s DSSS DQPSK 

6 MBit/s OFDM BPSK 

9 MBit/s OFDM BPSK 

11 MBit/s DSSS DQPSK 

12 MBit/s OFDM QPSK 

18 MBit/s OFDM QPSK 

24 MBit/s OFDM 16 QAM 

36 MBit/s OFDM 16 QAM 

48 MBit/s OFDM 64 QAM 

54 MBit/s OFDM 64 QAM 

Theses schemes are related to the configurable 
bit rates. In particular the coding scheme Direct 
Sequence Spread Spectrum (DSSS) and Orthogonal 
Frequency Division Multiplex (OFDM) have 
different impacts on the medium utilisation time. 

Therefore, the curves are separated for theses coding 
schemes in Figure 3, Figure 4 and Figure 7. 

4.2 Number of Retransmissions 

The bar chart in Figure 8 depicts the number of 
packet transmissions needed for a correct reception 
by the access point. A logarithmic scale is chosen 
for the number of transmissions in order to see the 
small number of retransmissions. The interesting 
fact of this picture is that while using bit rates 
related to DSSS coding the maximum number of 
retransmission is one. Obviously this coding scheme 
is more robust than OFDM. 
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Figure 8: Number of packet retransmissions over bit rate. 

For all bit rates related to DSSS the entire 
number one retransmission is about ten. In test cases 
with bit rates related to OFDM coding a number of 
packet transmissions with at least two 
retransmissions can be noticed. Especially for higher 
bit rates also up to four retransmissions can be seen.  

The diagram in Figure 9 illustrates the total 
number of PROFINET-IO packet transmissions sent 
by the WLAN client via the medium. This means the 
transmission of all data packets including all 
retransmissions. Figure 9 shows almost constant 
values for DSSS bit rates. They are concentrated 
next to the lower limit of 30000 packets. The OFDM 
bit rates do not have such a constant behaviour. 
However, for low OFDM bit rates only little 
differences exist. At higher bit rates the number of 
packet transmission increases. Especially for 54 
Mbit/s the number of required transmission is 
remarkable high. For this bit rate 31000 WLAN 
packets are required to transmit 30000 Ethernet 
packets. This results in a retry overhead of about 3.3 
percent. 

IMPACT OF DIFFERENT BIT RATES ON PERFORMANCE CHARACTERISTICS OF INDUSTRIAL WLAN
SOLUTIONS

391



 

 

29800

30000

30200

30400

30600

30800

31000

31200

0 10 20 30 40 50 60

Bit rate [MBit/s]

S
u

m
 o

f 
tr

a
n

s
m

it
te

d
 p

a
c

k
e

ts

OFDM

DSSS

 

Figure 9: Total number of packet transmissions. 

4.3 Loss Probability 

Based on the discussion of retransmissions the loss 
probability shall be determined. Out of the results 
shown in Figure 8 a geometric distribution is 
assumed. The geometric distribution deals with the 
number of independent trials required for a single 
success. A famous example of this distribution is 
tossing a coin until it lands on heads. 

The formula given in equation 1 describes the 
expectation value E(X) of required transmissions for 
each bit rate. Whereas N is the sample size, i is the 
indicator of the transmission attempt and ki is the 
frequency of an attempt within a test case. 

( ) ik
N

XE
n

i
i ⋅⋅= ∑

=1

1
 (1)

N in formula 1 has not been calculated as shown in 
equation 2 since the sample size is well known for 
the test cases. 

∑
=

=
n

i
ikN

1

 (2)

The estimation of the success probability p of a 
packet transmission is equivalent to the reciprocal of 
the expectation value E(X) of required transmissions 
(Formula 3). 

( )XE
p

1
ˆ =  (3)

With the well-known equation 4 it is easy to get the 
loss probability out of the success probability. 

pq ˆ1ˆ −=  (4)

Figure 10 illustrates the loss probability for 
different bit rates, which has been calculated with 
the last-mentioned equations. In this picture we 
differentiate again between DSSS and OFDM 

method. The diagram is similar to the one of Figure 
9. The only difference is the normalised ordinate. 
Additionally, the figure presents low loss 
probabilities for DSSS bit rates. On the other hand 
values for OFDM bit rates are essentially higher. 
However, for a wide range the values are almost 
constant. Furthermore, the abovementioned extreme 
value at 54 MBit/s exists also in this figure. In 
summary the diagram underlines the results 
concerning the robustness of DSSS coding scheme. 
OFDM bit rates are not recommended with respect 
to a robust communication. 
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Figure 10: Loss probability for different data rates. 

5 COST FUNCTION 

In order to consider all the above mentioned aspects 
for the assessment of a wireless system a cost 
function has been developed. It is a trade of between 
(a high) transmission time and (a low) loss 
probability. Therefore the values of the transmission 
time measured in section 4.1 and the loss probability 
values calculated in section 4.3 are used. For further 
discussions the cost function shall depend on the bit 
rate. In addition the values should not have a 
dimension unit.  

Therefore, the mean values of the transmission 
time for packets without retransmissions are used. 
Thus the influence of retransmissions on the time 
behaviour is avoided. In order to get values free of 
dimension units the transmission time values are put 
in a ratio to the shortest transmission time mean 
value. This value belongs to a bit rate of 54 MBit/s. 
Thus the value of bit rate 54 MBit/s is assigned to 
the ratio of one in the cost function. All other bit 
rates have values greater than one. The ratio for 1 
MBit/s is the highest and is almost three times 
greater than for the reference bit rate.  

The second part of the cost function is the loss 
probability. It is multiplied by the transmission time 
ratio. The complete formula is given in equation 5. 
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( )1 ˆ( ) ( )
(54 / )1
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The cost for different bit rates is illustrated in the 
diagram of Figure 11. 
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Figure 11: Cost function of WLAN packet transmissions. 

The diagram shows a general trend. The cost 
values increase with higher bit rates. This means 
better communication behaviour can be expected 
with lower bit rates. 

Taking a deeper look to the cost function the 
minimum is visible at 11 MBit/s. As in the figures 
before this diagram also offers the maximum at 
54 MBit/s.  

Bit rates lower than 24 MBit/s are almost in the 
same range of values. However, there is no constant 
increasing of cost values with higher bit rates. At bit 
rates greater or equal than 24 MBit/s the trend of the 
cost function rises noticeably. 

6 CONCLUSIONS 

The focus of this paper was the investigation of the 
influence of bit rates on the reliability and 
performance of WLAN systems with respect to 
industrial automation applications. Thus the test 
setup and the values of the influencing parameters 
reflect the communication requirements of this 
application field.  

A first result of the measurements is the 
confirmation of the generally way of thinking. 
Higher bit rates cause shorter transmission time 
values. On the contrary lower bit rates cause less 
packet retransmissions. However, in the context of 
industrial automation a more detailed look at the 
results is necessary. 

Thus there is an important finding, that there are 
differences between the coding schemes DSSS and 
OFDM. Obviously DSSS shows a more robust 

behaviour than OFDM. DSSS is included in IEEE 
802.11 b. In contrast IEEE 802.11 g uses OFDM in 
favour. However, in order to be compatible with 
IEEE 802.11 b devices IEEE 802.11 g also supports 
bit rates using DSSS. With this background the user 
can choose DSSS for more reliable connections or 
OFDM for faster transmissions. 

Another result is that the maximum values of the 
transmission time are more influenced by the 
implementation than by the number of 
retransmissions. Thus optimisation potential of the 
WLAN implementation can be detected using the 
presented test approach. In fact there are remarkable 
differences between industrial WLAN solutions as 
investigated by the authors in other tests projects. 

However, also the retransmissions play an 
important role when a congested medium is taken 
into account what was excluded in the given 
investigations. 

Therefore a cost function was introduced that 
opens the possibility to consider transmission time 
and required retransmissions for a successful 
communication. It can help to find the appropriate 
trade-off between a fast and a reliable wireless 
connection. As shown in Figure 11 a transmission 
with 11 MBit/s has the lowest cost value and is 
therewith the best trade-off with respect to 
considered application field. Also other bit rates of 
the IEEE 802.11 b specification, which uses DSSS 
and the corresponding modulations, showed an 
appropriate behaviour. The worst behaviour offer 
transmissions with 54 MBit/s. This fact disagrees 
with the popular opinion that a high bit rate is the 
best solution real-time automation applications. In 
addition the investigations show that even the 
medium utilisation with 54 Mbit/s is the highest 
because of the retransmissions. This is an important 
outcome with respect to the required efficient 
spectrum use in order to support coexistence 
between wireless systems. 

Other interesting points of the explained 
measurements are the lower costs of 12 Mbit/s and 
18 MBit/s in comparison to 6 Mbit/s and 9 Mbit/s. 
The rates of 24 Mbit/s and 36 MBit/s are also 
acceptable. 

As a conclusion the best bit rates for industrial 
automation applications are the ones of the IEEE 
802.11 b specification. With the focus on fast 
transmissions bit rates between 12 Mbit/s and 36 
MBit/s could be chosen. The bit rates 6 Mbit/s, 9 
Mbit/s, 48 Mbit/s and 54 MBit/s should be avoided. 

 

IMPACT OF DIFFERENT BIT RATES ON PERFORMANCE CHARACTERISTICS OF INDUSTRIAL WLAN
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Abstract: This paper presents a new learning approach for autonomous robots. Our system will learn simultaneously the
perception – the set of states relevant to the task – and the action to execute on each state for the task-robot-
environment triad. The objective is to solve two problems that are found when learning new tasks with robots:
interpretability of the learning process and number of parameters; and the complex design of the state space.
The former was solved using a new reinforcement learning algorithm that tries to maximize the time before
failure in order to obtain a control policy suitable to the desired behavior. The state representation will be
created dynamically, starting with an empty state space and adding new states as the robot finds them, this
makes unnecessary the creation of a predefined state representation, which is a tedious task.

1 INTRODUCTION

Robots must be able to adapt its behaviour to changes
in the environment if we want them operating in real
scenarios, dynamic environments or human’s com-
mon workplaces. Because of this in this paper we de-
scribe a model free learning algorithm, able to adapt
the behaviour of the robot to new situations and that
not relies on any predefined knowledge. Our system
will learn simultaneously how to translate the percep-
tions of the robot into a finite state space and the ac-
tions to perform at each state to achieve a desired be-
haviour. We are not aware of any other publications
with the same objectives.

Perception
learning

Action
learning

stateaction

Environment

perception

reinforcement

SOM
ART
LVQ

Q-learning
Eligibility traces
Genetic algorithm

{

{
Figure 1: General schema of our proposal with the two
modules for perception learning and action learning.

We propose the combination of reinforcement

learning (Sutton and Barto, 1998) to learn the actions
and a Fuzzy ART network (Carpenter et al., 1991) to
learn the states (Fig. 1). Our system will not only
learn the actions to execute on each state but also it
will learn to classify the situations the robot finds dur-
ing its operation. Our reinforcement learning based
algorithm will be simpler and easier to interpret than
other approaches, and the dynamic representation of
states will create the state space from an empty set of
states. This eliminates the burden of creating an ad-
hoc representation for each task. Thanks to this com-
bination of reinforcement learning and Fuzzy ART we
will achieve a technique able to learn on-line, adapt-
ing the behaviour of the robot to the changes that may
occur in the environment or in the robot itself.

2 ACTION LEARNING

Sutton and Barto developed reinforcement learning as
a machine learning paradigm that determines how an
agent ought to take actions in an environment so as
to maximise some notion of long-term reward (Sutton
and Barto, 1998).

Reinforcement learning is a very interesting strat-
egy, since all the robot needs for learning a behaviour
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is a reinforcement function which tells the robot how
good or bad it has performed, but nothing about the
set of actions it should have carried out. Through
a stochastically exploration of the environment, the
robot must find a control policy – the action to be ex-
ecuted on each state – which maximises the expected
total reinforcement it will receive:

E[
∞

∑
t=0

γ
trt ] (1)

where rt is the reinforcement received at time t, and
γ∈ [0,1] is a discount factor which adjusts the relative
significance of long-term versus short-term rewards.

Q-learning (Watkins, 1989) is one of the most
popular reinforcement learning algorithms, although
it might be slow when rewards occur infrequently.
What is termed Eligibility Traces (Watkins, 1989) ex-
pedite the learning by adding more memory into the
system. One problem of this algorithms is their de-
pendence of the parameters used, that usually need to
be set after a trial an error process.

In this work we present a new learning algorithm
based on reinforcement. Our algorithm will provide a
prediction of how long the robot will be able to move
before it makes a mistake. This raises clear and read-
able systems where it is easy to detect, for example,
when the learning is not evolving properly: basically a
high discrepancy between the time before failure pre-
dicted and what is actually observed on the real robot.
Another advantage of our learning proposal is that it is
almost parameterless, so it minimises the adjustments
needed when the robot operates in a different environ-
ment or performs a different task. The only parameter
needed is a learning rate which is not only easy to set,
but it is often the same value, regardless of the task to
be learnt.

Since we wish to use the experience of each state
transition to improve the robot control policy in real
time, we shall apply Q-learning, but redefining the
utility function of states and actions. Q(s,a) will be
the expected time interval before a robot failure when
the robot starts moving in s, performs action a, and
follows the best possible control policy thereafter:

Q(s,a) = E[−e(−T b f (s0=s,a0=a)/50T )], (2)

where T b f (s0,a0) represents the expected time
interval (in seconds) before the robot does some-
thing wrong, when it executes a in s, and then fol-
lows the best possible control policy. T is the con-
trol period of the robot (expressed in seconds). The
term −e−T b f/50T in Eq. 2 is a continuous func-
tion that takes values in the interval [−1,0], and
varies smoothly as the expected time before failure
increases.

Since Q(s,a) and T b f (s,a) are not known, we
can only refer to their current estimations Qt(s,a) and
T b ft(s,a):

T b ft(s,a) =−50∗T ∗Ln(−Qt(s,a)), (3)

The definition of Q(s,a), T b f , and the best possi-
ble control policy, determine the relationship between
the Q-values corresponding to consecutive states:

T b ft(st ,at)=

{
T if rt < 0
T +maxa{T b ft(st+1,a)} otherwise

(4)
rt is the reinforcement the robot receives when it

executes action at in state st . If we combine Eq. 3 and
Eq. 4, it is true to say:

Qt+1(s,a) =
{
−e−1/50 if rt < 0
Qt(st ,at)+δ otherwise

(5)

where,

δ = β(e
−1
50 ∗maxaQt(st+1,a)−Qt(st ,at)). (6)

β ∈ [0,1] is a learning rate, and it is the only pa-
rameter whose value has to be set by the user.

3 PERCEPTION LEARNING

In reinforcement learning the state space definition is
a key factor to achieve good learning times. The state
space must be fine enough to distinguish the different
situations the robot might find, but at the same time it
must have a reduced size to avoid the curse of dimen-
sionality.

The design of the state space is a delicate task,
and it is dependent on the problem the robot has to
solve. We propose a dynamic creation of the state
space as the robot explores the environment (Fig. 1).
For this task we have chosen to use a Fuzzy ART ar-
tificial neural network (Carpenter et al., 1991). This
kind of networks are able to perform an unsupervised
online classification of the input patterns without any
previous knowledge.

Of the three parametres that are involved in the
Fuzzy ART algorithm α,β and ρ – usually called vig-
ilance parameter – the most important is ρ. α and β

are almost independent of the task to solve, but the
value of ρ will influence the number of states created.
If it is too high the Fuzzy ART will create too many
classes. If ρ is too low the state representation will be
too coarse and the system will suffer from perceptual
aliasing, resulting in an increase of the learning time
or impossibility to achieve convergence.

Due to space restrictions we can’t provide more
details of the Fuzzy ART here. Nevertheless further
information can be found in (Carpenter et al., 1991).
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4 EXPERIMENTAL RESULTS

The two systems showed in Fig. 1 complement each
other to find a solution to the learning problem. We
will perform several experiments:

a) Evaluate the performance of our learning algo-
rithm described in 2. To do this without the influ-
ence of the Fuzzy ART network we used a set of two-
layered SOM networks to translate the large number
of different situations that the ultrasound sensors may
detect, into a finite set of 220 neurones – states (Igle-
sias et al., 1998).

b) Evaluate the performance of the Fuzzy ART
network creating a state space from scratch, using
both normalised and not normalised inputs using
complement coding (CC) (Carpenter et al., 1991).

We applied our proposal to teach a mobile robot
two different tasks: a wall following task; and a door
traversal task. The inputs for the Fuzzy ART net-
work will be the inverted readings provided by a laser
rangefinder. We reduced the dimensionality to 8 sec-
tors of laser readings 22.5owide, using the lowest
measure as representative of each sector.

The parameters of the learning algorithms used
during the learning were: β = 0.288282,γ = 0.9,λ =
0.869965. The parameters of the Fuzzy ART were:
α = 0.00001,β = 0.0025.

4.1 Wall Following

As said before we will use a static state representation
to test the learning algorithms. In order to train the
SOM neural networks we used a set of sensor read-
ings collected when the robot was moved close to a
wall (Iglesias et al., 1998). For comparison purposes
we tested our learning approach against three classical
algorithms: Q-learning and two different implemen-
tation of eligibility traces: Watkins’ Q(λ) (Watkins,
1989) and what is called Naive Q(λ) (Sutton and
Barto, 1998). The results obtained after the execution
of 15 experiments for each algorithm can be seen in
Table 1. The classical learning algorithms performed
as expected. Our proposal based on learning the time
before failure performed as good as Naive Q(λ). The
main advantage of our learning algorithm is to have a
more interpretable and simple algorithm, with almost
no cost on the learning time.

The next step in the experimentation was to com-
bine the Fuzzy ART with the learning algorithm.
Considering the previous results, we chose to test the
combination of the Naive Q(λ) algorithm and Fuzzy
ART. In Fig. 2(a) we can see the variations in the
average learning time and std. deviation with differ-
ent values of the vigilance parameter – ρ . From this

Table 1: Results of the learning of a wall following task
with a predefined SOM network (Iglesias et al., 1998).

Algorithm Learning time Std. deviation
Q-learning 00:29:37 00:13:59

Watkins’s Q(λ) 00:21:35 00:12:32
Naive Q(λ) 00:17:21 00:08:21

Our proposal 00:16:39 00:08:14
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Figure 2: Results of the wall following task with Naive Q(λ)
and Fuzzy ART network without (a) and with (b) comple-
ment coding.

results we can extract that the valid range – learning
times lower than 1 hour – for the vigilance is approx-
imately [0.900, 0.950] and that the best values are
around 0.9125. Fig. 2(b) shows the results of the ex-
periments if the inputs of the Fuzzy ART are codified
in complement coding. We can see that the use of
complement coding does not reduce significantly the
learning time achieved by the optimal vigilance value,
but it does improve the learning times if the vigilance
parameter is not the optimal.

The best value for the vigilance parameter found
in this experiments – 0.9125 – can serve as a good
starting point for the use of the Fuzzy ART in other
tasks. This value will be used to learn other tasks.
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Figure 3: Experimental scenario for the door traversal task.
The initial positions of the robot were within the shaded
area.

Table 2: Results of the learning of a door traversal task with
Naive Q(λ) and Fuzzy ART.

Average Average Average
Vigilance Beams CC learning time deviation states

SOM 8 01:36:53 00:57:55 221

0.9125
8

No NA NA 63.22
Yes 01:37:12 01:00:55 94.87

181
No 01:57:48 01:05:31 134.33
Yes 00:39:56 00:23:20 82.87

4.2 Door Traversal

The door traversal task (Nehmzow et al., 2006) was
learnt in the experimental scenario shown in Fig. 3.
First we tested the system using the same SOM neural
network that was used to learn the wall following task.
The robot achieves a good control policy after a learn-
ing time of 01:36:53 with high variability – 00:57:55.
Using our system the results are equivalent if comple-
ment coded is used, without complement coding the
system is unable to learn in reasonable time (Table 2).

With the first experiments we found out that if
we use the same input as in the wall following task
the door was not visible from several positions. To
have a better perception of the door we decided to
use all 181 laser readings. This improves the times
significantly, the average learning time is reduced to
00:39:56 and the std. deviation lowers to 00:23:20.
As can be seen in Table 2, the dynamic representation
scales very well with the increase in the dimensional-
ity. Complement coding is the appropriate choice for
the Fuzzy ART inputs.

5 CONCLUSIONS

Through reinforcement learning the robot is able to
learn on its own – through trial an error interactions
with the environment – using only the feedback pro-
vided by a very simple reinforcement function. The
learning algorithm developed in this paper represents

a simpler and more interpretable solution to the learn-
ing problem. The algorithm requires less parame-
ters and its meaning is more straightforward – the ex-
pected time before the robot commits an error.

But one of the main problems of applying rein-
forcement learning in robotics is the state space def-
inition. In this paper we showed how we can use
a Fuzzy ART neural network to dynamically create
the state space while the reinforcement learning algo-
rithm learns the actions to execute on each state.

The use of a dynamic representation of states does
not suppose an increase in the learning time, in fact it
reduces the learning time in comparison to the use of
a predefined and static state representation if a good
vigilance value is chosen. We also proved that this
dynamic state representation scales well with size of
inputs. But the main advantage of this approach is
that there is no need to create an ad-hoc state repre-
sentation for the task. Creating a predefined state rep-
resentation requires gathering a training and test data
set, training the network and validating the network.
This must be repeated until we obtain a good network
for our purpose.

Our proposal was used to solve two different and
common tasks in mobile robotics: wall following and
door traversal. The experimental results confirm that
our proposal is valid.
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Abstract: One of the most important topics in multirobot formations ishow to maintain the initial formations while the
robots are moving or navigating through the environment. This paper presents a new approach based on the
cooperation among a team of heterogeneous robots for the maintenance of multirobot formations. The robots
must cooperate among them in order to get that all the robots,despite their sensory power, can maintain the
formation while they are moving. To get that, the robots onlyhave available the communication among them
and their own odometry information. One of the robots, the conductor, is in charge to drive the formation and
the rest of robots must follow it maintaining the formation.To do that, the use of “virtual points” and Bezier
curves are introduced.

1 INTRODUCTION

A considerable amount of research has been focused
on the problem of coordinated motion and cooper-
ative control of multiple autonomous robots. Re-
searchers have been trying to understand how a group
of moving robots can perform collective tasks. In fact,
this is one of the most popular fields of study in multi-
robot systems in the last years, with some applications
that are well understood including multirobot path
planning (Yamashita et al., 2000), formation genera-
tion (Arai et al., 1989), and formation keeping (Balch
and Arkin, 1998).

Coordination among a group of robots can be very
useful for many applications. One of the most impor-
tant tasks is, in motion coordination, how to move a
team of robots in an ordered way, such as maintaining
a predefined formation. One of the first approxima-
tions to multirobot formations is the leader-follower
approach (Das et al., 2002; Liu et al., 2005) where
one robot is selected as the leader and must be fol-
lowed by the rest of robots.

In this field, two works (Chiem and Cervera, 2004;
Renaud et al., 2004) were developed at the Robotic
Intelligence Lab in Castellón. These works were use-
ful as the basis for the work explained in this paper.

The application described in this paper is a contin-
uation of the previous ones but extended to multiple
types of formations by using virtual points. The main
idea is to make it feasible for a heterogeneous team of

four robots to navigate through an environment in
such a way that the robots with sensory power help
the robots without it, that is, cooperating among them.

The control for the maintenance of the formation
is performed using a decentralized process, where
each follower robot decides which movements must
be performed in order to follow the movements of the
conductor robot, which is specialized in navigation
because it is using a laser range-finder and is ahead
in the formation. Its actual position while it is mov-
ing is sent to every follower robot. When receiving
the position, each follower robot calculates the virtual
point that it must follow. This virtual point consists of
a displacement in the position of the conductor robot
that allows it to create different formations, not only
the leader-follower line formation.

Once the virtual point is calculated, the follower
robot computes the trajectory it must follow in order
to arrive from the current position to the estimated
conductor robot relative position. For the calculation
of this trajectory, Bezier curves are considered, as in
(Chiem and Cervera, 2004; Renaud et al., 2004).

2 MAINTENANCE OF THE
FORMATION

In this section it is described how a formation can be
maintained while the robots are moving in the envi-
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ronment. The formation is composed of a maximum
of four robots, where one of them, the conductor, is
equipped with a laser range-finder that allows it to
navigate in buildings and follow a path determined
from the map of the building, the goal point, and the
obstacles. The rest of robots have limited visibility,
that is, they only know their actual position.

Each robot determines its position in order to
maintain the formation with respect to the leader or
a displacement of the position of the leader, with a
“virtual” point. Also, they use a relative frame of ref-
erence, that is, they do not use an absolute positioning
system, only the robot with the laser uses an absolute
system in relation with the map that it uses to nav-
igate. And in relation with the communication capa-
bilities, the robots can share local and global informa-
tion to compensate for their limited visibility, in fact,
the global information shared among the robots is the
actual position of the robot with the laser, and the lo-
cal information is the actual position of each robot.

In the formation, the position of the robot follow-
ers can be controlled by the position of the conductor
if all the robots are arranged in a line formation. In
other cases, when the followers are positioned to the
right or left of the conductor, virtual points are added
to the system, as explained in (Chiem and Cervera,
2004). These virtual points are calculated by apply-
ing a displacement in the conductor position to the
left or to the right, depending on the desired forma-
tion. The followers, in this case, instead of following
the conductor must follow these virtual points. This
arrangement is shown in Figure 1.

In the approach here proposed to achieve the
maintenance of the formation, it is desired that robots
could perform the task using only the odometry in
conjunction with communication to estimate the po-
sition of the conductor with respect to each follower.
The conductor, by means of the localization task is

Figure 1: Formation using virtual points as reference for
followers.

Figure 2: Calculation of the local position of the conductor.

always correctly localized in the map, and it is as-
sumed that it will follow a predefined trajectory, with
a constant, known linear velocity. In order for another
robot to follow the conductor, the linear and angular
velocities need to be computed at each time step. It
must be noted that the linear velocity of the follower
robots is not constant, due to the different radius of
their respective trajectories or because their position
may be relatively further back or further forward in
the formation.

In order to calculate the linear and angular veloc-
ities that allow the followers to move following the
movement of the conductor and maintaining the for-
mation, it is necessary to construct the corresponding
Bezier curve that defines the trajectory to be followed
by the robot. To compute the Bezier curve two posi-
tions are needed, the current position of the follower
and the current position of the conductor in relation to
the follower.

The conductor, at each step sends its own posi-
tion to the followers. The conductor is always local-
ized in the map by means of the localization task, so,
when it requires information about its position, this is
done with the coordinates of the map. The followers
are not localized on the map, so the only information
they have available is their position on their own lo-
cal system which is determined by the origin that is
fixed by their initial position. So, the conductor must
transform their global position into a position in its
local system. In Figure 2, the necessary relationships
to transform the global position into a local position
can be seen.

From the figure, it can be deducted that to calcu-
late the position in the local system it is necessary to
know the origin of the trajectory in the global system
and the actual position of the robot in the global sys-
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tem.
OcTC =

(OTOc
)−1 ·O TC (1)

whereOcTC is the actual position of the conductor
in the local system,OTOc is the origin of the trajectory
in the global system, andOTC is the actual position
of the conductor in the global system. This last posi-
tion is updated continuously by the localization task
so that the robot have always its current position on
the map.

The conductor sends its current position calcu-
lated in this way to each follower. When the follow-
ers receive the position of the conductor, they need to
calculate the position of the conductor in relation to
themselves in order to use that information to generate
the Bezier curve necessary to calculate the velocities
which allow them to move maintaining the formation.

Each follower knows its original displacement in
the formation. This information in conjunction with
the current position of the follower and the current po-
sition of the conductor allows the robots to calculate
the relative position of the conductor in relation with
the follower. In Figure 3, the necessary relationships
to compute the conductor position are shown.

In this case, from the figure, the following equa-
tion to calculate the conductor position in relation
with the followerFTC can be obtained,

FTC =
(O f TF

)−1 ·O f TOc ·OcTC (2)

whereO f TF is the position of the follower in its
local system,O f TOc is the position of the origin of the
conductor’s trajectory in relation to the origin of the
follower’s trajectory. This value is indicated by the
displacements assigned to the position of each robot

Figure 3: Calculation of the conductor’s position in relation
to the followers.

in the creation of the formation. And finally,OcTC is
the position of the conductor in its local system. This
is the position that the conductor sends every step to
the followers.

Once this position is calculated, it is possible to
compute the Bezier curve between the current posi-
tion of the follower and the position calculated for the
conductor. It is at this moment when the virtual points
are calculated, if applicable, applying the following
formulas,

x= x− sin(δ) ·dy
y= y+ cos(δ) ·dy

(3)

where(x,y,δ) is the position of the conductor in
relation to the follower, anddy is the displacement in
they axis to be applied. This generates a new point,
the virtual point, which will be used to compute the
Bezier curve that drives the movement of the follower.

From the Bezier curve computed, the linear and
angular velocities can be obtained. The angular veloc-
ity can be computed from the curvature of the curve,
and the linear velocity is computed in order to main-
tain the distance from the conductor, applying a gain
factor proportional to the current distance from the
conductor robot. If the robots is nearer than a pre-
defined distance in the formation, it will move slower,
and if the robot is further than the predefined distance,
it will move faster.

3 TESTING AND RESULTS

The approach presented in this paper has been
tested simulating a team of robots consisting of
four Pioneer-2 mobile robots with different features
mounted on them, constituting therefore a heteroge-
neous group. In particular, only one robot is equipped
with a laser range-finder sensor and the rest of robots
do not have any type of exteroceptive sensors.

The formation control is developed in Acromovi
(Nebot and Cervera, 2005), a framework specially de-
signed for the development of distributed applications
for a team of heterogeneous mobile robots. The soft-
ware architecture gives us the ease of development of
cooperative tasks among robots, using an agent-based
platform.

In Figure 4, some examples executed for different
formations shapes are presented together with the for-
mation in which the robots are organized. Formations
from two robots up to four robots can be used.

As it can be seen, the odometry-based approach
is suitable for the development of applications using
multirobot formations. From the examples, it can be
infered that the behaviour of the robots is as desired,

GEOMETRIC FORMATIONS FOR A TEAM OF MOBILE ROBOTS - Odometric-based Maintenance Method for
Heterogeneous Teams of Robots
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Figure 4: Results in simulation for formations with different number of robots.

and all the follower can follow the movements of the
conductor by the utilization of virtual points.

4 CONCLUSIONS

The paper describes a new method for a team of het-
erogenous robots to navigate maintaining any type of
formation by the introduction of “virtual points”. In
this application, the robots without sensory power get
support for the navigation from the robot with nav-
igation and localization facilities. In this way, all
the robots are able to follow a predefined path get-
ting help from others if necessary, that is, cooperating
among them.

Results in simulation have demonstrated that the
presented approach, where robots maintain the forma-
tion only using communication and odometry, is suit-
able for getting the maintenance of formations with
any number of robots.
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Abstract: The priority selecting problem for multi-robots deals with the determination of the relative importance of 
multi-robots with the limited capability in speed and acceleration in order that the robots should arrive in the 
minimum time without any collision. Unlike the case of a single robot, the arrival time of multi-robots 
depends on the delayed action for collision-avoidance. The delayed action time to avoid collision varies 
according to the priority order of the robots. This means that faster motion completion can be achieved by 
altering the distribution of the priority. However, the priority decision which provides the collision-free 
optimum operation of multi-robots cannot be solved mathematically. It is because the collision avoidance 
process among robots is closely linked mutually. Therefore in this paper, based on (M,D) network model, in 
considering the priority decision, how to reduce the complexity of priority decision is suggested by selecting 
the robots which have influence on operating performance of total robots. Conclusively, the effectiveness of 
the proposed approach is confirmed through simulation.            

1 INTRODUCTION 

Multi-robot motion planning is one of the essential 
research fields in robotics and has been studied for 
the last several decades. Multi-robot motion 
planning, however, is still a challenging field of 
research, having some technical difficulties in 
resolving conflict among agents. Especially, the 
centralized approaches to multi-robot motion 
planning have been faced with problems such as the 
curse of dimensionality, complexity, computational 
difficulty, and NP-hard problem (Canny, 1988) 
(Akella and Hutchinson, 2002). These problems are 
due to the fact that one system alone takes up the 
whole burden for planning motions of all agents 
interactively.  

To overcome these problems in the approach, 
some researcher presented computational approach 
based on the systematic tools. The multi-robot 
motion planning problem is converted to a job 
scheduling problem or a constraint satisfaction 
problem (Barberl, et. al., 2001) (Chen, et. al., 2001). 
The converted problem is solved by project 
management tools or priority based tools. We 
proposed the extended collision map method which 
enables more than three robots to proceed with the 
collision-free operation according to the priority by 
going on the collision avoidance process one after 

another from the highest priority robot (Ji, et. al., 
2007).  

Unlike the case of a single robot, the arrival time 
of multi-robots depends on the delayed action for 
collision-avoidance. The delayed action time to 
avoid collision varies according to the priority order 
of the robots. This means that faster motion 
completion can be achieved by altering the 
distribution of the priority. Therefore, this priority 
order is a very important design factor of multi-robot 
system. But a few researches have attempted to the 
problem. Moreover, the researches were based on 
the static path information of robots without 
considering their mobility (Bennewiz, et. al., 2001). 
So, the type of approaches failed to give a 
reasonable solution to the priority selection problem 
when they were applied to a number of robots.  

Therefore, in this paper, we suggest the way how 
to select the priority order for collision-free multi-
robot operation considering static path information 
and dynamic mobility of multi-robots. For the 
purpose of our aim, analysis on characteristics of 
collision among agents is needed. Thus, in this paper, 
we use (M,D) network model based upon collision 
features which can express not only the complicated 
mutual interference among more than two robots but 
also help us design the collision-free operation of 
multi-robots and figure out the operating completion 
time of robots (Ji, et. al., 2009). And in this paper, 
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based on (M,D) network model, in considering the 
priority decision, how to reduce the complexity of 
priority decision is suggested by selecting the robots 
which have influence on operating performance of 
total robots.  

The remainder of the paper is organized as 
follows: Section 2 briefly describes multi-robots. 
Section 3 defines our priority selection problem in a 
mathematical form and Section 4 presents the 
concept of the key technique of this paper. Section 5 
provides an implementation for a number of robots 
in order to verify the effectiveness of the proposed 
approach and finally this paper is concluded in 
Section 6. 

2 MULTI-ROBOT SYSTEM  

2.1 Assumptions 

To reduce complexity of multi-robot motion 
planning, the extended collision map method applies 
several concepts as follows: 

[Global Off-Line Path Planner] 
Global off-line path planner (Central planner) can 
give the safe paths to all robots. In this paper, ‘safe 
path’ is the meaning that no robot will not crossover 
any other robot’s starting point or destination if it 
keeping on its own safe path. Therefore there can be 
intersection points among robots’ paths.  

[Agent Model] 
Robots in robotics can have either car-like or 
human-like shapes. Computation load can be 
reduced by using a simple model of a robot, so we 
model an agent as a circle. It is expressed by radius r 
and a center point in Eq.(1). 
 

)](),([)( tptptp yx  (1)
 

A radius of a robot is defined as an extended 
value of real shape considering the robot path’s 
radius of curve and maximum path deviation error 
for stability. In real applications, there are sensor 
noise and jittering in sampling control interval. And 
there are effect on motion accuracy of slip and slope.  

[Motion Characteristics of Agent] 
An agent has physical constraints-velocity and 
acceleration limitation denoted by Eq. (2). 
 

maxmax |)(|,|)(| atpvtp    (2)

A robot was assumed to always move in full 
speed within physical constraints and have a 

trapezoid model of the velocity profile. This 
assumption simplifies motion planning, because the 
central planner only has to consider the speed down 
for collision avoidance. All of the collision-free 
strategies in extended collision map are based on 
this assumption.  

2.2 Collision-model 

We suggested the collision model which express 
collision relations and predict possibility of 
collisions among the robots (Ji, et. al., 2009). And 
all of the robot’s minimum delayed departure time 
for collision-free navigation can be extracted from 
the model. The elements of collision model are 
defined in Table 1.  

Table 1: Elements of collision model. 

Symbols Meaning 

V Node space(V) = { 1, …, N}.  
This is a set of agent identified numbers. 

E Link space(E) = { (i, j, k) ∈ V2  x  N  | i ∈ 
P+

j , k=1,…, k(i,j) }.  
This is a set of collision regions among 
agents. 
P+

j is explained in priority order space, and 
the links go from the agent with higher 
priority to the other agent.  
k(i,j) is the number of collision regions 
between agent j and agent i . So some agent 
can have more than two links with other 
agent if they have several collision regions 

C Link relation space(C) = { (Mij
k, Dij

k ) ∈ R2 
| (i,j,k) ∈ E }.  
This is a set of collision characteristics, M 
and D in the Table I.  

T Node navigation characteristic space(T) = 
{ (Ti

delayed, Ti
traveled ) ∈ R2}.  

This is a set of agents’ delayed departure 
times and pure traveled time from the start 
point to the destination.  

P Priority order space(P) = {(N1, …, NN) ∈ 
VN | Ni is the identified number of the agent 
with the ith highest priority} 
This is a set of agent orders in which each 
agents are placed from an agent with the 
highest priority to an agent with the lowest 
priority. 
P+

j is the set of agents which have higher 
priorities than agent j in P and P-

j is the set 
of agents which have lower priorities than 
agent j in P, the space of priority order space 

Now, we express the collision model from the 
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case in Fig. 1 as the network model shown in Fig. 2. 
There are three robots (agent 1, 2, and 3) with path 
shapes as shown in Fig.1. We assume that all of 
agent’s radii are 5m and there velocities are 1m/sec, 
2m/sec, and 1m/sec. We assume also that it takes no 
time for them to accelerate, decelerate, or turn 
around.  And we assume their priority order is 1-2-3. 

agent 1

path of agent 1 : P1 - P4
path of agent 2 : P2 - P5
path of agent 3 : P3 - P6 - P7 - P8

I31
1

A
1

A
3

A
2

agent 2

agent 3

P1(0,50)

P
3
(25,25)

P4(100,50)

P2(50,100)

P5(50,0)

P7(75,75)P6(25,75)

P
8
(75,25)

I21
1 I31

2

I32
1

scale : ( m, m )  

Figure 1: Three agents with intersection points. 

The collision network model is as followed: V = 
{1,2,3}, P=(1,2,3), E={(2,1,1), (3,1,1), (3,1,2), 
(3,2,1)}.  C and T are shown in Fig. 2.  

A1

A2 A3

M
21

1 , D
21

1
M31

1 , D31
1

M31
2 , D31

2

M32
1 , D32

1

{T1
delayed, T1

travelded}

{T2
delayed, T2

travelded} {T3
delayed, T3

travelded} 

Figure 2: Collision model for three agents in Figure1. 

2.3 Collision-free Motion Planner 
based on Collision Model 

2.3.1 Collision-free Motion Planner for a 
Robot on Collision Model 

When a robot (Ai) is delayed by Ti
d, the collision 

characteristics related to the robot in the model are 
affected. For inlet links from the higher priority 
robots, M’s increase and D’s decrease by delayed 
departure time (Ti

d). In the other, for outlet links to 
lower priority robots, M’s decrease and D’s increase 
by the same amount. And as a result of the time 
delay, the safe inlet link may be dangerous. So we 
proposed an iterative approach to find the minimum 

delayed departure time for collision avoidance as 
followed: 

Step1: Extract the links on which the robot is 
expected to collide with higher priority robots (Inlet 
Links) by use of collision characteristics.  

Step2: Define an instantaneous delayed departure 
time (Ti

d) as the maximum of the Ds’ in the selected 
links.  

 

Ti
d = max ( {Dij

k | j ∈ P+(i), (i, j, k)∈E  
s.t. Mij

k > 0 and Dij
k > 0}) 

(3)

 

Step3: Modify node and link parameters by Ti
d. 

Step4: Without dangerous inlet links to the robot, 
the robot can go to its destination safely. Otherwise, 
Execute above actions from the first stage. 

2.3.2 Collision-free Motion Planner for 
Multi- robot on Collision Model 

Step1: Select a robot from the priority order space 
(P) by use of priority index.  

Step2: if the robot has the highest priority, go to first 
stage. Otherwise, apply the collision-free motion 
planner on collision model to the robot so that the 
robot can navigate safely. 

Step3: if the selected robot has the lowest priority, 
all of the robots can navigate safely, and finish up 
this algorithm. Otherwise, increase priority index by 
1 and go to first stage. 

Te procedure of this algorithm for the three 
robots in Fig. 1 is shown in Fig. 3. Because all 
robots’ links is in a safe state in Fig. 3(d), we can 
predict that the robots can navigate without collision 
among them. 
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A2 A3
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Figure 3: Procedure of collision-free motion planner on 
collision model for the agents in Figure 1. 
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3 PRIORITY SELECTION 
PROBLEM 

The priority selecting problem deals with the 
determination of the priorities of multi-robots with 
the limited capability in speed and acceleration in 
order that the robots should arrive in the minimum 
time without any collision. In this paper, we express 
the problem as shown in Eq.(4) using (M,D) 
network model. 
 

Objective : Minimize J = max(T1
completed, 

…, TN
completed ) 

Constraints : Mi,j
k* Di,j

k ≤ 0, ∀(i,j,k)∈ E 
(4)

 

Where, Ti
completed is the arriving time of robot i which 

is the sum of Ti
delayed and Ti

traveled. Mi,j
k*and Di,j

k are 
the collision characteristics of the kth collision region 
between robot i and robot j.  

Ti
traveled is affected by path information and 

mobility of only robot i. But Ti
delayed is determined 

according to priority order of the robots and 
relations with other robots which is expressed with P, 
E, and C on the (M,D) network model. 

In this paper, we redefine the priority selection 
problem for N robots based on (M,D) network as a 
Traveling Salesman Problem(TSP). We define 
robots and connections between neighbors in a 
priority order list as arcs as nodes and arcs on the 
network model. And we add a zero node to the 
model in order to convert our priority selection 
problem to a TSP. We define costs of arcs on the 
network model as shown in Eq(5). 

 

C0i = Ti
traveled  , Ci0 = 0 for all agent i 

Cij = max[ 0, Tj
completed  -  Ti

completed  ] 
(5)

 

Once robots’ motion profiles are planned and 
robots’ priorities are determined, we can get a 
primitive (M,D) network model, G = {V,E,C,T,P} 
and apply our collision-free motion planning 
algorithm to the robots . As a result of this motion 
adaption, we obtain the values of C and T defined on 
the table 1. These actions proceeds according to our 
predefined procedures suggested in section 2.3 and 
its calculation time is defined as a polynomial 
equation of the number of robots.  

Because Ti
completed has Ti

delayed which is affected 
by the position of robot i in a priority list, the cost 
between robot i and robot j, Cij, varies according to 
the positions in the lists. So, our priority selection 
problem is a dynamic asymmetric problem. 

 

4 SOLUTION TO THE PROBLEM 

A TSP is known as a NP-hard problem. So, it is 
difficult to solve the problem mathematically. Thus, 
in this paper, we suggest how to cut out less 
important robots in the meaning that they will not 
affect the completion time of whole robots and 
reduce the volume of search space. In order to cut 
down search space, we use a method, BL-EDF 
(Bottom level Earliest Deadline First) scheduler, 
which is a task planner for multi-tasks with common 
resources. 

4.1 BL-EDF Scheduler 

The objective function of multi-tasks with priorities 
operating on M CPU’s is defined in Eq. (6). To 
overcome the drawbacks of the centralized approach, 
the extended collision map method applies several 
concepts as follows: 
 

Objective : Maximize J  = min(S1, …, SN) 
                   Si = Ei – Ti

completed 
 Ti

completed = Ti
worked + Ti

delayed 
Constraints : More two tasks should not 

operate on a CPU at the same 
time 

(6)

Where, N is the number of robots and Ei and Si 
are the deadline time and slack time of robot i. 

The BL-EDF scheduler applied to our priority 
selection problem is as shown in table 2.  

For example, there are 4 tasks in urgent group as 
shown in Fig. 4. For all tasks, delay times which are 
caused by tasks in urgent group and slack time are 
calculated. And if all slack times of a task are 
positive, the task is moved to less important task 
group. The procedure continues until there is no task 
in urgent group of which slack times are positive. 

 

A1

A2

A3

A4

A1

A2A3
A4 A4

A1

A3

Urgent Group

Group (1)

Group (1)

Group (2)

A2A4

A1

A3

Group (1)

Group (2)

Urgent Group

IterNum = 0 IterNum = 1 IterNum = 2 IterNum = 3

Unchanged
Negtative Slack Time

Positive Slack TIme

Urgent Group Urgent Group

Lower

Higher

 

Figure 4: Procedure of BL-EDF scheduler. 

4.2 Reduction of Search Space 

The priority selection problem for multi-robot 
motion is converted to the priority selection problem 
for multi-task execution by defining deadline time of 
tasks(Ei), and tasks execution times (Ti

worked) in 
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Eq.(6) as the maximum of robot traveled 
times(max[ T1

traveled,  …, TN
traveled]) and traveling 

times of robots(Ti
traveled) in Eq.(4). And a robot’s 

maximum delayed time is equal to a sum of all M’s 
and D’s of collision regions related to the robot. 
Therefore, task’s delayed time in redefined multi-
task priority selection problem is determined with a 
sum of all M’s and D’s of inlet link to the robots as 
shown in Eq. (7). 

Table 2: BL-EDF scheduler. 

Procedure 

 
Step 1 <Initialization> 
 
1.1 
Assign all Tasks to Urgent Group(UG), IterNum ← 1, 
UGN ← N, k ← 0 
Calculate Ti

worked of all Tasks (i=1 to UGN  ) 
   
Step 2 <Detecting Not Urgent Tasks > 
  
For all tasks in UG (i=1 to UGN) Do 
 2.1 Determine Ti

delayed  by sum of possible delayed 
time for tasks in UG 
2.2 Calculate Ti

completed and Si 
2.3 Classify Tasks by signs of Si  
   If Si > 0, Then move task i to N(I) and increase k by 
1 
 End of Loop – i   
2.4 If k=0 or UGN = 1, Then Go to Step 3,  
Else  UGN ← UGN – k , k←0, increase IterNum by 1 
and Go to Step 2 
  
Step 3 <Assign priority of All Tasks> 
  
For k=1 to IterNum Do 
 3.1 Assign lowest priority to Tasks in N(k), Task 
order in an N(k) is not important 
 End of Loop – k  
3.2 Examine all the priority order for Tasks in UG 
which maximize J  
If J is negative, Then return FALSE 
Else Assign this priority order upper tasks in 
N(IterNum) 
 
Complete scheduling 
 

 
Ti

delayed =∑ j∑ k(Mij
k + Dij

k ) where j∈Pi 
+ (7)

The procedure of BL-EDF scheduler for 5 robots 
is shown in Fig. 5.  The (M,D) network of the robots 
with priority order {1-2-3-4-5} is shown in Fig. 5(a). 

In Fig. 5(b), links has no direction and its value is 
equal to a sum of M and D in order to apply BL-
EDF scheduler to the robots. In Fig. 5(c), robots’ 
maximum completed time and slack time are 
calculated. In Fig. 5(c), because robot 4 (A4) has a 
positive value, robot 4 can be removed from urgent 
group. The (M,D) network model of remain robots 
without robot 4 is shown in Fig. 5(d) where robot 3 
has a positive slack time. Therefore, robot 5 moves 
from urgent group to a less important group. This 
procedure iterates until there is no change in urgent 
group or there is one robot in the group as shown in 
Fig. 5(j). Finally, we get priority order {2-1-5-3-4} 
and its (M,D) network model is as shown in Fig. 
5(k). 
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Figure 5: Application of BL-EDF scheduler for multi-
robots. 

5 SIMULATION RESULTS  

In our simulation, robots were modeled circles of 
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which radius, speed is 0.5 [m] and 1[m/sec] each. 
Their speed model was assumed to be instantaneous 
such that it took no time for them to accelerate from 
stationary status to full speed. And the robots were 
located uniformly in a square with 100[m] side 
length. We assumed that robots’ paths were 
Manhattan city typed paths. And we assumed that 
their traveled times and sums of collision 
characteristics, M and D, were distributed uniformly 
in [40, 80] and [4, 20] each. Finally, we assumed 
delayed times (D’s) of collision regions were 
distributed uniformly in [-8, 8].  

We did 100 simulations for the 20, 30, 40, and 
50 robots with 3 times intersections as many as the 
numbers of robots. In the Fig. 6, the x-axis shows 
the ratios of the numbers of intersections to the 
numbers of robots. This variable expresses the mean 
of the number of intersections which each robot has 
with other robots and is related to of environments. 
And the y-axis shows the ratios of the numbers of 
robots in final urgent group to the numbers of robots. 
This variable expresses effectiveness of BL-EDF.  

Regardless of the number of robots, when 
normalized numbers of intersections are around 2, 
normalized numbers of robots in final urgent group 
are about 0.5. Therefore, we expect that our BL-EDF 
may reduce 50% in the number of robots in urgent 
group. In some applications including social security 
field, it is reasonable to assume 12 – 14 robots of 
which normalized number of intersections is 2. 
Therefore we expect that our algorithm suggested in 
this paper cut down calculation time needed to 
determine priority orders of multi-robots to 0.01 % 
of original expected one.  

6 CONCLUSIONS 

In this paper, we converted a priority selection 
problem for multi-robots with collision-model based 
motion planner to a priority selection problem for 
multi-tasks with common resources. And we showed 
that this problem is a TSP. Thus, we applied BL-
EDF for multi-tasks to our priority selection problem 
in order to cut down search space. And effectiveness 
of our algorithm in this paper was proved with 
simulation results.  In future, advance in information 
technologies and communications is expected to 
help the proposed approach be more practical in 
social security applications.  
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Figure 6: Results of BL-EDF scheduler for multi-robots. 
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Abstract: Studies on dual arm robots have been continually carried out because the robots provide human-like 
flexibility of movement. In previous study, the dual arm robot with solid shafts had been designed. 
However, the robot has some defects in its heavy weight and big shape. In this study, a hollow shaft servo 
assembly for lightweight robot arm has been developed. And then, the dual arm robot (AUTOMAN) has 
been designed using a hollow shaft servo assembly.  

1 INTRODUCTION 

Single arm industrial robots are applied in the 
process where the simple repetitive operation is 
much like the automotive industry and the 
semiconductor industry. There are many tasks that 
are difficult or impossible to do with the single arm 
robots. The dual arm robot is able to solve these 
problems (University of Texas at Austin, DLR, 
Yaskawa Co.). In the previous study, the dual arm 
robot with solid shafts had been developed as shown 
in Figure 1 (Park, 2008). The robot with solid shafts 
is easily implemented. However, as the degree of 
freedom of a robot rises, when implementing the 
complicated motion, some problems are appeared 
such as kink and abrasion of cables. As to the dual 
arm robot with hollow shafts, the inside of an arm 
and a motor shaft are empty. It is free from a 
constraint by the electrical wire in the 
implementation of complicated motion in 
comparison with the robot with solid shafts (Han, 
2008). Also, the load to weight ratio of a robot is 
improved. Accordingly, basic researches on the 
hollow shaft servo assembly had been carried out in 

the previous studies (Han, 2008; Lee, 2008; Go. 
2009).  

The goal of this study is to develop a dual arm 
robot with the hollow shaft servo assembly. Firstly, 
the hollow shaft servo assembly for applying to the 
dual arm robot is developed. Secondly, the 
performance of the completed servo assembly is 
evaluated. Finally, the industrial hollow shaft 
articulated dual arm robot (called as AUTOMAN) 
tries to be developed.  
 

 

Figure 1: Dual arm robot developed in previous study. 
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2 HOLLOW SHAFT SERVO 
ASSEMBLY 

In order to apply hollow shaft to industrial dual arm, 
the specifications of each axis have to be 
determined. The payload of the robot is set as 20kg. 
The specifications of the each hollow shaft servo 
assembly are determined by analyzing the maximum 
torque and the steady state torque under tracking 
trajectories at full reach within given time like 
Figure 2. The capacity, torque and maximum 
velocity of each axis are finally obtained by 
applying a safety factor to analyzing value as shown 
in Table 1 (Lee, 2008). 

The assembly drawing of the hollow shaft servo 
assembly for the dual arm robot is shown in Figure 3. 
The key components comprising the servo assembly 
are the hollow shaft servo motor, the hollow shaft 
multi-turn absolute encoder, the hollow shaft brake, 
and, the hollow shaft harmonic drive. Table 2 shows 
the axis specification of the developed hollow shaft 
servo assembly.  
 

 

 
Figure 2: Dynamic critical conditions of dual arm robot. 

Table 1: Specifications of servo motors. 

Axis Capacity Torque Velocity 
1, 2 2.0 kW 6.8 Nm 3,000 RPM 
3, 4 0.9 kW 2.9 Nm 3,000 RPM 
5 0.6 kW 1.9 Nm 3,000 RPM 
6, 7 0.4 kW 1.3 Nm 3,000 RPM 

Table 2: Specifications of hollow shaft servo assembly. 

Axis 
Capacity 

[kW] 
Torque 
[Nm] 

Velocity 
[rpm] 

Reduction 
gear ratio 

Weight
[kg] 

Length
[mm]

1 
2.0 6.8 

3,000 

120 23.5 270 
2 120 23.9 270 
3 

0.9 2.9 
120 11.6 236 

4 120 12.5 236 
5 0.6 1.9 80 5.1 237 
6 

0.4 1.3 
80 4.9 213 

7 80 4.3 213 

harmonic drive

rotor
stator

electric brake

absolute encoder

hollow shaft motor

frame

harmonic drive

rotor
stator

electric brake

absolute encoder

hollow shaft motor

frame

 

Figure 3: Hollow shaft servo assembly. 

2.1 Hollow Shaft Servo Motor 

As to the development of the hollow shaft servo 
motor, because all cables enter into the hollow shaft, 
the inner diameter of hollow shaft is as big as 
possible and it should not have a problem in an 
assembly between the hollow shaft encoder and the 
hollow shaft brake. Moreover, because the hollow 
shaft rotates, the protecting duct in which it protects 
the cable has to be installed and the axis of motor 
has to be designed by considering the connection 
with the axis of a reduction gear. 

Accordingly, the hollow shaft servo motor was 
developed in consideration of the hollow size and 
the axis capacity of the motor. Figure 4 shows the 
developed hollow shaft servo motor. The cores of 
stator and rotor used the Si-steel S18 and S30 
respectively. And the magnets of these used Nd-Fe-
B and N-35SH.  

Since being the servo system, sensors such as a 
resolver or a hollow shaft absolute encoder is 
essential. Accordingly, the hollow shaft absolute 
encoder is selected as shown in Table 3 (Tamagawa 
Seiki Co.). 

 

Figure 4: Hollow shaft servo motor. 

Table 3: Specifications of applied encoder. 

Axis Resolution 
[bit] 

Revolution 
[RPM] 

Weight 
[kg] 

1,2 
33 

1,500 2.1 

3~7 3,000 1.2 
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2.2 Hollow Shaft Brake 

The development of the hub shape type brake is 
needed, because the hollow shaft of the servo motor 
can be penetrated. The excitation functional type 
brake stops a rotator when a current is electrified in 
a coil. Therefore, this brake is suitable to the 
machine with horizontal motion. On the other hand, 
as to the electro-magnetic operable brake, when a 
current is electrified in a coil, the braking power 
loses and a rotator is free. This type brake is usually 
applied by the machines with vertical motion. In this 
research, since the vertical motion had to be possible 
in the small and narrow place, the hollow shaft brake 
of the non-excited operation type is developed by 
considering the required torque and dimension of 
each axis. Figure 5 shows the developed hollow 
shaft brake and the specifications are shown in Table 
4. 

 

Figure 5: Hollow shaft brake. 

Table 4: Specifications of developed hollow brake. 

Axis Frictional 
Torque [Nm] 

Weight 
[kg] 

Outer Dia. / Inner 
Dia. / Thickness 

1,2 6.86 2.77 147 / 51 / 38.3 

3,4 2.94 1.18 104 / 41 / 36/2 

5,6,7 2.45 0.54 74.8 / 26 / 29/8 

2.3 Hollow Shaft Harmonic Drive Unit 

The reduction gear applied to the dual arm robot has 
to be fitted the hole size of the hollow. And not only 
the high-torque and but also the high precision are 
needed. The hollow shaft harmonic drive made by 
Harmonic Driver Systems in Japan is applied 
(Samick HDS). The motor shaft and the axis of 
reduction gear are connected as shown in Figure 6. 
The test results of eccentricity and torsion stress are 
satisfied the required specifications as shown in 
Table 5. The specifications of developed hollow 
shaft harmonic drive are presented by Table 6. 
 

2.4 Performance Test of Hollow Shaft 
Servo Assembly 

After making one side of the dual arm robot as 
Figure 7, the test of repeatability carried out. Table 7 
shows the specifications of the developed hollow 
shaft robot arm. In the performance evaluation about 
the robot arm, the repetition precision about the 
location tracking was verified according to the KS 
7082 standard (KS B 7082,) After from P1 to P5 
designated the coordinate in which a robot has to 
follow according to the three-dimensional space-
phase like Figure 8, the repetition tracking was 
performed by 30 time series. The laser tracker was 
used to measure the positions. Results of 
repeatability test are as shown in Figure 9. The 
average repeatability about each site is ± 0.05 mm 
within and it is satisfactory.  
 

 

 

Figure 6: Hollow shaft harmonic drive. 

Table 5: Performance test results of the unit. 

 Spec. Test 1 Test 2 
Concentricity1 0.02 and 

less 
0.0103 0.0122 

Concentricity2 0.0047 0.0185 
Diameter[mm] 50 + 0.015 50.0144 49.9985 
Length[mm] 300±0.3 300.0625 300.1394 

Torque[Nm] 
More than 

4.7 
274.5 246.37 

Table 6: Specifications of the hollow harmonic drive. 

Axis Ratio
Torque
[Nm] 

Speed 
[RPM] 

Weight 
[kg] 

Outer/Inner
[mm] 

1,2 120 523 3,000 6.9 190 / 52 
3,4 120 178 3,000 3.1 142 / 36 

5,6,7 80 44 3,000 0.89 90 / 21 

Table 7: Specifications of developed hollow Shaft robot 
arm. 

Weight Length Payload 
Specification 94kg 1,574mm 20kg 
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Figure 7: Developed hollow-type robot arm. 

  

Figure 8: Reference trajectory. 

 

 

 

Figure 9: Results of repeatability test. [unit : mm]. 

3 DESIGN OF DUAL ARM ROBOT 

In the previous research, the solid type dual arm 
robot like Figure 1 had been developed (Park, 2008). 
The dual arm robot developed in the previous 
research has the both arms of 6 degree of freedoms 
with the payload 20 kg, and the body (torso) of 2 
degree of freedom. However, as to the developed 
dual arm robot, some problems have occurred such 
as the overweight compared with payload, the 

increase of the servo motor capacity due to a volume 
and weight enlargement, a kick and an abrasion of 
cables. In order to solve these problems, the hollow 
shaft servo assembly is developed. In the 
development of the robot, it tried to lighten through 
the stress analysis and optimal design. The servo 
control systems like servo drivers and controller are 
used by commercial controller. 

3.1 Design and Fabrication of Robot  

The dual arm robot makes to put an emphasis on the 
improvement of the weight and movement. Housing, 
frame, cover and the key element parts of robot are 
developed by considering the design specifications 
as shown in Figure 10. Especially, in the case of the 
housing, in order to satisfy the maximum allowable 
deflection 3 mm at full reach of the horizontal 
direction, the target rigidity is obtained by the CAE 
analysis (Lee, 2008). Figure 11 shows the dual arm 
robot (AUTOMAN) in which it makes in this 
research. It can show the reduction of weight and the 
improvement of design. AUTOMAN is composed of 
two arms and one twist joint. Each arm has 7 DOF. 
Therefore, AUTOMAN totally has 15 DOF. The 
robot can be designed so that cables can pass 
through the central part of a robot. The length of the 
arm is about 1,500 mm. Table 8 shows the 
specification comparison with the solid type dual 
arm robot.  
 

 

 

 

Figure 10: Design of motor frame and housing. 
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Figure 11: AUTOMAN. 

Table 8: Specifications of developed dual arm robot. 

Item 
Solid type dual 

arm robot (Fig. 1) 
AUTOMAN 

Controlled axes 
14(Right 6, left 6, 

rotate 2) 
15(Right 7, left 7,

rotate 1) 

Payload 20 kg 20 kg 
Mass 500 kg 300 kg 

Repeatability ±0.7 mm ±0.1 mm 
Maximum Speed 100 °/s 100 °/s 

3.2 Development of Control System 

The robot control system is designed for considering 
convenience of developing environment, powerful 
computing, real-time operation ability. Figure 12 
shows the control system of the robot. The MEI 
ZMP controller (The Motion Engineering) and 
PMAC controller (DELTA TAU) were examined in 
order to select the controller in which it is suitable 
for the dual arm robot (MEL, DELTA TAU). It is 
altogether able to use with these controllers in case 
the moving track of a robot is predetermined.  
 

  

Figure 12: Control system of AUTOMAN. 

However PMAC controller has evaluated that it 
could not be guaranteed a real-time ability in case 
the moving track of a robot is determined in real 
time such as a visual servoing control and a force 
control. Accordingly, in order that the target 
platform of the control system was determined, the 
ZMP board (DELTA TAU), that is the commercial 
controller in which a performance is verified, was 
selected as the controller of the dual arm robot. 

4 CONCLUSIONS 

This research tried to be comprised the light weight 
of the dual arm robot by the hollow shaft servo 
assembly, and a miniaturization and highly-rigid in 
order to solve a problems reflected in the previous 
developed dual arm robot. The hollow shaft servo 
assembly is developed by designing and fabricating 
the hollow shaft servo motor, the hollow shaft brake, 
and so on. And the dual arm robot (AUTOMAN) for 
the flexible package operation is designed and made. 
The control system is made in consideration of a 
convenience and operation processing speed of the 
development environment. The performance of the 
arm is confirmed that the average repeatability is 
measured by ± 0.05 mm within and it is satisfactory. 
Moreover, by installing in the cable, kink and 
friction problems were solved. It is finally remarked 
that the comparison between the solid type robot and 
the developed hollow type robot will be undertaken 
as a second phase of this work. 
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Abstract: The goal of rescue robotics is to extend the capabilities of human rescuers while also increasing their safety.
During the rescue mission mobile robot is deployed on the site and is operated from a safe place by a human.
A decision on the robot’s path selection is very complicated, since the operator cannot see the robot and the
environment. Our goal is to provide a kind of automatic ”pilot system” to propose the operator a good direction
or several options to traverse the environment, taking intoaccount the robot’s static and dynamic properties.
To find a good path we need a special path search algorithm on debris. The real state space of the search
is extremely huge and to decrease the number of search directions we discretize robot’s motion and the state
space before the search. Search algorithm needs a proper definition of node’s neighborhood, which will ensure
smooth exploration of the search tree. In this paper we present our results in estimation of the transition pos-
sibilities between two consecutive states, connected witha translation step, and discuss the problems arising
from the discretization of the state space. Exhaustive simulations were used to structure, analyze and solve the
discretization issue problems and help to remove unsuitable directions of the search from the search tree.

1 INTRODUCTION

A long standing goal of mobile robotics is to allow
robots to work in environments unreachable or too
hazardous to risk human lives. Urban search and res-
cue is one of the most hazardous environments imag-
inable with victims often buried in unreachable loca-
tions. Rescue robotics is the application of robotics
to the search and rescue domain. The goal of res-
cue robotics is to extend the capabilities of human
rescuers while increasing their safety. In particular,
the inside of severe earthquake stricken buildings or
underground area should be investigated in advance
of manned rescue operation in order to avoid risk of
suffering from secondary disaster. During the rescue
mission the mobile robot is deployed on the rescue
site, while the human tele-operator is monitoring the
robot’s activities and giving the orders from a safe
place outside of the site (Figure1). The system con-
sists of a robot control subsystem and a remote oper-
ation station, connected with a wireless LAN.

In this paper we present our current results in esti-
mation of the transition possibilities of a crawler type
vehicle between two consecutive states, connected
with a translation step within Random Step Environ-
ment, which is a simulated debris environment, pro-

posed by NIST (Jacoff et al., 2001). To find a good
path we implement a special path search algorithm on
debris. Because the debris site is dangerous and un-
stable, the main goal of the algorithm is to keep the
robot maximally stable at every step of its path. The
real state space of the search is extremely huge and
to decrease the number of search directions we dis-
cretize robot’s motion and the state space before the
actual search. A search algorithm utilizes a search
tree (Cormen et al., 2001); for our problem dynam-
ically created search tree cannot be explicitly pre-
sented as a skeleton. To present it as a function
F(Args) = Res, where argumentsArgs are the robot’s
current configuration and the environment and output
Res is a set of accessible within one step configura-
tions, we need a proper definition of functionF which
will guide the tree search. We created a theoretical ba-
sis for this functionF and confirmed it with exhaus-
tive simulations, removing all unsuitable directions of
the search from the search tree. A new feature of our
research is a path evaluation process, which includes
robot’s postures quality together with the inter posture
transitions quality.

Currently rescue robots are operated manually by
human operators. The remote operator uses only vi-
sual information about the environment, which is usu-
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ally not sufficient to carry out complex tasks because
of the limited visual fields of cameras. In the case of
an on-site operator, which stays inside a crawler-type
rescue vehicle, the human can feel the inclination of
the vehicle and the decision on the traversability of
the path becomes more easy. Unfortunately, the off-
site operator can not use any of those natural biologi-
cal sensors and have to judge on the next move on the
base of the partial available information, taking sub-
jective and time consuming decisions. Many optional
paths from the start to the target position exist and it is
very hard for the operator to choose a good and safe
path. Transferring the function of taking such deci-
sions to a computer will decrease the burden on the
operator. Our final goal is to provide a ”pilot system”
to propose an operator a good direction or several op-
tions to traverse the environment. The operator will
receive a proposal on a good path from the ”pilot sys-
tem” on the computer display by means of GUI and
apply it in a real scenario driving KENAF robot.

Figure 1: (a) Operator. (b) KENAF traversing RSE.

2 THE SYSTEM FRAMEWORK

The National Institute of Standards and Technology
(NIST) has created a set of reference test arenas for
evaluating the performance of mobile autonomous
robots performing urban search and rescue tasks (Ja-
coff et al., 2001). One of the examples, simulating
cluttered environment with debris is a so-called Ran-
dom Step Environment(RSE) or Stepfield, which is
widely used in the RoboCup Rescue competitions and
rescue related research (Sheh et al., 2007). RSEs are
designed to be easily reproduced, and yet behave in
a similar way to real rubble. RSE consists of a final
number of random steps of some minimal size sim-
ulating a heavily damaged environment of the build-
ings after the earthquake(Figure1b).

Our RSE is constructed from wooden block cells
of 85x85mm size and 0, 90, 180 or 270 mm height
each, where 0mm corresponds to the ground level
around the RSE-patch. We assume a simple tractor-
like crawler non-reconfigurable robot, corresponding
to the main body of ”KENAF” robot(Figure2b). The

main body of ”KENAF” consists of two large tracks
with a small gap in between; the main specifications
of ”KENAF” without sensors, front and the back pairs
of arms, used in experiments and by the simulation
”pilot system”, are given in table 1.

(a) (b)

Figure 2: (a)Full KENAF configuration without sensors. (b)
Main body without service arms and sensors.

Table 1: Specifications of ”KENAF” in basic configuration.

Parameter Measurement

Maximal inclination
dynamic 60 deg
static 80 deg

Main body length 584 mm
Main body width 336 mm
Track width 150 mm
Hight 270 mm
Weight 17.8 kg

3 STATIC STABILITY AND
BALANCE ESTIMATION

The most important question which the path search
algorithm should be able to answer is if a specific
robot configuration is possible or not. This includes
not only collisions with the obstacles, but also the ca-
pability of the robot to keep the current configuration.
The robot should be able to stay in the specific con-
figuration without slippering or turning upside-down.
In other words, a safe and reliable motion of an au-
tonomous vehicle requires continuous satisfaction of
static and dynamic constraints (Shoval, 2004). Static
stability is a minimal necessary condition for the gen-
eral vehicle stability. For the static stability satisfac-
tion the robot’s center of mass (CM) must lie above
thesupport polygon - a polygon with vertices at the
contact points of the robot’s crawlers with RSE.

In (Magid et al., 2008) we presented an algorithm
for static balance posture estimation of the robot’s
posture in a specified configuration. In this section
we give a brief description of the static balance pos-
ture types where we give color names, and add one
new posture type - cyan. From the point of static bal-
ance estimation, we distinguish six posture types:
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(R) Red State. Presents a statically unstable pos-
ture; it results in robot’s turning upside down while
trying to climb to an impossible steepness.

(G) Green State. Stands for a statically stable pos-
ture (Figure3a).

(Y) Yellow State. Is a private case of green state.
Normalized Energy Stability Margin (NESM) (Hirose
et al., 1998) is applied for estimating the quality of the
green state posture. Green state turns into yellow if
theSNESM criterion does not exceed a predefined min-
imum established in the process of experiment trials
with KENAF robot.

(O) Orange State. Is something between red and
green states. This posture is possible, but not stable. It
does not result in robot’s turning upside down, but do
not guarantee a single stable posture since there exist
two options and the real one depends on the preceding
posture and moving direction. Figure3b demonstrates
a side view of an orange state with two possible pos-
tures. The orange state is very important, since it af-
fords the robot to lose the balance on purpose, when
for example the robot traverses the barrier. Travers-
ing the barrier includes climbing up and going down
with loosing balance twice on top of the barrier. We
distinguish O1 and O2 cases. O1 is the first part of the
O-posture, before the robot looses its balance. O2 is
the second part, which occurs after the robot have lost
its initial balance; robot changes its posture discontin-
uously at that point and obtains a balance again in a
different body orientation.

ZL

ZG

CM

ZG, ZL

CM

b

ZL

ZGa

Figure 3: a) Green state b) Orange state: O1 (left) and O2
(right).

(M) Magenta State. Appears when the robot has
to climb up or to slide down the vertical slope of the
environment; it is legal only for translation motion.

(C) Cyan State. The cyan posture is detected be-
tween two successive G/Y/O postures if CM posi-
tion change in Z-coordinate exceeds the predefined

threshold. This jump is detected only after the sec-
ond posture is explored and compared to the first pos-
ture. Cyan posture is legal only for a rotation motion.1

Further we denote by C-posture a posture which static
balance corresponds to a Cyan type, R-posture - red
type etc.

4 SEARCH SPACE AND SEARCH
TREE

Next important task of the search algorithm is to de-
cide on possible next steps of the robot from a given
current location and orientation. In standard 2D nav-
igation there are 2 types of cells in the state space
”free” and ”obstacle” and all transitions between free
adjacent cells are legal (Latombe, 1991). Our impor-
tant improvement of the existing approach is as fol-
lows. We have ”possible” (stable) and ”impossible”
(unstable) postures with regard to robot’s static sta-
bility; but even in a case of two adjacent ”possible”
postures we check if the transition between them is
legal. To decrease the number of search directions we
discretize robot’s motion and the state space before
the search. Next exhaustive simulations and experi-
ments will remove all unsuitable search directions.

Initially we had chosen 3 levels of search space
discretization for XY-coordinates of the environment:

• DISC2 - each 85x85mm cell of RSE turns into
2x2 cells of the internal robot map with the cell
size of 42.5x42.5mm

• DISC5 - 5x5 cells of 17x17mm size per RSE cell

• DISC10 - 10x10 cells of 8.5x8.5mm size per cell

KENAF supports two types of motion: translation
and rotation. Thus at each node of the search tree the
search algorithm has to open the 3-neighborhood of
the node - go straight or turn left/right - and to proceed
the search in the most promising direction. Immedi-
ately we must cut off from the search tree all impossi-
ble search directions, which are different for rotation
and translation steps. In this paper we present our
results in estimation of the transition possibilities be-
tween two consecutive states, connected with a trans-
lation step.

Translation step is defined as a one cell length
step forward in the direction of robot local frame’s
axis XL. Transition between two stable postures is

1Exhaustive simulations showed that cyan posture exists
for the translational motion only due to the discretizationis-
sue: it exists for a big scale of the internal map of DISC2
(as defined in section 4), rarely appears at DISC5 and al-
most disappears at DISC10.
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Figure 4: Theory, simulations and experiments.

not always possible and to define this condition, we
created a set of theoretical hypotheses, based on our
experimental experience. Exhaustive simulations for
environments existence in MATLAB and experiments
with KENAF robot in RSE gave a valuable feedback
for our theory and finally produced a branch cut-
ting condition for the path search algorithm(Figure4).
Successive transition patterns will be integrated in the
search algorithm as a part of neighbor opening and
branch cutting functionF(Args) = Res.

5 DESCRIBING A POSTURE

To characterize robot’s posture qualitatively we use
the coloring of the states. To decide possible transi-
tions between two successive states, we have chosen 6
variables, whose combinations help us to define legal
transitions between the states.

Tx
CM

XL

XL projection CM

YL

Ty

XL

YL projection

(a) (b)

Figure 5: (a) SteepnessθX . (b) MomentθY .

Steepness θX . The angle, showing the steepness of
the environment at a given robot configuration. Angle
between the local axisXL and its projection on the
plane of the global axesXG, YG(Figure5a).

Moment θY . The angle, showing the dangerous ro-
tational moment around robot’sXL-axis at a given
configuration. Angle between the local axisYL and
its projection on the plane of the global axesXG,
YG(Figure5b).

Contact Points Quality (CPQ). Depends on the
angle θCPQ between the robot’s crawlers and the
edges of the RSE cells and affects the robot’s ability
of climbing the obstacles and sliding down safely.

Inclination. Is the sign of thesteepness angleθX .
We distinguish three groups of posture sets with re-
spect to this parameter: GUinc is a climbing up the
steps of the environment posture, GDinc is a going
down and GZinc is a neutral inclination posture.

M-sign. Is the sign of themoment angleθY . Similar
to inclination, group GPMS contains all postures with
positive M-sign, GNMS with negative and GZMS with
neutral2.

NESM-stability. Shows the probability of the
robot’s turning upside down because of the situation,
when the CM is too close to one of the edges of the
support polygon in the sense of NESM.

Inclination and M-sign are the most important
variables. They signal about discretization problems,
pointing on the missed posture between two succes-
sive postures due to the discretization issue. 4 other
variables are emphasized for the experimental work
and particulary for creating input, which will satisfac-
torily span all possible translation step cases.

6 HYPOTHESES

We conducted a large set of experiments with KENAF
robot in several Random Step Environments. Based
on operation experience and basic logic, we created a
set of rules on the translations (TR) between two suc-
cessive postures. It includes trivial statements, defini-
tions and assumptions:

(TR1) Translation preserves orientationθ.
(TR2) Starting at O1 posture, we immediately

translate to O2 as a result of inertia; there is no way to
obtain O2 posture without previously obtaining O1.

(TR3) Z-posture is defined if robot’s body is par-
allel to the ground level:GZinc

⋂
GZMS

(TR4) The only way to climb up or slide down
a vertical slope of RSE is to apply a sequence of M
postures between two stable postures (start and end
of theM-sequence). M-sequence cannot contain any
non-M posture.

(TR5) C-posture does not exist.
(TR6) M-posture has no realθX , θY and NESM

parameter data, but only an approximation. Also it
has no own inclination and M-sign data.

(TR7) NESM-stability coefficient is zero for O-
postures.

(TR8) Change of inclination between two pos-
tures can occur only through O-posture and its O1 or
O2 is a Z-posture.

2GZinc : |θX | ≤ ε; GZMS : |θY | ≤ ε; ε=1 degree
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(TR9) Change of M-sign between two postures
can occur only through O-posture.

(TR10) Significant change of steepnessθX so
that∆θX

.
= |θX (Pprev)−θX (Pcurr)| ≥ T XMAX without

change in inclination or M-sign between two postures
can occur only through M-posture.

(TR11) If the change between two successive pos-
tures inθY is ∆θY ≥ TYMAX degrees, it can occur only
through O-posture.

(TR12) The possible change between two succes-
sive postures for a uniform translation motion case is
∆θX ≤ T XMIN and∆θY ≤ TYMIN degrees.

(TR13) Inevitable O-posture (IOP) is obtained
while passing the edge of the RSE-cell. If the posture
(x,y,θ), preceding IOP, becomes (x±δx,y±δy,θ) with
δx,y → 0, we will again and again obtain this IOP at
the next translation step, i.e. IOP is preserved in the
case of small shiftδ in at least one direction.

(TR14) Accidental O-posture (AOP) is obtained
while passing through the corner of the RSE-cell. If
the robot posture (x,y,θ), preceding AOP, would be-
come (x±δx,y±δy,θ) with δx,y→ 0, this AOP will not
be obtained at the next translation step, i.e. any small
shift will result in a differently colored posture.

We calculated a theoretical value ofTXMIN for
DISC5 by maximizing the difference∆θX between
two successive G-postures with optimization method
according table 1. Obtained theoretical value was up-
dated through a set of simulations and finally set to
T XMIN

.
= 3.5 degree. In a similar way we defined

T XMAX
.
= 8, TYMAX

.
= 8 andTYMIN

.
= 3.5 degrees.

Unfortunately, the intermediate postures of (TR8)-
(TR11) cannot always be obtained explicitly due to
the discretization issue problem of the search space.

7 SUCCESSIVE POSTURE
GROUPS

We divided all possible pairs of postures, connected
with a translational step, into groups. Each group con-
tains theoretically possible or impossible sequence
with regard to section 6. For the translation case a le-
gal set of colors for each posture is{G,Y,O,M} and
we are supposed to obtain 16 groups of pairs at most.

7.1 Excluded and Forbidden Sequences

To decrease the number of groups we treat at the sim-
ulation level G and Y as a same G color. Since there is
no real data for the M-cases by (TR6), we can treat it
only as a color and a detailed study of G→M, M→M
and M→G groups was done through experiments.

Pairs M→O, O→O and O→M are dangerous se-
quences, which should be forbidden and treated as R-
posture. Such sequences are theoretically possible in
very rare specific cases. Yet when the simulated path,
containing such sequences, is to be repeated in the
real world scenario by the operator, any small devia-
tion may result into drastic path change and even into
robot’s turning up side down. As an example, con-
sider a pair O→O: just within one step the robot have
to loose the balance twice; this means climbing and
going down through a corner of the RSE-cell with a
very small contact square between one of the crawlers
and a cell, being close to the AOP case (TR14).

7.2 Possible and Impossible Sequences

Next we present a detailed description of G→G and
G→O pairs. In this section we denote each posture
as C(I) where C is the color, I is theinclination. For
example, G(Z) means a green Z-posture (TR3) and
O(U) means an orange posture with Uinc.

G→ G groups :
(GG1): P1=G(Z)→P2=G(D) due to the discretiza-

tion issue by (TR8) there is a missed intermediate O-
posture between P1 and P2(Figure6).

(GG2): G(D)→G(Z); by (TR4) there is a missed
intermediate M-posture(Figure7).

(GG3): G(Z)→G(Z) corresponds to a trivial case
when the robot is moving uniformly through the flat
pattern of RSE.

(GG4): G(Z)→G(U); by (TR4) there is a missed
intermediate M-posture.

(GG5): G(U)→ G(Z); by (TR8) there is a missed
intermediate O-posture.

(GG6): a sign change forθX or θY between 2 pos-
tures signals about a missed AOP(Figure8).

(GG7): ε ≤ |∆θX | ≤ T XMIN and ε ≤ |∆θY | ≤
TYMIN - the robot is uniformly climbing up or going
down with small 3D orientation changes inθX andθY .

(GG8): G(U)→G(U),∆θX > T XMAX and|∆θY |<
ε. The robot is climbing up the vertical slope of the
RSE through a missed M-posture(Figure9).

(GG9): G(D)→G(D), |∆θX | > T XMAX and
|∆θY | < ε. This is a rare situation, when the robot
is sliding down the vertical slope of the RSE with a
missed M-posture, followed immediately by loosing
the balance on the edge and finally gets into P2. Such
translation is still possible but dangerous and may be
chosen only when no other path option exists.

(GG10): |∆θX | > TXMAX and|∆θY | > ε, in most
cases corresponds to a dangerous AOP and should be
forbidden.

(GG11): TXMIN ≤ |∆θX | ≤ T XMAX andTYMIN ≤
|∆θY | ≤ TYMAX , in most cases corresponds to a dan-
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gerous AOP and should be forbidden.
Pairs of type GG1 and GG5 are missing O-posture

between two G-postures. Since O-posture is more im-
portant and has a higher cost in the path planning, we
recolor the second posture P2 of the sequence into O-
color. Similarly, P2 of GG2, GG4, GG7 and GG8 are
recolored into M; and P2 of GG6, GG10 and GG11 -
into R.
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Figure 6: Translation GG1 from (left) to (right), missing
intermediate O-posture.
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Figure 7: Translation GG2 from (left) to (right), missing
intermediate M-posture.
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Figure 8: Translation GG6 from (left) to (right), missing
intermediate AOP type O-posture.
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Figure 9: Translation GG8 from (left) to (right), climbing
up through a missed M-posture.

Green→ Orange: note that hereP2=O1 and cor-
responds to the first part of the O-statebe f ore loosing
the balance.

(GO1): G(U)→O(D) is forbidden; it occurs only
if we missed another intermediate O-posture (TR8),

which corresponds to a forbidden sequence O→O
(section 7.1).

(GO2): G(D)→O(U) is similarly forbidden.
(GO3): G(D)→O(D) is a rare case, meaning loos-

ing balance on the edge of the cell while going down
and having a small change inθX or/andθY .

(GO4): G(D)→O(Z) is an extremely rare case,
which occurs when there is a missed intermediate M-
posture. This mistake results into wrong calculations
and the swap between O1 and O2; without this swap
a jump between P1 and P2 would exceed the permit-
ted threshold and P2 would obtain R-color (Figure10:
while the real posture sequence is a-b-c, the simulator
understands it as a-c-b).

(GO5): G(U)→O so that P2 has Zinc and|θY |> ε.
This situation occurs due to AOP and is forbidden.

(GO6): G(Z)→O(Z) is the most common case
when the robot passes through the edge of the RSE
cell while going down from the flat top of the
barrier(Figure11).

(GO7): G(U)→O(U) is the most common case
when the robot passes through the edge of the RSE
cell while climbing up to the flat top of the barrier.
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Figure 10: Translation GO4 from G (a) to O1 (b), followed
by O2 (c), is missing an intermediate M-posture between (a)
and (b).
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Figure 11: Translation GO6 - going down from the flat top
of the barrier from O1 (left) to O2 (right).

While cases GO1, GO2, GO4 and GO5 are recol-
ored into R-posture, cases GO3 should be accepted
only if no other better choice of the path exists.
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Orange → Green : Pairs O→G are exactly the
same as G→G. The only difference is that the second
posture for all cases different from GG3 and GG7 are
recolored as R with regard to section 7.1.

8 SIMULATION

The only real proof of any theoretical hypothesis is
an experimental proof. Thousands of different situ-
ations can occur in a completely random RSE and it
is physically impossible to execute such huge number
of experiments. The exhaustive simulations help us
to conclude which situations can not occur due to the
physical rules of RSE. Pairs of postures, impossible
in the real world, are also impossible within the sim-
ulation. Since the reverse statement is not true, the
simulator can not substitute the experiments, but as-
sists to structure the data and remove the impossible
types of sequences, saving time and efforts.
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Figure 12: A complicated environment of size 61x61 cells,
covering all main types of the environment obstacles.

We created a huge environment of 61x61 cells
(Figure12) which includes all typical obstacles, usu-
ally appearing in the random step environment: hori-
zontal and diagonal barriers, pairs of parallel barriers,
traversable and non-traversable pikes and holes. For
the simulation we have chosen discretization DISC5.
An exhaustive check of all possible pairs of neighbor-
ing postures connected with a translation step were
proceeded with voting for each group. As a first
robot’s CM posture of the pair we took every node
of the grid3; a second posture of the pair was calcu-
lated as a 1-unit length change of CM’s location in the
direction of the robot’s heading directionθ. The total
number of posture pairs was more then 6 millions.

The simulation included 91 robot orientationsθ ∈
{0, π

180,
2π
180, ...,

89π
180,

π
2}. In addition to pointing at the

impossible (empty) cases the simulation reveals the
rare cases and the most often cases.

The results are summarized in the following ta-
bles. Table 2 presents the distribution of the pair ap-

3The nodes too close to the borders of the map were
excluded

pearances before recoloring the second posture of the
pair at discretizations DISC2 and DISC5. We listed
aslegal pairs GG3, GG7, GO6 and GO7; pairs, con-
taining at least one R-posture are legal as well, but we
present them as a separate case.Undesirable pairs
include fixable cases GG1, GG2, GG4, GG5, GG8,
GG9, GO3, which appearance we still would prefer to
avoid.Forbidden pairs are GG6, GG10, GG11, GO1,
GO2, GO4, GO5, OO, OM, MO and C (second pos-
ture of the pair is cyan). We excluded from the statis-
tics all G→M, M→M and M→G cases, which oth-
erwise would contribute 3.96%. Table 3 presents the
distribution of the forbidden pair appearances in per-
cents from the total pairs at DISC5; pairs GO1, GO2
and GO5 had zero appearance so they are excluded
from the table. C-posture appearance signals on the
missed M-posture. However, such M-posture should
be forbidden, because the height difference between
two G-postures exceeds KENAF’s climbing abilities
threshold: fast vertical change and is too dangerous
when sliding down and impossible when climbing up.
Table 4 presents the distribution of the undesirable
pair appearances in percents from the total pairs at
DISC5. Table 5 presents the distribution after the re-
coloring. For DISC5 legal pair percent varies from
93.1% to 95.84% for differentθ choice, which means
we have a wide enough range of options for choosing
a good path at DISC5.

Table 2: Pair distribution in percents for DISC2 and DISC5.

DISC Legal Red Undesirable Forbidden

2 86.74 4.4 4.42 4.43

5 93.21 2.06 1.55 3.18

Table 3: Forbidden pair distribution in percents for DISC5.

GG6 GG10 GG11 GO4

0.33 0.57 1.38 0.009

MO OO OM C

0.011 0.009 0.004 0.862

Table 4: Undesirable pair distribution in percents for
DISC5.

GG1 GG2 GG4 GG5 GG8 GG9 GO3

0.08 0.55 0.66 0.05 0.11 0.1 0.006

Table 5: Pair distribution in percents for DISC2 and DISC5
after the recoloring.

DISC Legal Red Undesirable

2 91.33 8.66 0.03

5 94.61 5.38 0.01
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9 DISCRETISATION ISSUE

The choice of a proper discretization of the search
space is a very complicated task. We started our re-
search with DISC5, which we considered to be good
enough to notice main changes while traversing RSE.
It turned that many of our initial theoretical expecta-
tions of robot’s behavior in RSE did not fulfil. We
called those casesundesirable and started a deeper
exploration of what is happening in such cases.

We discovered, that those unexpected cases ap-
pear only due to the level of the discretization: dis-
cretizing the environment into 17x17mm cells turned
to be too coarse to note all the changes and capture
all the intermediate postures, obtained by the robot
within one translational step. Increasing discretiza-
tion to DISC10 decreases percentage ofundesirable
cases, but unfortunately can not solve the problem
completely. If the level of the discretization would
be infinitely high, we would definitely obtain a prop-
erly colored posture betweenundesirable pair of
postures in every case. Here is a simple exam-
ple of the discretization influence: a small analyt-
ical step from one G-posture to another G-posture
of 10−28cm length, approximated by MATLAB as
2.8422·10−14, resulted into robot orientation change
of {25,−15.5,−17}degrees with regard to global
frame of RSE, signaling about a missed intermedi-
ate posture. This example shows that for any finite
level of the discretization we still will have undesir-
able pairs appearances. Since we can not increase the
discretization infinitely, we concluded that applying
the results of section 7 for recoloring of the states at
DISC5 is a good trade-off between execution time and
precision. Of course, forbidding dangerous and suspi-
cious transition, which still may be theoretically pos-
sible, limits our path choice, but increases the security
of the practical use.

10 CONCLUSIONS AND FUTURE
WORK

The final target of our research is to provide an assis-
tant ”pilot system” for an operator of a rescue robot,
decreasing the burden on the human operator. As
soon as the robot obtains data from the environment
and creates an internal world model, a selection on
the path within the internal model should be done, fol-
lowed by applying this path in the real world scenario.
Since usually there exist more then just a single path,
the path search algorithm needs a good instrument to
evaluate the quality of each path. The search algo-
rithm within the graph requires a proper definition of

neighboring states to ensure smooth exploration of the
search tree. In this paper we presented our results in
estimation of the transition possibilities between two
consecutive states, connected with a translation step.
It is an important step toward a proper definition of
a search tree neighborhood functionF(Args) = Res,
where argumentsArgs are the robot’s current config-
uration and the environment and outputRes is a set
of accessible within one step configurations. We cre-
ated a theoretical basis for functionF and confirmed
it with exhaustive simulations; the later were used to
structure, analyze and solve the discretization of the
RSE state space issue problems and help to remove
unsuitable search directions. Next we plan to confirm
our results with experiments and to complete function
F with the theory for the rotation step neighbor node.
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Abstract: Appearance-based techniques have proved to constitute a robust approach to build a topological map of an
environment using just visual information. In this paper, we describe a complete methodology to build
appearance-based maps from a set of omnidirectional images captured by a robot along an environment.
To extract the most relevant information from the images, we use and compare the performance of several
compressing methods. In this analysis we include their invariance against rotations of the robot on the ground
plane and small changes in the environment. The main objective consists in building a map that the robot
can use in any application where it needs to know its position and orientation within the environment, with
minimum memory requirements and computational cost but with a reasonable accuracy. This way, we present
both a method to build the map and a method to test its performance in future applications.

1 INTRODUCTION

The applications that require the navigation of a robot
through an environment need the use of an internal
representation of it. Thanks to it, the robot can esti-
mate its position and orientation regarding the map it
has with the information captured by the sensors the
robot is equipped with. Omnidirectional visual sys-
tems can be stood out due to the richness of the in-
formation they provide and their relatively low cost.
Classical researches into mobile robots provided with
vision systems have focused on the extraction of natu-
ral or artificial landmarks from the image to build the
map and carry out the localization of the robot (Thrun,
2003). Nevertheless, it is not necessary to extract such
kind of landmarks to recognize where the robot is. In-
stead of this, we can process the image as a whole.
These appearance-based approaches are an interesting
option when dealing with unstructured environments
where it may be hard to find patterns to recognize the
scene. With these approaches, the comparisons are
made using the whole information of the scenes. As a
disadvantage, we have to work with a huge amount of
information, thus having a high computational cost,
so we need to study compression techniques.

There are several researches that show compres-

sion techniques that can be used. For example, PCA
(Principal Components Analysis) is a widely used
method that has demonstrated being robust applied
to image processing, (Krose et al., 2007). Due to
the fact that conventional PCA is not a rotational in-
variant method, other authors introduced a PCA ap-
proach that, although being computationally heavier,
takes into account the images with diverse orienta-
tions (Jogan and Leonardis, 2000). There are authors
that use the Fourier Transform as a generic method to
extract the most relevant information of an image. In
this field, (Menegatti et al., 2004) defines the Fourier
Signature, which is based on the 1D Discrete Fourier
Transform of the image rows and gets more robust-
ness dealing with different orientation images. On the
other hand, (Dalal and Triggs, 2005) used a method
based on the Histogram of Oriented Gradients (HOG)
to the pedestrian detection, proving that it could be a
useful descriptor for computer vision and image pro-
cessing using the objects’ appearance.

(Paya et al., 2009) present a comparative study of
appearance-based techniques. We extend this study,
taking into account three different methods: Fourier
Signature, PCA over Fourier Signature and HOG.
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2 REVIEW OF COMPRESSION
TECHNIQUES

In this section we summarize some techniques to ex-
tract the most relevant information from a database
made up of panoramic images trying to keep the
amount of memory to a minimum.

2.1 Fourier-based Techniques

As shown in (Paya et al., 2009) it is possible to rep-
resent an image using the Discrete Fourier Transform
of each row. Taking profit of the Fourier Transform
properties, we just keep the first coefficients to rep-
resent each row since the most relevant information
concentrates in the low frequency components of the
sequence. Moreover, as we are working with omnidi-
rectional images, when the Fourier Transform of each
row is computed, another very interesting property
appears: rotational invariance. Due to the fact that
the rotation of a panoramic image is represented as
a shift of its columns, the Fourier Transform compo-
nent’s module will be the same. So, the amplitude of
the transforms is the same as the original, and just the
phase changes. Therefore, we can find out the rela-
tive rotation of two images by comparing its Fourier
coefficient phases.

2.2 PCA over Fourier Signature

PCA-based techniques have proved to be a very use-
ful compressing methods. They make possible that,
having a set of N images with M pixels each, ~x j ∈
ℜMx1, j = 1 . . .N, we could transform each image in
a feature vector (also named projection of the image)
~p j ∈ℜkx1, j = 1 . . .N, being K the PCA features con-
taining the most relevant information of the image,
k ≤ N. However, if we apply PCA directly over the
matrix that contains the images, we obtain a database
with information just with the orientation of the robot
when capturing those images but not for other possi-
ble orientations. What we propose in this point is to
transform the Fourier Signature components instead
of the image, obtaining the compression of rotational
invariant information, joining the advantages of PCA
and Fourier techniques.

2.3 Histogram of Oriented Gradient

The Histogram of Oriented Gradient descriptors
(HOG) (Dalal and Triggs, 2005) are based on the ori-
entation of the gradient in local areas of an image. Ba-
sically it consist in computing the orientation binning
of the image by dividing it in cells, and creating the

histogram of each cell, obtaining module and orienta-
tion of each pixel. The histogram is computed based
on the gradient orientation of the pixels within the
cell, weighted with the corresponding module value.
An omnidirectional image contains the same pixels in
a row although the image is rotated, but in a different
order. So, if we calculate the histogram of cells with
the same width as the image, we obtain an array of
rotational invariant characteristics.

However, to know the relative orientation between
two rotated images vertical windows are used, with
the same height of the window, being able to vary
its width and application distance. Ordering the his-
tograms of these windows in a different way, we ob-
tain the same results as calculating the histogram of
a rotated image with an angle proportional to the dis-
tance between windows. That also will determine the
accuracy in orientation computation.

3 LOCALIZATION AND
ORIENTATION RECOVERING

In this section, we measure the goodness of each algo-
rithm by assessing the results of calculating the pose
of the robot with a new image compared to a map
created previously. All the functions and simulations
have been made using Matlab R2008b under Max OS
X. The maps have been made up of images belonging
to a database got from Technique Faculty of Biele-
feld University (Moeller et al., 2007). They were col-
lected in three living spaces under realistic illumina-
tion conditions. All of them are structured in a 10x10
cm rectangular grid. The images were captured with
an omnidirectional camera, and later converted into
panoramic ones with 41x256 pixel size. The number
of images that compose the database varies depend-
ing on the experiment, since, in order to assess the ro-
bustness of the algorithms, the distance between the
images of the grid we take will be expanded. In the
results shown in this paper, the grid used is 20x20cm,
with 204 images.

The test images used to carry out the experiments
is made up of all the available images in the database,
with 15 artificial rotations of each one (every 22.5◦).
11,936 images altogether . Because the pose includes
the position and orientation of the robot, both are
studied separately. Position is studied with recall and
precision measurement (Gil et al., 2009). Each chart
shows the information about if a correct location is
in the Nearest Neighbour (N.N.), i. e., if it is the
first result selected, or between Second or Third Near-
est Neighbours (S.N.N or T.N.N). Regarding the rota-
tion, we represent the results accuracy in bar graphs
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depending on how much they differ from the correct
ones. If the experiment error is bigger than ±10 de-
grees, it is considered as a fail and not taken into ac-
count.

3.1 Fourier Signature Technique

The map obtained with Fourier Signature is repre-
sented with two matrices: the module and the phase of
the Fourier Coefficients. With the module matrix we
can estimate the position of the robot by calculating
the Euclidean distance of the power spectrum of that
image with the spectra of the map stored, whereas the
phase vector associated to the most similar image re-
trieved is used to compute the orientation of the robot
regarding the map created previously.

Figure 1 (a),(b),(c) show recall and precision mea-
sures. We can see that when we take more coeffi-
cients, the location is better, but there is a limit where
it is not interesting to raise the number of elements we
take because the results do not improve. The phase
accuracy (Figure 1(d)) also improves when more co-
efficients are used to compute the angle, although is
quite constant when we take 8 or more components.
It can be stressed that with just 2 components (Figure
1(a)) we have 96 percent accuracy when we study the
Nearest Neighbour, and almost 100 percent when we
keep the three Nearest Neighbours.

3.2 PCA over Fourier Signature

After applying PCA over Fourier Signature mod-
ule matrix, we obtain another matrix containing the
main eigenvectors selected, and the projection of the
map images onto the space made up with that vec-
tors. These are used to calculate the position of the
robot. On the other hand, we keep the phase matrix
of Fourier Signature directly to estimate the orienta-
tion. To know where the robot is, first the Fourier
Signature of the current position image must be com-
puted. After selecting the corresponding coefficients
of each row, we project the vector of modules onto the
eigenspace, and find the most similar image through
Euclidean distance. When the position is known, the
phase is calculated the same way than when we do not
apply PCA since the phase matrix is not modified.

As we can see in Figure 1(e),(f),(g),(h), if we are
looking for a high accuracy in the localization task,
it is required a high number of PCA eigenvectors,
what means loosing the advantages of applying this
method. Moreover, in the majority of the experi-
ments, the number of Fourier coefficients we need is
bigger than when we do not use PCA, incrementing
the memory used. Phase results are not included be-

cause the results are exactly the same as showed in
Figure 1(d) since its calculation method does not vary.

3.3 Histogram of Oriented Gradient

When a new image arrives, we need to calculate its
histogram of oriented gradient using cells with the
same size of those we used to build the map. So, the
time needed to find the pose of the robot varies de-
pending on both vertical and horizontal cells we use.
To find the location of the robot the horizontal cell in-
formation is used, whereas to compute the phase we
need the vertical cells. In both cases, the informa-
tion is found by calculating the Euclidean distance be-
tween the histogram of the new image and the stored
ones in the map. The recall-precision charts (Figure
1(i),(j),(k)) shows that the more windows to divide the
image, the better accuracy we obtain. However, it is
not a notably difference between the cases. Regard-
ing the orientation (fig 1(l)), although the results are
good, it can be stressed that, when the window appli-
cation distance is greater than 2 pixels, the results are
like binary variables, appearing just cases with zero
gap, or failures, which is to say that the error is zero
or greater than 10 degrees.

4 CONCLUSIONS

This work has focused on the comparison of different
appearance-based algorithms applied to the creation
of a dense map of a real environment, using omni-
directional images. We have presented three differ-
ent methods to compress the information in the map.
All of them have demonstrated to be valid to carry
out the estimation of the pose of a robot inside the
map. Fourier Signature has proved to be the most ef-
ficient method since taking few components per row
we obtain good results. No advantages have been
found in applying PCA to the Fourier signature, since
in order to have good results it is needed to keep the
great majority of the eigenvectors obtained and more
Fourier coefficients. In both cases the orientation ac-
curacy depends just on the number of Fourier com-
ponents, and the error in its estimation is less than
or equal to 5 degrees is the great majority of sim-
ulations. Regarding HOG, results demonstrate it is
a robust method in localization task, having slightly
worse results than Fourier algorithm ones. However
the orientations computing is less effective due to fact
that the degrees are sampled depending the number
of windows we use, determining that way its accu-
racy. This paper shows again the wide range of possi-
bilities of appearance-based methods applied to mo-
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 1: (a), (b), (c) Recall-Precision charts with N.N., S.N.N. and T.N.N and (d) phase accuracy using Fourier Signature
varying number of components. (e), (f), (g), (h) Recall-Precision charts with N.N., S.N.N. and T.N.N using PCA over Fourier
Signature varying number of PCA vectors. (i), (j), (k) Recall-Precision charts with N.N., S.N.N. and T.N.N and (l) phase
accuracy using HOG varying horizontal window’s height.

bile robotics, and its promising results encourage us
to continue studying them in deep, looking for new
available techniques or improving the robustness to
illumination changes for them.
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Abstract: This paper covers questions about long distance communication in a difficult hazardous environment. 
Distant communication is presented via number of robotics carriers determined to link communication 
between a centre of control and a remote controlled deployed robot in hostile area or gather data from 
certain area. The robotic network is autonomous cooperative system of vehicles to provide data connection 
for the tele-operated deployed robot for example in rescue mission. This robotic network acts autonomously 
and reacts with surroundings background to guarantee data connection. Two main issues are presented: the 
data communication and the robotic carrier. Communication can be created by own wireless system carried 
on robots or use accessible communication such Wi-Fi/Ethernet in urban areas to use the installed networks 
in buildings to increase a capability of network. The robotics carriers will be realized as modular system 
with capability to modify each main part of carrier to fit specific environment. Basic construction of the 
robotic carrier is traction unit with basic frame with motor(s) and lithium based batteries, control unit based 
on MCU/DSP controller and internal sensor unit with capability to install another set of the external sensors. 
To provide positions of the carriers to on operator a visualisation of their position is planned by Goole Earth 
like application. 

1 INTRODUCTION 

Nowadays advances in embedded systems 
computations and communication technologies 
provide support for the cooperative multivehicle 
systems – mobile robots.  
 

 
Figure 1: Extended communication by two repeaters. 

Mobile robotics are part of our nowadays life, 
there is an amount of usage of them in explicit areas. 
Part of robots is designed to work in difficult areas 
dangerous to human. Environments like areas after 
or under natural (flood, wildfire) or industrial 

(chemical, mine) disasters could cause a human 
injury or even lost of life. They are available only 
for specific robotic unit equipped by specific tools, 
sensors or both to perform a search and rescue 
mission or gather data of the situation. 

Employment of such robot can be complicated 
due to limitations of signal connection, to obtain an 
extended range. The communication problem can be 
caused by density of urban areas, difficult mountain 
landscape, complicated shaft net in mines, radio 
power limitations etc. Solving extended 
communication range from control centre to 
deployed robot can be via system of mobile signal 
repeaters carried on auxiliary robots (robot carrier). 

Robot carriers can act autonomously and perform 
several nets topology to secure connection to 
deployed robot or perform data acquisition from area 
depended on sensor equipment on the robot carrier 
and its count. Figure 1 shows simple line topology to 
extend radio communication distance between 
control centre (HQ) and deployed robot (DR) by two 
robots carrying wireless repeaters (CR). 
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Robot carrier himself is completed like 
multipurpose kit containing several independent 
units to rebuild carrier and fit it to specific area. 
Carrier kit contains a wireless communication unit, a 
control unit and a traction unit (chassis), optionally a 
sensor unit to gather interest data. Each robotic 
carrier’s unit will act like a distributed system with 
control subsystem secondary to control unit. 

 
Figure 2: Block scheme of robot. 

2 COMMUNICATION 

There are many important parts and tasks to develop 
in this project. One of the most important parts is to 
develop open radio network for communication 
between service robot(s) and base station. Because 
usual teleoperator or a service robot use several 
communication channel to data exchange separated 
by purpose or origin of data (camera / video, control, 
telemetry, payload, etc). 

To avoid collisions with this amount of data 
interface with different, frequency, bandwidth, data 
throughput rate, range and so on, we establish 
common interface to all robot internal system as 
well as transferred data to Ethernet. It causes that 
you can connect any existing or future device 
directly or through simple bridge whereas most of 
them are commercial accessible and also has not any 
influence to existing communication inside robots 
system as e.g. the control system and its peripheries. 
There is possible to transfer control command to the 
communication unit, telemetry data as well as 
multiple real time still or motion picture in this 
solution. 

This kind of plug and play system for 
communication subsystem allows to mount the best 
suitable communication unit directly before robots 
mission and to use its all features during operation. 
As main communication standard we use cheep 
IEEE802.11b/g system which has sufficient data 
throughput and range for most of the robot 
applications. Also the using of modules with 
GSM/GPRS/EDGE is possible when they are 
available or robots operate on wide area. 

 

 

Figure 3: Areal signal covering. 

Data exchange with operators or between service 
robots behind direct radio visibility during rescue 
and security mission is necessary to be all the time. 
We design semiautonomous robotics retranslation 
unit to solve this problem. This robotic mobile 
repeater can be carried on main robots and deployed 
in situation when direct communication is unstable 
or not reliable. There is a new issue to solve – how 
to organize the radio network to have the most 
optimal area coverage. 

 

 

Figure 4: Doubled connection to deployed robot. 

We have designed several basic scenarios for 
testing different type of radio signal inaccessible 
conditions. This model could be described as line, 
area, path, and circle coverage of hostile area. And 
in this model we are looking for best points to 
deploy the mobile repeater carriers. Advantage of 
repeater mobility could be exploited when 
surrounding condition are changed or is necessary 
adapted network topology. Higher mobility and 
climb ability in e.g. “Leg’s” version of repeater 
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allows finding better position to retransmitting data 
from source to destination. Some variation of 
scenario describes backup communication line with 
dual line of repeater. This is done for safety reason 
when noise, lost signal or failure causes a 
termination of one repeater carrier. 

Second task is long term operation of service 
robots in wide area in cooperation with several 
mobiles robots and fixed station. This mode 
describes coverage of area with size over units or 
tens of square kilometres equipped of partial 
working infrastructure like Wi-Fi, GSM or private 
radio network. Robots communicate trough real 
dynamic reconfigurable heterogeneous network over 
TCP/IP protocol in this task. However it seems that 
small mobile repeater have no advantage and place 
in this scenario, relative small and cheap mobile 
robot carrier with cooperation with main services 
robots can keep well coverage of wide area radio 
network. Mobility of repeater carrier can help them 
to survive difficult conditions. Sensor equipped 
mobile repeater also provides support to 
environmental analyses not only useful for routing 
option.  

 

 

Figure 5: Using of two carried repeaters in urban or mine 
area. 

3 ROBOTIC CARRIER 

To provide a positional layout of signal repeaters, 
autonomous carriers are needed. In our case we will 
work with solution based on service robotics 
modular system. Modular means that key parts of 
the robotic carrier are interchangeable to fit specific 
area of interest. 

Main idea is to split solution of robotic carrier 
into several units and solve them separately. Basic 
robot can be divided into units: traction, power 

supply, control and sensor. The traction is mostly 
entire mechanical problem due to containing frame 
(chassis) of robot. The chassis is depending on the 
traction system. Several traction solutions can be 
used mainly for indoor or outdoor purpose. 

3.1 Traction Unit 

By the traction unit we understand a subsystem of 
robot that provides movements and creates a frame 
for other parts of the robot. The traction unit 
contains: frame, gearing, motor(s) and driver 
(electric), eventually battery. 

Simplified block scheme on Figure 6 shows a 
main part of the traction unit including a battery. 
Due to a lot of robot’s construction possibilities the 
selection of battery is depended on traction. 
Nowadays we have to use battery pack based on 
Lithium due to very good power to weigh ratio and 
also a maximum current capability, like Li-Pol and 
others. Size of traction is related to battery capacity 
and nominal voltage (number of cells). 

 

 
Figure 6: Block scheme of traction unit. 

The frame of the robotic carrier is basic 
construction set for entire robotic system. It has to 
be light and solid and also suitable for areas of 
interest. Most used traction on robots nowadays is 
wheels and tracks (tank under cart). Wheels are very 
simple to control and robot can move in high speed. 
On the other hand tracks are slow but robust and can 
pass terrain with more obstacles. 

There are several main environments which 
influence selection of suitable gears for robot. 
Generally there are indoor and outdoor. By outdoor 
we mean only land terrain. 

Indoor conditions are represented by short 
distances and flat surfaces where the main obstacle 
is stairs. Capability to pass stairs can split indoors 
robots into two areas. The stairs passing robots have 
more complicated construction and they are similar 
as the outdoors robots. Indoor environment provide 
ideal surface to movement of robot with special 
traction based on omni directional wheel or walking 
robots. The omni-wheel is a segmented wheel with 

SELF DEPLOYED ROBOTIC NETWORK FOR LONG RANGE SEMIAUTOMATIC OPERATION - Robotics Network
for Distance Data Connection, Areal Signal Connection Coverage or Areal Data Acquisition

429



 

capability of two axis movement. The robots based 
on the omni-wheel can contain common wheels 
(two) and be completed with omnidirectional (third) 
to improve turning of the robot. Also a fully 
omnidirectional equipped robot can be possible, for 
example a three wheel robot. Movement of this kind 
of traction is by a various speed of omni-wheels, so 
robot can change its direction based on the actual 
speed of omni-wheels. 

The indoor environment can be also very good 
for walking robots without special abilities to control 
balance on inclined or another complicated surfaces. 
Segment of walking robots are humanoids - but 
there are problems with balance and speed of them 
and so there are not very suitable. More useful 
robotic traction is based on spider like chassis – 6 or 
8 legs. This traction unit provides stability without a 
complicated balancing system but still has limited 
speed due to complicated leg’s movement. Also a 6 
or 8 legs robots have to be equipped with a number 
of servomechanisms regardless to number of joints 
on each leg. 

Pure walking robots are designated to indoors 
applications but there can be hybrid solution based 
on combination of wheel and leg. This solution 
provides a speed from wheels and agility from legs. 

The outdoor conditions are more complicated 
and for the purpose of robotic network are more 
probable. Outdoor applications could be majority for 
robot’s movement. Suitable traction for outdoor 
application is wheels (like in car) and tracks (tank). 
This kind of traction is very suitable for terrain, 
roads even in buildings and stairs. Outdoor designed 
robots can easily be used also in buildings even to 
climb stairs. 

 

 

Figure 7: Tamiya TXT-1. 

Regarding to high efficiency and speed of wheel 
based traction this kind of robot is very suited for 

outdoor application and to carry a wireless 
connection unit. Figure 7 presents a system from RC 
car which is very good for outdoor robot. This 
traction provides two DC motors for driving all four 
wheels (4x4) on entirely suspended base. Also both 
axletrees are steered. Tires are adjusted to work in 
complicated terrain. 

Movement of the traction is based on electric 
motor of any kind. There is also gas-engine where 
endurance is enlarged, but this has to be more 
serviced and control of gas-engine is more 
complicated, so we will work only with DC or EC 
motor. 

Part of traction unit is a driver for electric motor. 
Construction of driver is very similar even we have 
DC or BLDC motor. The driver is based on circuits 
called half-bridges and due to the DC or BLDC there 
are two or three half-bridges in driver. Half-bride is 
junction of two power switches which can amplify 
logic signal to provide power supply battery level 
and can provide required current. In mobile robotics 
are used almost only MOSFET based constructions. 
Advantages of MOSFET are very low power losses 
and high frequencies of work with minimum of 
driving energy. N-MOSFET work like ideal power 
switch and is widely used in power electronics like 
motor drivers with low voltage (<100V). The driver 
will be equipped with his own control to provide 
close loop control of motor. Based on traction 
system there can be feedback from sensor on shaft of 
motor or on a wheel, also sensors on legs etc. 
Control system in traction, based on MCU will 
communicate with his superior the Control unit of 
the carrier. 

3.2 Power Supply Unit 

Power supply or battery for the robotic carrier is 
very depended on the traction unit. The indoor and 
outdoor application may be very separate of each 
other in range and online time and also in a 
size/weight of robot. The battery pack will be then 
different. So we can think about including power 
supply to traction unit and have it together in kit. In 
this paper we will be talking about power supply 
unit as separate part of the system. But in the robotic 
carrier kit will be part of traction. 

Batteries which can be used in mobile robotics 
are basically based on Lithium. Thinking about 
NiMH, SLA or even NiCd is obsolete. Advantage of 
Lithium based cells is power to weigh ratio and high 
current capability (Li-Pol). Also a minimum looses 
of energy stored that make robot less needed of 
service. Main disadvantage on Li-xxx is precise 

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

430



 

charging and watch on discharging to not outrun a 
minimum voltage limits. Due to this we need to 
precise charging with balancing/limiting system and 
when used (discharged) a system to count energy 
and estimate remaining capacity (to stop discharging 
in right time) and also watch limits especially 
minimum voltage per cell. 

Power supply unit then contains a basics 
subsystems like: battery cells, protective circuits and 
fuel gauge. The protective systems are used in 
charging of series of cells and balance variance of 
each cell (capacity is not ideally similar, one cell is 
fully charged faster than another). Fuel gauge 
system based on MCU counts energy stored in cells 
and estimate remaining energy which can be 
provided. Method is based on simple current and 
time measurement and it can be determined a 
quantum of current which flows from battery to load 
(motor). Also current when charging can be 
measured (will be negative, current flows back) but 
there is a problem with protective systems because 
basic protective system change redundant charging 
energy into heat. 

In mobile robots for outdoor application we can 
estimate a 7 to 10 cell needed to provide power 
supply up to 30-42V with continuous discharge 
current of 10 to 15A. This make an output power in 
range 300 to 600W which is ideal for mobile wheel 
based robot with traction based on system from 
Figure 7. For the indoor robot same cell can be used 
but only two or three will be needed. 

Power supply unit is slave to the control unit 
(master on the bus) and contain separate control to 
measure capacity of power cell(s) and can estimate 
and report it to control unit. 

3.3 Control Unit 

Main unit in robotic carrier is the control unit. This 
unit have to decide how to ensure data connection, 
how to get to position, to drive traction unit and to 
communicate with others carriers and to establish 
connection from control centre to deployed robot. 

Entire control of robotic carrier is distributed 
because all of units have their own control by MCU. 
The control unit act like a master on bus via which 
all MCUs are connected together. Preferred bus on 
such mobile robot is LIN, RS485 or even CAN 
based on required speed and data security. 

The control unit depends on complexity of 
needed solution from algorithms. Based data are 
gained from sensor unit and from communication. 
The control unit calculates a position to move and 
control movement by sending required speed to 

closed loop control of motor in traction unit. 
Basically this can be covered by some newer MCU 
with 32 bit core to obtain a real time solved 
problems and results. 

Power supply to control unit is from power unit, 
so there is a power supply shared with motor on the 
other hand a wireless unit have its own because 
primary function is to provide data connection. 

3.4 Sensor Unit 

In mobile robotics we can split sensors into two 
groups. Internal sensors are used to ensure a basic 
function of the robot. Typically internal sensors are 
incremental rotary sensors in motor (traction unit) or 
sense resistors in battery (power unit). These sensors 
are used to operate a basic system of robot. In the 
other hand external sensors are used to contact robot 
with his exterior, robot can operate self without it 
and this external sensors determine the basic type 
and purpose of the robot. 

Internal sensors are then on unit which control 
basic function of the robot. Sensor unit contains 
external sensors to gather data from surrounded area 
of robot. Because a primary function of robot is to 
carry a wireless system and establish connection to 
deployed robot a sensor unit is basically equipped 
with sensors to obtain a global position of robot and 
to provide them to control unit to establish right 
network topology. Also safety ability has to be 
implemented to avoid contact robot with obstacle or 
to do not injure humans. Basically, the robot needs a 
set of tactile sensors to avoid obstacles. Tactile 
sensor is contact or contactless, where the simplest 
contact tactile sensor is a switch, but this is not very 
useful because a short range of operation. More 
useful sensors are contactless based on ultrasonic 
sensors or infrared optical sensor, both work like 
range finder so we can find an obstacle and also we 
can estimate range of it. 

In indoor application of carrier a network 
topology can be determined basically on odometer 
(data from traction unit). Indoor due to short ranges 
and covering sky a global data cannot be provided 
and precise admeasurements have to be used. So 
there we need to know a start position of each carrier 
to work with this offset of position. 

Additional sensors can be used to gather more 
data from area where carrier robot is used. This will 
work as additional function and area where are 
robotics carriers deployed can be better monitored 
than only with deployed robot. There can be used 
simplest sensors to measure temperature, pressure 
sound waves, chemical materials in air etc. 

SELF DEPLOYED ROBOTIC NETWORK FOR LONG RANGE SEMIAUTOMATIC OPERATION - Robotics Network
for Distance Data Connection, Areal Signal Connection Coverage or Areal Data Acquisition
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4 VISUALIZATION 

The entire system needs a visualization system to 
provide human-machine interface, to simplify using 
and maintenance. Each system has specifics 
demands for visualization and for system described 
above is very important except of standard telemetry 
data also position data of each unit as well as give to 
operator overview and knowledge of terrain (etc.) 
where robots operate. For this purpose is useful 
include part of geographic information system to 
operator control panel to access terrain map data. It 
could be dynamically refilled and updated by e.g. 
aerial photography, laser scan or other robots sensor 
data or data from mobile repeater such as 
temperature, chemical sensor or camera. 

“Wide are” scenario has huge requirement for 
GIS data source which could be very expensive. For 
this reason we are use public GIS source like Google 
Earth. This makes possible to visualize robots, 
repeaters and other position in 3D maps and terrain 
model. Big advantage of this system is possibility 
dynamic updating visualized data. It simplifies 
maintenance of whole system and allows online 
publishing of e.g. environmental data for community 
or government usage; depend on mission and 
devices type. 

5 CONCLUSIONS 

This work on mobile robotic network is basically in 
phase of prototype development. Presented 
information will be taken under test and will show 
us possibilities of next development and serves us as 
guide to how to continue on this project. Basic idea 
was to enlarge the range of wireless system to our 
robot. Nowadays we have knowledge on 
constructing mobile robots and this work is based on 
prototypes of them. We believe that our work will 
provide a functional prototype of robotic network to 
use in emergency and rescue operations. 

Robotics system has also feature to join several 
branches of technical development. Traction is based 
on mechanical engineering, network is based on 
communication solutions, sensors and control unit 
need to be solved by electronics and finally 
visualization is based on computer programming. 
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Abstract: Biomimicry is the right pattern for a successful algorithm or control strategy. The present paper applies 
biomimetic approach to robotic soccer game, using as model the human soccer team’s strategy. For 
implementation the authors use a team of MIROSOT soccer robot, with three robots. Using software Simi 
Scout a suitable tactics analysis can be extract from the games. Analyzing the real soccer game, a number of 
attributes are specified and are embedded at different levels. The specified levels are interconnected and the 
game analysis is processed for optimization. The authors approach offer a flexible and more complex 
situation: all the robots can be attacking, defending or goalkeeper player. In this case the role changing 
strategy is based on the distance between player and the ball, the payer and the goal area and the player and 
the attack area. The controller for the attacking robot is designed using Petri nets. The Petri net model is 
implemented in Petri Net Toolbox under MATLAB environment. Using this information the robot program 
is adapted and the tests/games are experimented. The results are commented and improved control 
architecture, based on practical results, is proposed. 

1 INTRODUCTION 

The nature’s inventions have inspired researchers in 
developing effective algorithms, methods, materials, 
processes, structures, tools, mechanisms, and 
systems. Biomimetics is a new multidisciplinary 
domain that includes not only the uses of animal-like 
robots – biomimetic robots as tools for biologists 
studying animal behavior and as research frame for 
the study and evaluation of biological algorithms 
and applications of these algorithms in civil 
engineering, robotics, aeronautics. Multi-agent 
system has emerged as a subfield of AI and helps to 
understand and provide with theory and principles 
for constructing complex systems with multiple 
agents and their coordination/competition in 
dynamical environments. The robot soccer game is 
an interesting benchmark problem for the multi-
agent systems.  

Generally spoken in robot soccer regarding the 
division of labor between the components of a 
soccer team, namely between the host computer 
system and the autonomous mobile robots, three 
system configurations are defined: 1. Remote 
brainless system; 2. Robot-based system; 3. Vision-
based system. 

The vision-based system can be described as the 
step from the remote brainless to the robot based 
system, as some of the intelligence is transferred 
from the main computer to the single agents, but the 
control of the vision system and the strategic 
coordination still remain tasks of the host unit.  

The Micro-Robot’ World Cup Soccer 
Tournament (MiroSot) is the brainchild of Jong-
Hwan Kim (Coman, 2008) of KAIST, Korea and 
was initiated in 1995. A mobile robot soccer team 
consists of up to three micro mobile robots. Two 
teams play soccer according to the rules similar in 
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nature to the real soccer game. The Federation of 
International Robot Soccer Association (FIRA) has 
established these rules. 
The mechanical construction of the micro mobile 
robot is based on a duralumin frame, on which two 
DC motors with gear boxes and a controller board 
are mounted. 

 Robot has two parallel wheels and in addition is 
suspended by two slipper elements mounted at the 
front and back part of the frame. 

2 POLLING ROBOT SOCCER 
STRATEGY FROM THE REAL 
SOCCER GAME 

The soccer robot game structure has 6 steps: 

Step 1. Image acquisition and primary calculation 
(distance, velocity, relative angle calculation etc.) 

Step 2. Decide which posture is suitable for player 
offensive or defensive. 

Step 3. Determination of team strategy and 
player profile assignment. 

Step 4. Determination of the target position. 

Step 5. Path planning. 

Step 6. Calculation of the wheels’ moving 
direction, velocity and displacement. 

In order to have a successful team the secret are: 
good player’s profile, good team strategy. 

The player profiles are:  

- Attack 
- Midfield 
- Defender 
- Goalkeeper 

Using Simi Scout a real game is analyzed and the 
player profile is extracted (for this example is used 
Romania Columbia, 1994, soccer game, and for 
players profile, is used Romanian player profiles). 

Using the real game information, the player 
situations can be extracted. Let’s analyse , in detail, 
the strategy for Attack player (Bîzdoacă et al., 
2005). 

Assuming that the left half of the playground is 
the opponent side, it is reasonable that the attacking 
player must move to the right side of the ball as soon 
as possible. 

 

 

Figure 1: SimiScout analise for soccer game Romania-
Columbia. 

3 PETRI NET MODEL FOR 
ATTACKING SOCCER ROBOT 

Petri nets, developed by Carl Adam Petri in his 
Ph.D. thesis in 1962, are generally considered as a 
tool for studying and modeling of systems. A Petri 
net is foremostly a mathematical description, but it is 
also a visual or graphical representation of a system. 
A Petri net can be analysed in order to reveal 
important information about the structure and 
behaviour of the modeled system. The information 
may for instance suggest improvements to the 
system. 

A Petri Net consists of a number of places and 
transitions with tokens distributed over places. Arcs 
are used to connect transitions and places. When 
every input place of a transition contains a token, the 
transition is enabled and may fire. The result of 
firing a transition is that a token from every input 
place is consumed and a token is placed into every 
output place. The firing of transitions represents 
causality and inferencing relations. Petri nets have 
been generalized by allowing multiple token arcs, 
inhibitor arcs, place capacity, colored tokens etc. 
(Peterson, 1981). 

Formally, the structure of a Petri net, defined by 
its places, transitions, input function and output 
function (Coman, 2008), (Kim et al., 2004). 

The Petri net model (Kim et al., 2004) for the 
attacking soccer robot modeling the real situation, 
has been designed so that the topology to contain the 
following situations in which  the attacking robot 
can be, as follows: 

a) The attacking robot is behind the ball; 
b) The attacking robot kicks the ball; 
c) The attacking robot is in offside position; 
d) The attacking robot is in contact with ball and 
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the ball is situated behind the robot. 
In state (a) the attacking robot is in a probable 
position to kick, in state (b) it is kicking the ball, in 
state (c) it is in front of ball, so should be careful to 
avoid the offside position, and in state (d) it is in 
contact with ball.  

With these four states, the Petri-net for the 
attacking robot controller is formed. “Angle” is used 
to refer to the angle between the heading direction of 
the attacking robot and ball. “Distance” is used to 
refer to the distance between the attacking robot and 
ball in pixels. In state (a), the attacking robot is 
ordered to move to ball and kick it. In state (b), if 
“Angle” is above 45° , or “Distance” is more than 20 
pixels, the attacking defense robot goes to state (a). 
In state (a), if the ball is on the right side of attacking 
robot (offside position), it should go to state (c). In 
state (b), if the attacking robot fails to kick the ball, 
the robot goes to state (c). In state (c), the attacking 
controller orders the robot to move sideways and it 
comes behind the ball without touching it and goes 
to state (a). In state (c), if “Distance” is below 10 
pixels, the robot goes to state (d), so it should move 
away from the ball till “Distance” is above 20 pixels 
and then can get into state (c). 

Analyzing the situations for Goalkeeper player, 

for Defender and for Midfield we can generalize the 

situations as: 

p1) The robot is behind the ball; 
p2) The robot kicks the ball in the opponent 
direction; 
p3) The robot is in unwanted position; 
p4) The robot is in contact with ball and the ball is 
situated behind the robot. 

Using Simi Scout a set of attributes are assured. 
Statistically, after analyzing the all attributes 
proposed, only 7 are retained and become transition 
for our algorithm: 

t1. Tries to kick the ball, though it is not in a good 
position to kick, 
t2. In front of the ball and at the following instant it 
is in a good position to kick, 
t3. In front of the ball, and moving to an unwanted 
position, 
t4. In unwanted position and escaping from that, 
t5. Misses the ball, and is in front of the ball, 
t6. In unwanted position, and then in contact with the 
ball and behind, and 
t7. Away from the ball and behind, but still in an 
unwanted position. 

The incidence matrix has rank 3, so that the Petri net 
model shown in Fig. 2 will have: 

m - rank (A) = 1 ⇒  at most 1 P-invariants are 
linearly independent, 

n − rank(A) = 4 ⇒ at most 4 T-invariants are liniarly 
independent. 

 

Figure 2: Petri net model for the soccer robot. 

As every robot has the same strategy, the role for 
attack, defender, midfield or attack can be easily 
switched between the robots. The roll will be 
assigned dynamically, be image analyze. 

A role assigned it is means that the intervention 
area of the robot is in: 
• Attack Area 
• Midfield Area 
• Defense Area 
• Goalkeeper Area 

The ball position will switch the team strategy. 
The team strategy extracted (from Romania – 

Columbia 1994 - soccer game - using Simi Scout 
software) is: 
- If the ball is in attack area then 2 player are 

attack player, and the nearest player to midfield 
area is midfield 

- If the ball is in the midfield area, then 2 player 
are midfield player, and the nearest player to 
defense area is defender 

- If the ball is in defense area, then 2 players are 
defense player, and the nearest player to goal 
area is goalkeeper. 

5 NUMERICAL SIMULATION 
AND EXPERIMENTS 

The results from the mathematical method of 
checking through the invariants method associated 
transitions and the corresponding positions after 
calculating the incidence matrix of the net have been 
validated through the simulations using Petri Net 
Toolbox in Matlab environment.  
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Table 1: Global Statistics Places. 

 

It was validated in this way that the net topology, the 
evolution of (their dynamics), as well as structural 
and behavioral properties. The following two tables 
(Table 1- Global Statistics Places and Table 2 - 
Global Statistics Transitions) present the complete 
lists of global indices associated with the places and 
the transitions considered in the architecture of Petri 
net that modeling the controller for attacking robot. 

Table 2: Global Statistics Transitions. 

 

Also, the special options of Petri Net Toolbox, 
which confers a high capacity of analysis, has made 
possible a synthesis of  this Petri net model which 
allows exploring the dependences of  global 
performance indicators associated with the net 
positions/transitions on two “Design Parameters”.  

6 CONCLUSIONS 

The research proposes a biomimetic algorithm based 
on analyzing the real situation (Peterson, 1981). In 
this paper, a Petri net model is used for designing a 
low level controller for the soccer robots. The 
presented controller did not use the information of 
opponent team. A future development of this 
research will add the opponent predicted strategy 
and a more dynamical switching strategy. Using a 
single model robot controller offer advantages in 
terms of implementation, but the team strategy can 
be easily indentified by the opponent and 
annihilated. The Petri net model presented is 
implemented in MATLAB environment. The 
simulations studies was validated that the net 
topology, the evolution of (their dynamics), as well 
as structural and behavioral properties and was 
provided the global performance indices associated 
with the places and the transitions and also the 
whole set of global indices associated with all the 
nodes of the net. Finally, the feasibility of the 

proposed architecture is demonstrated by the 
experimental results. 

 

Figure 3: Dependency of the Queue length index 
associated p1 position. 

 

Figure 4: Dependency of the Queue length index 
associated p3 position. 
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Abstract: Industrial robotics is characterized by sophisticated mechanical components and highly-developed control
algorithms. However, the efficient use of robotic systems – with regard to flexibility, reusability and exten-
sibility – is very much limited by existing programming methods. As a consequence, software development
for industrial robots is a complex and time-consuming task which generates considerable costs. This work
performs an analysis of the current software development for robotics systems and identifies shortcomings
from a software engineering point of view. Based on that, it outlines an architectural approach that addresses
the identified problems and allows efficient software development for industrial robotic systems.

1 INTRODUCTION

According to ISO standard 8373, an industrial robot
is defined as “an automatically controlled, repro-
grammable, multipurpose manipulating machine [...]
for use in industrial automation applications”. Given
an appropriate tool, industrial robots are able to per-
form a large variety of tasks ranging from assembly
over welding to quality assurance. But when look-
ing deeper, the use of robots in companies is mostly
restricted to mass production with rather easy, re-
curring tasks. Although small and medium enter-
prises with their small production batches could bene-
fit from flexible production systems, industrial robots
are rarely found there. One major reason for the lim-
ited use is the way of adapting robots to perform a
task. Today, industrial robots are still programmed
with special robot programming languages which
have robotic-specific data types, allow the specifica-
tion of motions, and communicate with external de-
vices and systems via fieldbus (e.g. tools, sensors, or
PLCs). Programs written in these languages are ex-
ecuted in special runtime environments by stepwise
interpretation of instructions and submitting them to
the underlying robot controller.
∗This work presents results of the research project Soft-

Robot funded by the European Union and the Bavarian
government within the High-Tech-Offensive Bayern. The
project is carried out together with KUKA Roboter GmbH
and MRK-Systeme GmbH.

Due to these low-level programming techniques,
developing software for an industrial robot is a com-
plex and tedious task requiring considerable techni-
cal expertise. Already in 1990, (Miller and Lennox,
1990) identified the fundamental problems of pro-
gramming robots which are still relevant in indus-
trial robotics even two decades later. The problems
mentioned are e.g. high costs for application develop-
ment, low reusability of robot-specific source code,
and the complexity of extending existing applications
with new tasks or devices. Despite these problems, re-
search in software engineering for robotics is mostly
targeting experimental robotics (Brugali, 2007), be-
cause industrial robotics has been considered an al-
ready solved problem for a long time (Hägele et al.,
2008).

Hence, this paper analyzes the software develop-
ment for robotics systems and explains why the cur-
rent practice has shortcomings from a software en-
gineering point of view (Sect. 2). Subsequently, we
briefly present an object-oriented approach that can
overcome those shortcoming in Sect. 3 and illustrate
the possible benefits in Sect. 4. Finally, conclusions
and future work are presented in Sect. 5.

2 PROBLEM ANALYSIS

Software development for commercially available in-
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dustrial robots is usually performed using the devel-
opment tools available from the robot manufactur-
ers, where each manufacturer provides its own sys-
tem. These systems are mostly based on propri-
etary, special programming languages which are tai-
lored to the features of the underlying robot con-
troller. Examples are the KUKA Robot Language or
RAPID from ABB. These languages are rather lim-
ited compared to general-purpose programming lan-
guages. For example, there is no built-in support
for the development of graphical user interfaces, and
interaction with tools and external systems is based
on low-level fieldbus communication. On the other
hand, these languages focus on the basic features of
automation systems and these limitations help ensur-
ing safety and real-time capabilities, which are nec-
essary to achieve precision and repeatability. Based
on their basic languages, manufacturers provide pro-
gramming extensions for special application domains
like welding. These extensions contain macros for
common application-specific tasks and allow to con-
figure tools.

However, with increasing requirements to the ap-
plications, using robot programming languages alone
is not sufficient any more. Especially user interac-
tion or complex domain-specific application logic is
often realized using a general-purpose programming
language, while robot languages are only used for
moving the robot and triggering exactly timed tool ac-
tions. The interplay between such an application and
the robot controller depends on the use case. One ap-
proach is to generate robot source code and to trans-
fer it to the robot controller. This approach is often
used in off-line programming systems where a virtual
model of the robotic workcell is used to program and
simulate tasks.

A different approach is to use a pre-defined set
of robot programs which can be remotely parameter-
ized and executed by an application. Today, such a
mixed application structure is typical for many exist-
ing solutions in industrial robotics. For example, (Ge
and Yin, 2007) describe the implementation of a plas-
tic injection molding application using the general-
purpose programming language C# for the domain
logic and the graphical user interface whereas RAPID
was only used for commanding the robot. Another
example is described by (Pires et al., 2009) where
a programming-by-demonstration application is pre-
sented. The main application as well as a speech inter-
face were again realized with C#. Although the force-
controlled guiding system was directly implemented
on the robot controller, it is forwarding its data to the
main application for further processing. After hav-
ing taught a new task by demonstration, robot code

is generated and submitted to the controller. As these
examples show, it is possible to implement complex
domain-specific applications and customized user in-
terfaces on top of existing robot programming envi-
ronments. However, the result is always an individual
solution, requiring great effort and expertise for devel-
opment and, consequently, causing high costs. Eval-
uating these solutions from a software engineering
point of view shows shortcomings in software quality.
While functionality and usability is often increased
using such approaches, other quality attributes (i.e.
reliability, performance, maintainability, extensibility
or portability) are influenced negatively. For example,
robot motions that are triggered inside an application
must always be backed with appropriate programs
on the robot controller. Consequently, both applica-
tion parts have to be maintained or extended carefully
with mutual dependencies in mind. Approaches that
rely on automatic generation of robot control code
provide a higher level of extensibility (by modifying
code generators) and increase portability (with multi-
ple code generators). However, maintainability prob-
lems arise when generated code has to be adjusted: In
most cases, these adjustments cannot be transferred
back to the generating model. Further issues concern
performance (especially for code generation) and reli-
ability, as concurrent programs are difficult to predict,
test and debug.

Standard business applications are nowadays de-
veloped on top of modern frameworks like Microsoft
.NET or Java Enterprise Edition. These frameworks
offer solutions for many standard problems like com-
munication in distributed systems, persistency and se-
curity. Our goal is to show that with a novel approach
robotic applications can be developed in the same
way as business applications. By providing a robotic
framework that already incorporates the required in-
frastructure solutions, such an approach can increase
productivity, reduce costs and weaken the trade-off
between functionality and software quality.

3 APPROACH

We have analyzed a broad variety of typical tasks for
industrial robots (e.g. welding or palletizing). This
analysis has shown that robot programs usually con-
sist of a defined set of real-time critical control actions
which are embedded into a high-level work flow. For
example, welding a single seam on a workpiece is one
real-time critical action consisting of operations of
the welding torch during the robot’s movement. The
work flow of a welding application only coordinates
the proper execution of these actions in order to weld
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Figure 1: The components of the proposed multi-tier soft-
ware architecture.

a series of seams. Hence, if it is possible to create
an adequate abstraction layer for encapsulating such
real-time critical actions, robotic applications can be
programmed in any programming language or envi-
ronment regardless of real-time issues.

Based on this observation, we have developed a
multi-tiered software architecture (Hoffmann et al.,
2009) which is shown in Figure 1. Core part of this
architecture are the Robotics Base Class Libraries
(RBCL). They represent an object-oriented frame-
work for robotic applications and provide an abstract
class model for the industrial robotics domain as well
as the aforementioned abstraction layer for specify-
ing real-time critical actions. The domain model pro-
vides objects for common concepts like robots, tools,
frames or instructions (e.g. motions or tool actions).
They can be extended in order to encapsulate task-
specific functionality (e.g. for arc welding) or to add
new robots, tools and sensors. All functionality ex-
posed by the RBCL and their extensions (Robotics
Extension Class Libraries) forms the Robotics Appli-
cation Programming Interface (Robotics API). This
interface is intended to be a broad platform for devel-
opers of robot programs. At the moment, there exists
an implementations of the RBCL in C# which is able
to control KUKA lightweight robots.

Instructions of the Robotics API can either be ex-
ecuted independently of each other, or be combined
to larger instruction units by certain operators with
defined semantics (e.g. temporal delay, superposi-
tion). When executed independently, no hard guaran-
tees can be given concerning timing relations across
multiple instructions. When executing complex in-
structions that have been pre-combined using one of
the aforementioned operators, real-time determinis-
tic execution is guaranteed. To achieve this, all in-

structions are dynamically translated into commands
for the Realtime Primitives Interface (RPI) and exe-
cuted by a Robot Control Core (RCC). Such an RPI
command consists of a combination of certain, pre-
defined (yet extendable) calculation modules, and a
specification of the data flow among them. Imple-
menting only the RCC with real-time aspects in mind
is sufficient to allow the atomic execution of Robotics
API instructions under real-time conditions.

4 BENEFITS

Using this approach, applications for industrial robots
can be mainly developed using standard technologies
and environments. For example, a modern general-
purpose programming language such as C# and a de-
velopment environment such as Microsoft Visual Stu-
dio can be used. Common functionality of industrial
robots is provided through a well-defined and exten-
sible application programming interface (the Robotics
API), and can be easily used by application develop-
ers. In consequence, they are able to focus on solving
domain-specific problems and, as far as possible, do
not have to deal with issues like communication and
synchronization with the robot control or real-time
programming.

Furthermore, the Robotics API provides a com-
prehensive, abstract model of the robotics domain –
including physical objects, interesting points on those
objects and ways to define specialized devices (e.g. a
welding robot). This framework can be used to for-
mulate certain tasks that are specific to the applica-
tions of interest (e.g. welding a line on a workpiece).
Basic functionality can be reused, in particular exist-
ing mechanisms for encapsulating real-time critical
work flows (e.g. moving along a welding line with ex-
actly timed activation of a welding torch). With this
abstraction, existing development processes, meth-
ods and tools of modern software engineering can
be used to construct intuitive domain specific appli-
cations, regardless of real-time issues. As a conse-
quence, complex application logic and high usabil-
ity can be achieved, whereas maintainability, perfor-
mance and reliability are taken care of by the auto-
matic generation and execution of RPI commands.

Besides basic motion commands, our architecture
also supports the integration of new motion types.
The fine grained structure of RPI allows a flexi-
ble specification of motion control algorithms as e.g.
required for sensor integration and compliant mo-
tions. The tight integration of high-level motion spec-
ification and low-level motion execution, which is
achieved by the automatic generation and execution
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of RPI commands, leads to good maintainability of
resulting applications, and real-time constraints can
be satisfied by an appropriate implementation of an
RPI interpreter, ensuring performance and reliability
for the critical system parts.

Traditionally, the communication with external
devices and systems is performed using a fieldbus that
is connected to a port with analog and digital I/Os.
In our approach, the physical I/Os can be mapped to
logical units, e.g. the necessary I/Os to drive a gripper
can be controlled using a single gripper object. This
object encapsulates the properties, i.e. the configura-
tion, as well as the behavior of the tool and can be
used for programing. Besides, complex devices can
be controlled with real-time performance by introduc-
ing specialized RPI modules and corresponding ob-
jects for the Robotics API. Furthermore, instructions
usually incorporate a two-stage error handling. If an
error occurs during the execution of the instruction,
basic error handling causes the robot system to reach
a stable and secure state. Subsequently, an exception
is thrown and a high-level recovery strategy can be ex-
ecuted. Thus, it is possible to guarantee reliable error
handling and to provide high-level error mechanisms
that developers can use.

There are some tasks which require the use of
multiple robots, e.g. mobile manipulation scenarios
or lifting large and heavy workpieces. Traditionally,
each robot has its own controller and must be pro-
grammed individually, using fieldbus communication
or special markers to handle synchronization with the
other robots. Using our approach, it is possible to de-
velop a single program that controls multiple robots.
The robots can be synchronized with real-time perfor-
mance using special operators offered by the Robotics
API. It is even possible to define a logical unit, that
consists of multiple robots, but can be programed as
a single robot (e.g. for load sharing, or for a mobile
manipulator).

5 CONCLUSIONS

This paper presents a new approach for the software
development for industrial robots – an approach that
is rather radical. Its focus does not originate from
mechanical engineering or control theory, but from
software engineering. Furthermore, it is not directly
compatible with current robot controllers and even
requires a new generation of robot control software.
However, it shows a way to overcome the intrinsic
problems and limitations of current programming en-
vironments for industrial robots. The development of
this approach is performed in tight cooperation with

industrial partners: KUKA Roboter GmbH, a special-
ist for robotics internals and Europe’s leading robot
manufacturer, and MRK Systeme GmbH, a system in-
tegrator working with KUKA robot and future user of
our approach. This cooperation and the joint devel-
opment of prototypical systems helped greatly in val-
idating the feasibility and industrial meaningfulness
of our research.

The presented approach promises advantages on
the feature side – as it was designed with extensibility
in mind – but the main benefits can be found coping
with non-functional requirements. Most notably, us-
ability and maintainability benefit from the advances
achieved in the field of software engineering during
the last 15 years, which can directly be applied to the
robotics domain using our approach. Although the
benefits and first results are promising, the approach
must demonstrate its advantages in practice. There-
fore, future work focuses on creating challenging ap-
plication examples on top of our approach. This in-
cludes the development of a reusable graphical robot
programming framework for SMEs and the introduc-
ing of service-oriented architectures for robot-based
automation processes.
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Abstract: Several studies have shown the usefulness of central pattern generator circuits to control autonomous rhythmic
motion in robots. The traditional approach is building CPGs from nonlinear oscillators, adjusting a connec-
tivity matrix and its weights to achieve the desired function. Compared to existing living CPGs, this approach
seems still somewhat limited in resources. Living CPGs have a large number of available mechanisms to ac-
complish their task. The main function of a CPG is ensuring that some constraints regarding rhythmic activity
are always kept, surmounting any disturbances from the external environment. We call this constraints the
“dynamical invariant” of a CPG. Understanding the underlying biological mechanisms would take the design
of robotic CPGs a step further. It would allow us to begin the design with a set of invariants to be preserved.
The presence of these invariants will guarantee that, in response to unexpected conditions, an effective motor
program will emerge that will perform the expected function, without the need of anticipating every possible
scenario. In this paper we discuss how some bio-inspired elements contribute to building up these invariants.

1 INTRODUCTION

Biology has been a source of inspiration for robot
constructors for some time now. In particular, many
works have built Central Pattern Generator circuits to
generate rhythmic motion in a robot (see (Ijspeert,
2008) for a review). Usually CPGs are regarded as
a black box dynamical system capable of generating
rhythmic patterns, in a way that is flexible enough
to accommodate external modulation and/or perturba-
tions, but robust enough to stay close to an effective
pattern.

Living CPGs have developed to perform very spe-
cific tasks involving rhythmic activity: controlling
swimming, chewing, breathing, heart beating, walk-
ing, etc (Grillner, 2006). But, not every individual
of one same species presents the same physiological
structures: due to differences in size, weight, or even
history (illnesses, lesions, etc.) CPGs must be able to
adapt to different environments (Bucher et al., 2005).
Therefore, we can conclude that underlying CPG cir-
cuits there are mechanisms that allow for a great de-
gree of flexibility while preserving its core function.

The core function of a CPG can be expressed as
a set of dynamical invariants that must be preserved.
Recent research (Reyes et al., 2008) has clearly shown

that the pyloric CPG of the lobster presents sub-
stantial differences from animal to animal, yet ro-
bustly preserves the relationship between bursting pe-
riod and phase lag between neurons. Even when one
single CPG is forced by replacing one synapse with
an artificially modified synapse, the CPG is shown to
have some mechanism by which this relationship is
preserved.

Traditional techniques to build CPG control in
robots try to solve motor control tasks by mimicking
known biological systems, in particular circuit topol-
ogy and the presence of oscillators. This approach
provides limited capability to deal with unforeseen
scenarios. The concept of the dynamical invariant al-
lows for a new design strategy in which the motor
control can be achieved in a way that is not speci-
fied a priori, but emerges from the set of biologically
inspired principles. Having a general set of invari-
ant preserving mechanisms allows for more freedom
in the process of design, providing more flexible and
general solutions to existing problems in robot con-
trol.
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2 INGREDIENTS FOR
DYNAMICAL INVARIANT
PRESERVING CPGS

In this section we discuss scientific results on the
mechanisms known to contribute to the essential flex-
ibility and robustness of CPGs, which may be directly
related to the implementation of dynamical invariants.

2.1 Topologies

CPGs are known for their flexibility: they generate a
robust rhythmic activity with a recognizable pattern,
but they can be modulated by external input. The fi-
nal shape of the rhythm produced by one CPG will
depend on many factors: intrinsic properties of in-
dividual neurons and synapses, strength and sign of
the couplings and network topology, all contribute to
the function of the circuit. It is known (Huerta et al.,
2001; Stiesberg et al., 2007) that non-open topologies
maximize the quality of the rhythm produced in terms
of flexibility and regularity. A non-open topology is
that in which every neuron receives at least one con-
nection from another CPG member, in contrast to an
“open” topology, where at least one neuron does not
receive synapses from any other CPG member

In the design of an artificial CPG for robot control,
it is necessary to take this into account. All neurons
within the circuit must receive feedback from the rest
of the circuit, so that knowledge about how the CPG
is performing is distributed to all units. Of course, not
all neurons will process this information in the same
way.

Different works, both theoretical and experimen-
tal, have studied the role of synapses in the synchro-
nization of neural oscillators. However, this study
cannot be decoupled from the properties of the units
being connected. Depending on the intrinsic charac-
teristics of neurons, synaptic activity will have dif-
ferent effects. In fact, different CPGs may adopt
different combinations of neural and synaptic prop-
erties to achieve the same goal (Prinz et al., 2004).
The result is that the CPG designer has a wider va-
riety of mechanisms to choose from. For instance,
it is widely accepted that in-phase synchronization
can be achieved through excitatory interaction, but
it can also be achieved by inhibitory interaction with
the appropriate conditions (Wang and Rinzel, 1992).
And conversely, anti-phase synchronization is usu-
ally considered to happen under inhibition (Wang and
Rinzel, 1992; Rowat and Selverston, 1997) but it can
be found to happen under excitatory connections as
well (Kopell and Somers, 1995).

Usually phase relationship between modules of a
CPG is an important dynamical invariant that must
be preserved. There exist some important theoretical
studies on the mechanisms for phase locking between
oscillators. A general study based on a phase model
can be found in (Kopell and Ermentrout, 2000). How-
ever, it poses strong restrictions upon the coupling
between oscillators. More realistic approaches that
take into account synaptic dynamics for predicting the
type of synchronization among bursting neurons can
be found in (Oprisan et al., 2004) and (Elson et al.,
2002).

When building complex artificial CPGs, it is dif-
ficult to predict how the coupling of neurons within
a given topology will affect synchronization. Being
able to predict stable phase-locking regimes as in the
above mentioned works could help us design complex
CPGs, with rich dynamics and guarantee that the re-
sulting phase and frequency relationships will be the
desired ones.

2.2 Starting, Stopping and Maintenance
of Rhythm

Few studies in robotics are concerned with how CPGs
are started and stopped. There exist various mecha-
nisms underlying the starting, stopping and sustaining
of rhythm in living CPGs.

In cases like breathing or heart beating, the group
of neurons responsible for the maintenance of rhythm
cannot afford to stop. There are other cases, however,
in which a set of neurons needs to be activated and,
after some time of activity, deactivated.

In the first case, special neurons called “pace-
maker” neurons are responsible for setting the pace
at which the rest of the group will oscillate (Selver-
ston et al., 2009). Thanks to biophysical sub cellular
mechanisms, they can produce oscillations in isola-
tion, without external input. Through synaptic con-
nections, the activity of pacemakers is “distributed”
to other members of the groups.

Pacemaker neurons can usually adapt their burst
frequency over a large range. By means of external
input and feedback from other neurons in the network,
the pacemaker group will be able to decide if the cir-
cuit is working properly and, if not, set the appropri-
ate frequency. Some CPGs show redundancy mecha-
nisms in order to maintain the correct rhythm in case
of failure. Several neuron models are capable of en-
dogenous oscillation as seen in living CPG neurons:
many variations of the bio physically detailed model
by Hodgkin and Huxley (Hodgkin and Huxley, 1952);
one classical model for bursting activity (Hindmarsh
and Rose, 1984) and other recent models with less

ICINCO 2010 - 7th International Conference on Informatics in Control, Automation and Robotics

442



computational requirements (Rulkov, 2002; Aguirre
et al., 2005).

In the second case, initiation and termination are
usually caused by external forces. A silent group
of neurons may be “recruited” by an external exci-
tatory force. Such is the case in (Arshavsky et al.,
1998), where neuron group IN 12 is recruited by neu-
ron group IN 8 and inhibited by neuron group IN 7.
This a very good example in which neurons that do
not generate a rhythm autonomously contribute to the
proper functioning of the CPG.

Interestingly, this CPG presents another important
feature. Depending on the intensity of the swimming,
an early group of neurons is recruited for weak swim-
ming and if more powerful strokes are needed, a neu-
ron group with higher activation threshold will also
be recruited. This is the delayed group of neurons.

Another mechanism found in some neurons is
known as “post-inhibitory rebound”. This feature is
widely observed, in particular again in (Arshavsky
et al., 1998). A neuron with this feature will remain
silent while inhibited. If inhibition is suddenly re-
leased, the neuron will respond with a spike or burst
of activity.

It is believed that the selection of motor programs
may be subject to an inhibitory mechanism (Grillner
et al., 2005). Each possible motor program is kept
under inhibition, until upper control centers decide to
activate it. At this point, inhibition is released. By
the mechanism of post-inhibitory rebound, a motor
program could immediately start upon lifting of inhi-
bition. Note that this is not equivalent to activation
by excitation. The difference is that in a normal state,
the circuit responsible of the motor program will not
spontaneously activate because of noise, since inhibi-
tion will keep it forcibly silent.

The mechanism for termination of activity will de-
pend on the goal of the CPG. If neurons in the CPG
are not capable of endogenous oscillation, they may
just go silent by themselves after activity has been
elicited by one of the mechanisms mentioned earlier.
If the activity needs to be sustained, then mutual ex-
citatory connections within a group of neurons will
keep them firing. This is known as a “pool” of neu-
rons.

So the repertoire for how activity is elicited, main-
tained and stopped is really ample. However, each
mechanism has different subtleties, depending on the
underlying cellular characteristics, on whether inhibi-
tion or excitation should be preferred, etc.

2.3 Motor Command Coding

Individual CPG neurons display a mainly bursting ac-
tivity. Motor commands are encoded in some aspect
of the neuron’s activity, for instance in the frequency
of the spikes, or on the precise timing between them.
How information is extracted from this activity is not
trivial (Brezina et al., 2000), but simple mechanisms
can be used in robots.

The fact that rhythmic motor commands are en-
coded using bursting neurons has an advantage over
the classical view of CPGs in robotics: the mecha-
nisms that encode motor commands and those used
for synchronization are decoupled. In the traditional
view, one non-linear oscillator represents a whole
CPG. Then, one variable of the oscillator is used as
output to the controlled joint and to other oscillators
that need to be synchronized. Bursting neurons have
the ability to flexibly adapt the timing between bursts
and still produce robustly reproducible bursting pat-
terns. With this decoupling, the system gains simul-
taneously in robustness and flexibility. In addition,
some bursting neurons have the ability to encode in-
formation relative to their identity and their context
and send messages to neighbouring neurons, as we
discuss in the following section.

2.4 Neural Signatures

Recent experiments have shown that CPG individual
cells have neural signatures that consist of neuron spe-
cific spike timings in their bursting activity (Szucs
et al., 2003). Model simulations indicate that neural
signatures that identify each cell can play a functional
role in the activity of CPG circuits (Latorre et al.,
2006). These signatures coexist with the information
encoded in the slow wave rhythm of the CPG which
results in a neural signal with multiple simultaneous
codes. Readers of this signal (muscles and other neu-
rons) can take advantage of the multiple simultaneous
codes and process them one by one, or simultaneously
in order to perform different tasks. The sender and the
content of the signals can also be used separately to
discriminate the information received by a neuron by
distinctly processing the input as a function of these
codes. These mechanisms can contribute to build dy-
namical invariants through a self-organizing strategy
that includes non supervised learning as a function of
local discrimination. Artificial CPG networks built
with neurons that display neural signatures allow for
a new set of learning rules that include not only the
modification of the connections, but also the parame-
ters that affect the local discrimination.
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2.5 Homeostasis: Self-regulation
Mechanisms

CPG research has also shown the presence of
many homeostatic mechanisms to self-regulate and
to deal with unexpected circumstances at the cellu-
lar and neural network levels and in multiple time
scales (Marder and Goaillard, 2006). Dynamical in-
variants that work in short time scales can be built
with the above mentioned mechanisms that involve
neuron and synapse dynamics and specific topolo-
gies. However other types of invariants working in
longer time scales can use mechanisms of adapta-
tion and learning (including sub cellular plasticity)
to generate rhythms even in the absence of the in-
put that sustains this rhythm under normal circum-
stances (Thoby-Brisson and Simmers, 1998). Long
scale dynamical invariants arise from self-regulatory
mechanism that involve tightly regulated synaptic and
intrinsic properties. Models could implement this self
regulation through specific synaptic and sub cellular
learning paradigms.

Implementing already known sub cellular and net-
work learning mechanisms (Marder and Prinz, 2002),
CPGs may easily accommodate the degradation pro-
cess of a working robot. If a joint loses torque, if
pieces begin to wear off, a CPG implementing these
mechanisms could adjust its function to reflect the
natural evolution of the mechanical parts. Even if
some part suddenly stops working or is disconnected
from the main body of the robot, the CPG could still
keep its original function.

3 CONCLUSIONS

Central Pattern Generator neural circuits are well
known for their ability to generate and sustain rhyth-
mic activity. And they do so in a robust manner, tol-
erant to perturbations, but with flexibility, being able
to adjust their working regime to the requirements of
the environment.

We have presented recent results that extend the
idea of a CPG. Results from which the robotics field
will surely benefit. To begin with, we have intro-
duced a new design idea, termed dynamical invari-
ant. The key aspect of designing an artificial CPG
should be specifying what restrictions must be kept
under any condition. So, the presence of one or sev-
eral dynamical invariants will guarantee the effective-
ness of motor control in unknown or changing envi-
ronments. Living CPGs use different strategies to im-
plement their invariants, we have reviewed some of
them in this paper.

First, we have reported on studies that conclude
that those topologies that maximize rhythm quality
are non-open topologies. That is, every neuron in the
circuit receives at least one input from the rest of the
circuit. Following this, we review those mechanisms
that are responsible for rhythm start, stop and suste-
nance. Few works known to the authors have con-
cerned themselves with the issue of initiation and ter-
mination of CPGs in robotics. We believe that the
works mentioned here will be of great inspiration to
robot designers. Then, we discuss the mechanism by
which living motor neurons are believed to code mo-
tor commands. Studying it, robotic CPGs can gain
greater flexibility and robustness by decoupling syn-
chronization and coding mechanisms. Next, a re-
cently discovered property of bursting neurons is pre-
sented: neural signatures. This mechanism increases
the computing capabilities of a CPG. It allows neu-
rons to code context specific information so that re-
ceivers of different neural messages may discriminate
their input according to the identity of the sender, cir-
cumstances on which a message occurs, etc. We be-
lieve that this result will widen the view of CPGs from
simple pattern generators to information processing
capable circuits. And finally, we present reports on
the ability of long term adaptation of CPGs. Several
results indicate that CPGs can satisfy their dynamical
invariants despite differences from animal to animal,
or development of the animal from young to adult or
changes in function and/or size due to illnesses and
injuries. Understanding the mechanisms underlying
this ability will allow designers to construct CPGs that
will adapt over a range of “robot families” and to the
consequences of long time operation like loss of per-
formance and degradation of the parts.

To conclude, we believe that biology has still
many secrets to reveal. We have pointed out key
issues that robotics has not yet explored, but with
promising potential. We are beginning to imple-
ment some of these ideas in our own robots (Herrero-
Carrón et al., 2010), and look forward to the next gen-
eration of CPGs.
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Abstract: In this paper we demonstrate an innovative use of range information from a laser sensor mounted on the 
end- effector of a remote robot manipulator to assist persons with disabilities carry out ADL (Activities of 
Daily Living) tasks in unstructured environments. Laser range data is used to determine goals, identify 
targets and via points to enable autonomous execution of trajectories. The human operator performs 
minimal teleoperation and is primarily involved in higher level decision making. We hypothesize that laser 
based assistance improves task performance in terms of time and accuracy and also reduces the cognitive 
load on the user executing the task. Tests on ten healthy human subjects in executing a remote manipulation 
task conform the hypothesis. 

1 INTRODUCTION 

Robotic devices have thus been used to enable 
physically disabled individuals to execute ADL 
tasks (Bolmsjo, Neveryd and Eftring, 1995). 
However, teleoperation of a remote manipulator puts 
a lot of cognitive load on the operator (Bolmsjo et 
al., 1995). Our previous work at the Rehabilitation 
Robotics Laboratory at University of South Florida 
has focused on  augmenting the performance of 
motion-impaired users in job-related tasks using 
scaled teleoperation and haptics (Pernalete, Yu, 
Dubey and Moreno, 2002) and assistance based on 
real-time environmental information and user 
intention (Yu, Alqasemi ,Dubey and Pernalete, 
2005).   In this work the laser data is used to 
determine goal points, identify targets and via points 
in unstructured environments that enables 
autonomous execution of certain sub tasks under 
human supervisory control thus providing assistance 
to the human. The human is still in the loop to make 
high level decisions like pointing the laser to critical 
points in the remote environment by teleoperating 
the arm.   

Hasegawa, Suehiro and Takase (1991) made use 
of the laser range information to compute and record 
3D co-ordinates of points on objects in the 
environment, to enable autonomous task execution.   
Takahashi and Yashige (2000) presented a simple 

and easy to use laser based robot positioning system 
to assist the elderly in doing daily pick-and-place 
activities.  Nguyen, Anderson, Trevor, Jain, Xu and 
Kemp (2008) made use of an arrangement consisting 
of a laser pointer, a monochrome camera, a color 
filter and a stereo camera pair to estimate the 3D co-
ordinates of a point in the environment and thereby 
fetch objects in the environment designated with the 
laser pointer. 

2 LASER ASSISTED CONTROL 

We have used PUMA560 as the remote manipulator 
and Phantom Omni haptic device as the master. The 
human user by means of teleoperation points the 
laser to critical points in the environment. These 
critical points could be goal points, objects or planar 
surfaces of interest. The laser sensor is mounted on 
the end-effector of PUMA and has the same 
orientation as the end-effector. The laser beam 
direction thus will always be parallel to the z axis of 
the end-effector.  

2.1 Laser Assisted Target Position 
Determination and Autonomous 
Trajectory Execution 

The  user  points  the  laser  to  a specific target and  
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locks the target by ceasing to teleoperate. Then as 
the user commands by pressing a keyboard key, the 
machine generates a linear trajectory from the 
current PUMA end effector location to the target 
point determined by the laser and also executes the 
trajectory. 

For generating a linear trajectory, the initial 
and final transformation matrices are required. The 
initial point transformation matrix is determined 
from PUMA forward kinematics and that for the 
final point is determined using laser range data and 
(1) (ref Fig. 1). 

L
O

E
L

B
E

B
O TTTT **=  (1)

2.2 Laser Assisted Autonomous 
Surface Alignment 

For certain ADL tasks determination of orientation 
of the planar surface associated with the target is 
necessary to orient the end-effector in such a way 
that it is aligned with the perpendicular to the 
surface. This alignment has been implemented as an 
autonomous function using laser data and it helps 
the user to manipulate a target from a convenient 
angle in teleoperation.  

 
 

 

Figure 1: Autonomous trajectory generation concept. 

 The user points the laser to three distinct points 
on the planar surface to record their co-ordinates. 
When the user activates autonomous alignment 
algorithm, the transformation matrix required for 
end-effector alignment is computed online and the 
end-effector aligns with the surface. The z-

component of the rotation component of the 
transformation matrix is the same as the unit vector 
along normal to the surface which is computed by 
the cross product of the vectors connecting the three 
points P1, P2 and P3. The x and y-components are 
then obtained using the right-hand rule. 

3 APPLICATION OF LASER 
BASED CONCEPT IN TASK 
EXECUTION 

Fig. 2 shows the sequence of steps in executing a 
pick and place task using laser assistance. The user 
starts with locating the destination point by pointing 
the laser in teleoperation and commanding the 
system to record the co-ordinates of that point (Fig. 
2(a)). Next the user identifies three random points on 
the planar surface with the laser (Fig. 2(b)). After 
this the user locates the target object with the laser 
and commands the execution of the autonomous 
trajectory (Fig. 2(c)). When the arm stops near the 
target (Fig. 2(d)) the user commands autonomous 
alignment with the planar surface (Fig. 2(e)). Now 
as the arm is in a convenient configuration for 
grasping the user makes fine adjustment in 
teleoperation to locate the gripper exactly over the 
target to grasp it. 

Next the user commands the system to 
autonomously execute a path from the current 
location to the destination point while avoiding the 
obstacle. The path is executed in three linear 
segments. , the first being from the current PUMA 
location to a point vertically above it so that the arm 
is clear of the tallest obstacle (Fig. 2(e) and 2(f)), the 
second being in the horizontal plane from this point 
to a point vertically above the destination (Fig. 2(f) 
and 2(g)) and the third is to a point just above the 
destination (Fig. 2(g) and 2(h)). The initial and final 
transformation matrices for each segment are 
computed by the system from forward kinematics, 
the heeight of the tallest obstacle and the destination 
point coordinates. The height of the tallest obstacle 
is determined by pointing the laser to the top of the 
obstacle and recording the co-ordinates. 
After the arm has traversed the path, the user makes 
fine movements to precisely locate the target over 
the destination by teleoperation and places the 
target.   Thus we see that the human is only a 
supervisor and is involved in minimum 
teleoperation. The trajectories and generated online 
and executed autonomously. Moreover the interface 
consisting   of   pointing   with   laser  and  pressing 
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(a) (b) (c) (d) 

 
(e) (f) (g) (h) 

Figure 2: Laser based features in pick and place task execution: (a) Pointing to destination point for path planning (b) 
Pointing to platform points for planar surface orientation determination (c) Pointing to target (cup) for autonomous 
trajectory generation (d) End of autonomous trajectory (e) Autonomous end-effector alignment (f) Autonomous path – end 
of first segment (g) Autonomous path – end of second segment (h) Autonomous path – end of third segment. 

keyboard keys is simple to use. This way we aim at 
relieving the human from much cognitive load in 
task execution. The destination point, target and 
surface could be located anywhere in the 
environment and thus the method can be used for 
manipulating in unstructured environments. 

4 TESTS AND RESULTS 

The test bed consists of PUMA and Omni 
manipulators (Fig. 3). A SICK DT60 laser range 
finder and a Logitech MT Orbit CCD Camera were 
mounted on the PUMA end effector. 

For testing, 10 healthy subjects were asked to 
perform a pick and place task thrice in each of the 
two modes, one is the unassisted teleoperation mode 
and the other is the laser assisted mode. For each run 
the time taken to complete the task, the end effector 
Cartesian co-ordinates and the user experience were 
recorded. Before starting the tests the subjects were 
given sufficient time to acclimatize with the system. 
In general each subject was given 5 to 6 trials before 
testing. 

  

Figure 3: Test bed of PUMA and Omni manipulators. 

The experimental set up is shown in Fig. 4. The 
cup is the target which is to be picked up from the 
location shown, and placed on the orange sticky 
shown to the left. The folder simulates an obstacle. 
The task here is to command the arm from a ‘ready’ 
position towards the target, grasp the target and 
place it over the destination point while avoiding the 
obstacle. 

 

Figure 4: Experimental set-up for pick and place task. 

The task performance is compared between the two 
modes in terms of accuracy and time. Accuracy is 
presented in the form of the path traversed by the 
end effector in the two modes.. Plot for only one 
subject is shown in Fig. 5. We observe that the 
motion generated by laser assisted mode was, 
continuous and accurate. On the other hand the 
motion in the unassisted mode was discontinuous 
and the arm often deviated from the path. The 
subjects had tremendous difficulties in teleoperating 
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the PUMA without any assistance. The loops around 
the pick-up point are due to subjects repeatedly 
trying to orient the gripper properly so that it is in a 
convenient configuration for grasping. Orienting the 
arm properly was one of the most challenging 
activities the subjects faced. 

 
 Laser Assisted Modes 

 Unassisted Modes 

Figure 5: Accuracy in path traversal for laser assisted and 
unassisted modes. 

The average time per subject per mode was 
computed and is presented in the form of plots in 
Fig. 6. We observe that each subject spent more time 
to complete the task in the unassisted mode than in 
the laser assisted mode.  

 

Figure 6: Time plots in executing pick and place task. 

The user experience in executing the task in the 
two modes was also noted.  The users preferred the 
laser assisted mode as generating task plans by 
picking up points with the laser was easier for them 
and the robot executed the task. In teleoperating 
without assistance they experienced a lot of mental 
load. 

5 CONCLUSIONS 

Our hypothesis that the laser assisted telerobotic 
control methodology of task execution would 
improve the task performance and reduce the mental 

load on the users has been validated by tests on 
healthy subjects on a pick and place task. The task 
performance in terms of time and accuracy improved 
and the subjects were overwhelmingly in favour of 
using the laser assisted mode in executing the task as 
they experienced less cognitive load. With the 
results obtained we believe that this telerobotic 
system would make it possible for persons with 
disabilities to execute ADL tasks with much greater 
ease. Next we intend to test the method on persons 
with disabilities and for a variety of ADLs.  
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