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1. INTRODUCTION

This paper proposes to apply empirical mode decomposition (EMD) to each hyperspectral image band and use composite kernels to combine the information of separate IMFs. EMD is a signal decomposition algorithm that decomposes signals into several Intrinsic Mode Functions (IMFs) and a final residue [1, 2]. Readers are referred to [1, 2] for detail on EMD, which will not be provided in this abstract due to space limitations. In this paper, initially, EMD is applied to each hyperspectral image band individually in the spatial domain and IMFs of hyperspectral image bands are obtained. Then, the information contained in the first IMFs and second IMFs of each band are combined using composite kernels and classification using kernel based Support Vector Machine (SVM) algorithm is performed. Composite kernel SVM classification that combines spectral and spatial information has formerly been proposed in [3] using direct summation and weighted summation kernels to combine spectral and spatial information. In this paper, for each hyperspectral image pixel, two different feature vectors are constructed, one corresponding to the spectral information obtained from the first IMF of each band, and the other corresponding to the spectral information obtained from the second IMF of each band. The feature vectors corresponding to the first and second IMFs can be expressed as

\[ \mathbf{x}^{\text{inf1}}_u = \text{IMF}_{1,u}(u, v), \quad l = 1, \ldots, L \]
\[ \mathbf{x}^{\text{inf2}}_u = \text{IMF}_{2,u}(u, v), \quad l = 1, \ldots, L \]  

where \( \text{IMF}_{1,u} \) and \( \text{IMF}_{2,u} \) show the values of the first IMF and second IMF of the \( l \)-th hyperspectral image band, respectively and \((u,v)\) shows the spatial location, and \( L \) is the total number of bands. After \( \mathbf{x}^{\text{inf1}}_u \) and \( \mathbf{x}^{\text{inf2}}_u \) are constructed, the individual kernel matrices are computed. In the proposed composite kernel based approach, the direct summation kernel as shown in (2) and the weighted summation kernel given in (3) are used to combine these kernels.

\[ K(\mathbf{x}_u, \mathbf{x}_v) = K(\mathbf{x}^{\text{inf1}}_u, \mathbf{x}^{\text{inf1}}_v) + K(\mathbf{x}^{\text{inf2}}_u, \mathbf{x}^{\text{inf2}}_v) \]  
\[ K(\mathbf{x}_u, \mathbf{x}_v) = \mu K(\mathbf{x}^{\text{inf1}}_u, \mathbf{x}^{\text{inf1}}_v) + (1 - \mu) K(\mathbf{x}^{\text{inf2}}_u, \mathbf{x}^{\text{inf2}}_v) \]

Here, \( K(\cdot, \cdot) \) is a kernel function and \( \mu \) provides a tradeoff between the information of first IMF and second IMF to classify a given pixel and can takes values between zero and one.

2. EXPERIMENTAL RESULTS

The Indian Pine Hyperspectral image [4] is used in experiments. The total number of samples corresponding to each selected class are as follows: Corn-no till 1434 samples, Corn-min till 834 samples, Grass/Pasture 497 samples, Grass/Trees 747 samples, Hay-windrowed 489 samples, Soybean-no till 968 samples, Soybean-min till 2468 samples, Soybean-clean till 614 samples, and Woods 1294 samples (Total of 9345 samples). The classification performances of the proposed approach are demonstrated using SVM classification with Radial Basis Function (RBF) kernel. In the experiments, the penalty parameter of SVM is set to 40 and the gamma parameter of the RBF kernel is tested between \([0.1-2]\) by using a five fold cross...
validation. The classification accuracies are evaluated in terms of overall accuracy (OA) as well as kappa coefficient ($k$). Classification results are presented with respect to training data rates (TDR) of 10% which illustrates the case where 10% of the total data samples are used as training data. Proposed algorithm is compared to direct SVM and composite kernel SVM classification which combines spatial and spectral information (denoted as CK-SS-SVM) [3], as well Morphological Profile based classification (denoted as EMP) [5]. Spatial feature vectors are obtained using the mean of the neighborhood pixels of a corresponding feature vector in a $5 \times 5$ sized window for CK-SS-SVM. In Table I, it is seen that proposed approach (denoted as CK-EMD-SVM) gives superior performance compared to direct SVM as well as CK-SS-SVM. Because the $\mu$ parameter of the weighted summation kernel is varied between $[0-1]$, the mean and standard deviation of OA and $k$ values are given in case of weighted summation kernels. Fig. 1 shows a sample original band of the Indian Pine hyperspectral image with its first IMF and second IMF. Experimental results show that the proposed approach significantly improve classification accuracy. Note that results for different TDR rates as well different data sets (such as the DC Mall image) can not be provided in the abstract because of space limitations but will be included in the full paper.
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![Fig 1. Indian Pine Image Band #102: (a) original band (b) First IMF (c) Second IMF.](image)

<table>
<thead>
<tr>
<th>Composite Kernel Approach</th>
<th>Method</th>
<th>10% TDR</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>SVM</td>
<td>82.24</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>EMP [5]</td>
<td>94.56</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>CK-SS-SVM [3]</td>
<td>88.69</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CK-EMD-SVM</td>
<td>94.98</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>Weighted</td>
<td>CK-SS-SVM [3]</td>
<td>mean</td>
<td>86.15</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>std</td>
<td>1.06</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>CK-EMD-SVM</td>
<td>mean</td>
<td>94.64</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>std</td>
<td>0.88</td>
<td>0.007</td>
</tr>
</tbody>
</table>

TABLE1
OA and $k$ Values of Direct SVM, EMP, CK-SS-SVM and CK-EMD-SVM Using 10% TDR for Indian Pine Data