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1. INTRODUCTION

A recently growing number of investigations is dealing with urban structure types (USTs) which are a suitable
means for characterizing and subdividing urban agglomerations into meaningful units [e.g., 1, 2, 3]. USTs are
defined by specific spatial structures. This means that morphology, amount and arrangement of urban objects
(buildings, streets, trees, lawns etc.) are specific and homogeneous within a certain area — the extent of a UST
patch. In addition, USTs are defined by a specific land use. The UST concept has a multitude of applications. For
instance, it is widely applied for extrapolation of ecological [e.g. 2, 4, 5] as well as socioeconomic [e.g., 6, 7]
variables in cases where direct mapping is to costly or impossible. Due to the influence of the structural
differences of USTs on the resultant air temperature USTs are also employed as input data for energy models [8].
A special case of UST mapping is the mapping of informal settlements since in this case only one UST is of
interest. Successful remote sensing based semi-automatic algorithms have been developed by [e.g., 9, 10, 11]

using very high resolution multispectral satellite data.

Several classification schemes for USTs have been developed in different cities, countries and for a multitude of
application fields although the authors often use a different terminology (urban structure types [1, 6], urban
morphology types [2], urban structural units [3], urban structure units [12]. However, many of the above-
mentioned authors conducted the mapping of USTs manually by visual interpretation of aerial photographs. New
sensors such as airborne hyperspectral scanners or high resolution spaceborne multispectral sensors in
combination with existing GIS data open up the opportunity to develop automatic procedures. However, so far
only a few authors have developed automatic or semi-automatic algorithms; in each case using specific UST

definitions for a specific field of application and the algorithms were proved based on one city only [1, 9, 13, 14].



Since there is no common standard definition for USTs that would be applicable to all kinds of research questions
or applications and to all kinds of urban agglomerations there is a need for a flexible and adaptable approach for
automatic UST classification based on remote sensing and auxiliary data. In this paper, we therefore identify the
commonalities of existing approaches and derive requirements and tasks to deal with in UST classification.
Based on this, we focus on the development of a UST classification system that is easily adaptable to different
cities and to user-definable USTs and demonstrate its application on three morphologically different cities from

different cultural areas of the world.

2. STUDY AREAS AND DATA

Study areas are situated within the cities of Berlin (50.6 km® subset) and Dresden (entire city), Germany as well as
Padang (entire city), Indonesia. The analyzed data include hyperspectral and multispectral optical high resolution
remote sensing data (HyMap, Ikonos), high resolution digital elevation models, and city blocks as auxiliary GIS

data.
3. REQUIREMENTS AND TASKS TO DEAL WITH IN UST CLASSIFICATION

UST mapping is conventionally done by visual interpretation of aerial photographs [e.g. 2]. A literature search
revealed that all of the few investigations that developed semi-automatic or automatic approaches based on
analysis of remote sensing images agree in what is needed to classify USTs: (1) Existing patch boundaries, (2)
user-defined thematic categories of USTs, (3) a land cover classification, (4) spatial feature calculations and (5) a
UST classifier. However, the approaches differ in their degree of automation and whether certain data or
information is generated by the approach itself or taken as auxiliary data from other sources. Furthermore, there

are several strategies for the definition of USTs. These issues will be discussed in detail in the final article.

4. DEVELOPED WORKFLOW FOR UST CLASSIFICATION

We present the entire workflow to go through during the application of the developed UST classification system
(Fig. 1) based on the three study areas, starting at the collection and preprocessing of remote sensing data,
through the calculation of spatial features, the use of a data-driven automatic feature selection routine, and the
final application of the UST classifier which is based on pairwise Maximum Likelihood classifications. A huge
database of 50 basic spatial features assessing the assemblage of surface cover types and the arrangement of real
world objects within the UST patches allows the adaptation of the UST classification system to different cities
and different UST definitions. In this context, the automatic feature selection method (Sequential Forward

Selection) ensures that classifications always take place in appropriate sub-spaces.
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Figure 1. Workflow of UST classification using the developed adaptable UST classification system. DSM =

digital surface model, nDSM = normalized digital surface model.

5. RESULTS AND CONCLUSIONS

Classification results will be shown and discussed based on exemplary map details and accuracy assessment. A
special emphasis in the discussion of the results will be places on the adaptability of the approach by comparing

the results of the three study areas. The conclusions from this work will result in the formulation of issues to be

addressed in the future.

6. REFERENCES

[1] Banzhaf, E., and R. Hofer, "Monitoring urban structure types as spatial indicators with CIR aerial
photographs for a more effective urban environmental management," /EEE Journal of Selected Topics in Applied
Earth Observations and Remote Sensing, 1(2): pp. 129-138, 2008.

[2] Gill, S.E., J.F. Handley, A.R. Ennos, S. Pauleit, N. Theuray, and S.J. Lindley, "Characterising the urban
environment of UK cities and towns: A template for landscape planning," Landscape and Urban Planning, 87(3):

pp. 210-222, 2008.



[3] Wickop, E., Environmental quality targets for urban structural units in Leipzig with a view to sustainable
urban development, in Urban Ecology, Breuste, J., et al., Editors. 1997, Springer: Berlin. p. 49-54.

[4] Starfinger, U., and H. Sukopp, Assessment of urban biotopes for nature conservation, in Landscape planning
and ecological networks, Cook, E.A. and H.N. van Lier, Editors. 1994, Elsevier Science: Amsterdam. p. 89-115.
[5] Foresman, T.W., S.T.A. Pickett, and W.C. Zipperer, "Methods for spatial and temporal land use and land
cover assessment for urban ecosystems and application in the greater Baltimore-Chesapeake region," Urban
Ecosystems, 1: pp. 201-216, 1997.

[6] Taubenbock, H., A. Roth, and S. Dech, Linking structural urban characteristics derived from high resolution
satellite data to population distribution, in Urban and Regional Data Management, Coors, V., et al., Editors.
2007, Taylor and Francis Group: London. p. 35 - 45.

[7] Avelar, S., R. Zah, and C. Tavares-Correa, "Linking socioeconomic classes and land cover data in Lima, Peru:
Assessment through the application of remote sensing and GIS," International Journal of Applied Earth
Observation and Geoinformation, 11(1): pp. 27-37, 2009.

[8] Gill, S.E., J.F. Handley, A.R. Ennos, and S. Pauleit, "Adapting Cities for Climate Change: The Role of the
Green Infrastructure," Built Environment, 33(1): pp. 115- 133, 2007.

[9] Niebergall, S., A. Loew, and W. Mauser, "Integrative Assessment of Informal Settlements Using VHR
Remote Sensing Data - The Delhi Case Study," IEEE Journal of Selected Topics in Applied Earth Observations
and Remote Sensing, Volume 1(Issue 3): pp. 193 - 205, 2008.

[10] Stasolla, M., and P. Gamba, Mapping Informal Settlements with a GUS Land Use Legend, in IEEE
International Geoscience and Remote Sensing Symposium (IGARSS). 2006, IEEE: Denver, CO. p. 3786-37809.
[11] Hofmann, P., J. Strobl, T. Blaschke, and H. Kux, Detecting informal settlements from QuickBird data in Rio
de Janeiro using an object based approach, in Object-Based Image Analysis - spatial concepts for knowledge-
driven remote sensing applications, Blaschke, T., et al., Editors. 2008, Springer: Berlin, Heidelberg. p. 531-553.
[12] Schiller, G., The urban structure unit approach - a suitable frame for environmental and spatial urban
investigations, in 8th International Conference on Environmental Science and Technology. 2003: Lemnos Island,
Greece.

[13] Taubenbdck, H., M. Habermeyer, A. Roth, and S. Dech, "Automated allocation of highly structured urban
areas in homogeneous zones from remote sensing data by Savitzky-Golay filtering and curve sketching," /EEE
Geoscience and Remote Sensing Letters, 3(4): pp. 532-536, 2006.

[14] Herold, M., X.H. Liu, and K.C. Clarke, "Spatial metrics and image texture for mapping urban land use,"
Photogrammetric Engineering and Remote Sensing, 69(9): pp. 991-1001, 2003.



